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This document provides information on the theory of operation and configuration for the Cisco Unified
Wireless LAN Controller (WLC) as it pertains to supporting stateful switchover of access points and
clients (AP and Client SSO).

The new High Availability (HA) feature (that is, AP SSO) set within the Cisco Unified Wireless Network
software release version 7.3 and 7.4 allows the access point (AP) to establish a CAPWAP tunnel with
the Active WLC and share a mirror copy of the AP database with the Standby WLC. The APs do not go
into the Discovery state when the Active WLC fails and the Standby WLC takes over the network as the
Active WLC.

There is only one CAPWAP tunnel maintained at a time between the APs and the WLC that is in an
Active state. The overall goal for the addition of AP SSO support to the Cisco Unified Wireless LAN is
to reduce major downtime in wireless networks due to failure conditions that may occur due to box
failover or network failover.

To support High Availability without impacting service, there needs to be support for seamless transition
of clients and APs from the active controller to the standby controller. Release 7.5 supports Client
Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for clients
which have already completed the authentication and DHCP phase and have started passing traffic. With
Client SSO, a client's information is synced to the Standby WLC when the client associates to the WLC
or the client’s parameters change. Fully authenticated clients, i.e. the ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the
APs as well as for the clients, resulting in zero client service downtime and no SSID outage.
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M Prerequisites

Prerequisites

Requirements

There are no specific requirements for this document.

Components Used

The information in this document is based on these software and hardware versions:
e WLCs 5500 Series, 7500/8500 Series, and WiSM-2

e APs 700, 1130, 1240, 1250, 1040, 1140, 1260, 1600, 2600, 3500, 3600 Series APs, and 1520 or 1550
Series Mesh APs (MAPs).

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network is live, make
sure that you understand the potential impact of any command.

Conventions

Refer to Cisco Technical Tips Conventions for more information on document conventions.

Topology

This document uses this network topology.
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High Availability in Release 7.3 and 7.4

The new architecture for HA is for box-to-box redundancy. In other words, 1:1 where one WLC will be
in an Active state and the second WLC will be in a Hot Standby state continuously monitoring the health
of the Active WLC via a Redundant Port. Both the WLCs will share the same set of configurations
including the IP address of the Management interface. The WLC in the Standby state does not need to
be configured independently as the entire configuration (Bulk Configuration while boot up and
Incremental Configuration in runtime) will be synced from the Active WLC to the Standby WLC via a
Redundant Port. The AP's CAPWAP State (only APs which are in a run state) is also synced, and a mirror
copy of the AP database is maintained on the Standby WLC. The APs do not go into the Discovery state
when the Active WLC fails and the Standby WLC takes over the network's Active WLC.

There is no preempt functionality. When the previous Active WLC comes back, it will not take the role
of the Active WLC, but will negotiate its state with the current Active WLC and transition to a Standby
state. The Active and Standby decision is not an automated election process. The Active/Standby WLC
is decided based on HA SKU (Manufacturing Ordered UDI) from release 7.3 onwards. A WLC with HA
SKU UDI will always be the Standby WLC for the first time when it boots and pairs up with a WLC
running a permanent count license. For existing WLCs having a permanent count license, the
Active/Standby decision can be made based on manual configuration.

AP SSO is supported on 5500/7500/8500 and WiSM-2 WLCs. Release 7.3 only supports AP SSO that
will ensure that the AP sessions are intact after switchover.

Client SSO is supported on 5500/7500/8500 and WiSM2 WLCs from release 7.5 onwards. For more
information see High Availability in Release 7.5.
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HA Connectivity Using Redundant Port on the 5500/7500/8500 WLC

e 5500/7500/8500 WLCs have a dedicated Redundancy Port which should be connected back to back
in order to synchronize the configuration from the Active to the Standby WLC.

e Keep-alive packets are sent on the Redundancy Port from the Standby to the Active WLC every 100
msec (default timer) in order to check the health of the Active WLC.

e Both the WLCs in HA setup keep track of gateway reachability. The Active WLC sends an Internet
Control Message Protocol (ICMP) ping to the gateway using the Management IP address as the
source, and the Standby WLC sends an ICMP ping to the gateway using the Redundancy
Management IP address. Both the WLCs send an ICMP ping to the gateway at a one-second interval.

e It is highly recommended to have back-to-back direct connectivity between Redundant Ports.

Here you can see the Redundant Port Connectivity between 5500 WLCs in an HA Setup:

Active Controller
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Here you can see the Redundant Port Connectivity between Flex 7500 WLCs in an HA setup:
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Note A direct physical connection between Active and Standby Redundant Ports is highly
recommended. The distance between the connections can go up to 100 meters at per Ethernet
cable standards.

High Availability Connectivity Using Redundant VLAN on WiSM-2 WLC

¢ WiSM-2 WLCs have a dedicated Redundancy VLAN which is used to synchronize the configuration
from the Active WLC to the Standby WLC.

¢ A Redundancy VLAN should be a Layer 2 VLAN dedicated for the HA Pairing process. It should
not be spanned across networks and should not have any Layer 3 SVI interface. No data VLAN
should be used as a Redundancy VLAN.

e Keep-alive packets are sent on Redundancy VLAN from the Standby WLC to the Active WLC every
100 msec (default timer) in order to check the health of the Active WLC.
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Warning

High Availability in Release 7.3and 7.4 W

Both the WiSMs in a HA setup keep track of gateway reachability. Active WLC sends an ICMP ping
to the gateway using the Management IP address as the source, and the Standby WLC sends an
ICMP ping to the gateway using the Redundancy Management IP address. Both the WLCs send an
ICMP ping to the gateway at a one-second interval.

To achieve HA between WiSM-2, it can be deployed in a single chassis or can also be deployed
between multiple chassis using VSS as well as by extending Redundancy VLAN between two
chassis.

This diagram shows HA Connectivity in a single chassis and extending Redundancy VLAN in a multiple
chassis VSS setup:

WisM-2 Configuration on Cat6500

wism service-vlan 192 (Service Port Vian)

wism redundancy-vian 169 (Redundancy Port Vlan)
wism module 8 controller 1 allowed-vlan 24-38 (Data \ﬂarr.—
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The Redundancy VLAN should be a non routable VLAN. In other words, no layer 3 interface should be
created for this VLAN and can be allowed on VSL Link to extend HA setup between multiple chassis
in VSS setup. It is important to make sure this VLAN is dedicated for the HA process and is not part of
any Data VLAN, or else it may result in unpredictable results.

N

Note

Note

The Redundancy VLAN should be created like any normal Data VLAN on IOS® switches.
Redundancy VLAN is configured for redundant port on WiSM-2 blades connected to a
backplane. There is no need to configure an IP address for the Redundancy VLAN as it will
receive an auto-generated IP which is discussed later in this document.

On Cisco WiSM2 and Cisco Catalyst 6500 Series Supervisor Engine 2T, if HA is enabled, post
switchover, the APs might disconnect and reassociate with the WiSM?2 controller. To prevent this
from occurring, before you configure HA, we recommend that you verify—in the port
channel-the details of both the active and standby Cisco WiSM2 controllers, that the ports are
balanced in the same order, and the port channel hash distribution is using fixed algorithm. If
they are not in order, you must change the port channel distribution to be fixed and reset Cisco
WiSM2 from the Cisco Catalyst 6500 Series Supervisor Engine 2T. You can use the command
show etherchannel port-channel to verify the port channel member order and load value. You
can use the config command port-channel hash-distribution fixed to make the distribution
fixed.
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S

Note  To support the active and standby WLCs in different data centers, in release 7.5, back-to-back
redundancy port connectivity between peers is no longer mandatory and the redundancy ports
can be connected via switches such that there is L2 adjacency between the two controllers. See
Redundancy Port Connectivity in 7.5 for more information.

Introduction of New Interfaces for HA Interaction

Redundancy Management Interface

The IP address on this interface should be configured in the same subnet as the management interface.
This interface will check the health of the Active WLC via network infrastructure once the Active WLC
does not respond to Keepalive messages on the Redundant Port. This provides an additional health check
of the network and Active WLC, and confirms if switchover should or should not be executed. Also, the
Standby WLC uses this interface in order to source ICMP ping packets to check gateway reachability.
This interface is also used in order to send notifications from the Active WLC to the Standby WLC in
the event of Box failure or Manual Reset. The Standby WLC will use this interface in order to
communicate to Syslog, the NTP server, and the TFTP server for any configuration upload.

CISCO MOMNITOR  WLANS  CONTROLLER  WIRELESS SECURITY  MAMAGEMEWT COMMANDS HELP  FEEDBACI
Controller Interfaces
General
Inventory Interface Name YLAN Identifier IP Address Interface Type Dynamic AP Management
Interfaces management 61 9.6.61.,2 Static Ensabled
Interface Groups I redundancy-management 61 9.6.61.21 Static Mot Supported I
Multicast redundancy-port M/A 169.254.61.21 Static Mot Supported

Redundancy Port

This interface has a very important role in the new HA architecture. Bulk configuration during boot up
and incremental configuration are synced from the Active WLC to the Standby WLC using the
Redundant Port. WLCs in a HA setup will use this port to perform HA role negotiation. The Redundancy
Port is also used in order to check peer reachability sending UDP keep-alive messages every 100 msec
(default timer) from the Standby WLC to the Active WLC. Also, in the event of a box failure, the Active
WLC will send notification to the Standby WLC via the Redundant Port. If the NTP server is not
configured, a manual time sync is performed from the Active WLC to the Standby WLC on the
Redundant Port. This port in case of standalone controller and redundancy VLAN in case of WISM-2
will be assigned an auto generated IP Address where last 2 octets are picked from the last 2 octets of
Redundancy Management Interface (the first 2 octets are always 169.254).

OLLER  WIRELES [TY C HELP  EEEDBACI
Controller Interfaces
General
Inventory Interface Name YLAN Identifier IP Address Interface Type Dynamic AP Management
Interfaces managerment 61 9.6.61.2 Static Enabled
Interface Groups redundancy-rmanagement 61 9.6061.21 Static Not Supported
Multicast | redundancy-port [T 169.254.61.21 | Static Not Supparted

High Availability (SS0) Deployment Guide
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Configure HA from the CLI

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers’' management interface in the
same subnet:

WLC 1:

WLC 2:

2. HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management IP Address and Peer Redundancy Management IP Address. Both the interfaces should
be in the same subnet as the Management Interface. In this example, 9.6.61.21 is the Redundancy
Management IP Address for WLC 1, and 9.6.61.23 is the Redundancy Management IP Address for
WLC 2. It also needs to be configured so that 9.6.61.23 is the Redundancy Management IP Address
of WLC 2 and 9.6.61.21 is the Redundancy Management IP Address of WLC 1.

Use this CLI in order to configure the Redundancy and Peer Redundancy Management IP Address:
WLC 1:

High Availability (SS0) Deployment Guide
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WLC 2:

3. Configure one WLC as Primary (by default, the WLC HA Unit ID is Primary and should have a valid
AP-BASE count license installed) and another WLC as Secondary (AP base count from the Primary
WLC will be inherited by this unit) using the CLI in this step. In this example, WLC 1 is configured
as Primary, and WLC 2 is configured as Secondary:

WLC 1:

r High Availability (SS0) Deployment Guide
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You do not need to configure the unit as Secondary if it is a factory ordered HA SKU that can
be ordered from release 7.3 onwards. A factory ordered HA SKU is a default Secondary unit,
and will take the role of the Standby WLC the first time it is paired with an Active WLC that has
a valid AP Count License.

If you want to convert any existing WLC as a Standby WLC, do so using the config redundancy unit
secondary command in the CLI. This CLI command will only work if the WLC which is intended
to work as Standby has some number of permanent license count. This condition is only valid for
the 5500 WLC, where a minimum of 50 AP Permanent licenses are needed to be converted to
Standby. There is no restriction for other WLCs such as the WiSM2, 7500, and 8500.

After the WLCs are configured with Redundancy Management and Peer Redundancy Management
IP Addresses and Redundant Units are configured, it is time to enable SSO. It is important to make
sure that physical connections are up between both the controllers (that is, both the WLCs are
connected back to back via the Redundant Port using an Ethernet cable) and the uplink is also
connected to the infrastructure switch and the gateway is reachable from both the WLCs before SSO
is enabled.

Once SSO is enabled, it will reboot the WLCs. While it boots, the WLCs negotiate the HA role as
per the configuration via Redundant Port. If the WLCs cannot reach each other via Redundant Port
or via the Redundant Management Interface, the WLC configured as Secondary may go in to
Maintenance Mode. Maintenance Mode is discussed later in this document.

Use the CLI in this step in order to enable AP SSO. Remember that enabling AP SSO will initiate a
WLC reboot.

WLC 1:

High Availability (SSO) Deployment Guide g
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WLC 2:

d configuration will ke

6. Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration
performed. Once the role is determined, configuration is synced from the Active WLC to the
Standby WLC via the Redundant Port. Initially, the WLC configured as Secondary will report XML
mismatch and will download the configuration from Active and reboot again. During the next reboot
after role determination, it will validate the configuration again, report no XML mismatch, and
process further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:

350608

WLC 2 on first reboot after enabling SSO:
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350610

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:

350611

1. After SSO is enabled, WLC is rebooted, and the XML configuration is synced, WLC 1 will
transition its state to Active and WLC 2 will transition its state to Standby HOT. From this point
onwards, GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the
configurations and management should be done from the Active WLC. If required, the Standby
WLC (WLC 2, in this example) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the Standby Hot state, -Standby keyword is automatically
appended to the Standby WLCs prompt name.

High Availability (SSO) Deployment Guide g
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8. Complete these steps in order to check the redundancy status:

a. For WLC 1, go to Monitor > Redundancy > Summary:

Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

Disabling SSO on HA Pair

1. On primary controller, disable SSO using the command:
Config redundancy mode disable
The Active and Standby WLCs reboot once this command is executed.

The standby controller, when it comes back after the reboot, has the same IP address on interfaces
as the primary controller and all the ports disabled.

2. On the standby controller, re-enter the correct IP addresses corresponding to the management and
dynamic interfaces and execute the following command:

Config port adminmode all enable

3. Save the configuration on the controller.
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4. To re-enable SSO, execute the command Config redundancy sso on the primary and secondary
controllers.

Both controllers reboot and pair up in the SSO mode. The standby will sync its configuration from
the primary and come back in Hot-standby mode.

Configure HA from the GUI

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers' management interface in the
same subnet:

WLC 1:

CI15CO
Controller Interfaces
General
Inventory Interface Name YLAN Identifier 1P Address Interface Type Dynamic AP Management
Interfoces 61 96612 |  sumc Enabled
Interface Groups 61 0.0.0.0 Statc Yot Supgorted
Multicast N/A 0.0.0.0 Static Not Supported
Network Reutes servsie-port N/A 10.10.20.10 Statc Mot Supported
b Redundancy ety N/& 1111 Static Not Supported
WLC 2:

alif

Cisco
Controller Interfaces
General
Inventory Interface Name VLAN Identifier 1P Address Interface Type Dynamic AP Management
i 61 95613 | State Ersbled
Interface Groups 61 0000 Sttc Net Supported
Multicast NA 0000 Static Not Supparted
Netwiork Routes e WA 10.10.10.11 Static Not Sugparted
oty NfA 1114 Static Not Supparted

» Redundancy

2. HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management IP Address and the Peer Redundancy Management IP Address. Both interfaces should
be in the same subnet as the Management Interface. In this example, 9.6.61.21 is the Redundancy
Management IP Address for WLC 1, and 9.6.61.23 is the Redundancy Management IP Address for
WLC 2. It needs to be configured on WLC 2 where 9.6.61.23 is the Redundancy Management IP
Address of WLC 2 and 9.6.61.21 is the Redundancy Management IP Address of WLC 1.

Enter the IP Address for both interfaces, and click Apply.
WLC 1:
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Cisco

MONITOR  WLANS

CONTROLLER

WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes
Global Configuration
Peer Network Route
¥ Internal DHCP Server
¥ Mobility Management
Ports
b NTP

WLC 2:

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes

4

Redundancy

Global Configuration

Redundancy Mgmt Ip 1

Peer Redundancy Mgmt Ip
Redundancy port Ip

Peer Redundancy port Ip
Redundant Unit

Mobility Mac Address

Keep Alive Timer (100 - 400]—2
Peer Search Timer (60 - 180)
AP 550

Foot Notes

—
—

19.6.61.21
|9.6.61.23

169.254.61.21

169.254.61.23

1100 | milliseconds
1120 seconds
 Disabled ¢ |

1 Redundancy management and Peer redundancy management are mandatory parameters for AP 550 enable.
2 Configure the keep-alive timer in milll seconds between 100 and 400 in multiple of 50.
3 Disabling AP S50 will result in standby reboot and administratively disabling all the ports on current Standby to aveid IP conflict.

Global Configuration

Redundancy Mgmt Ip z

Logout Refres|
MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
P
|9.6.61.23 —
|9.6.61.21 ‘-...______

Peer Redundancy Mgmt Ip
Redundancy port Ip

Peer Redundancy pert Ip
Redundant Unit

Mobility Mac Address

169.254.61.23

169.254.61.21

milliseconds

2

Global Configuration Keep Alive Timer (100 - 400)-= 100
Peer Network Route Peer Search Timer (60 - 180} l120 |seconds

¥ Internal DHCP Server AP S50 | Disabled *|

¥ Mobility Management Foot Notes
Ports 1 Redundancy management and Peer redundancy management are mandatory parameters for AP 550 enable.

2 Configure the keep-alive timer in milli seconds between 100 and 400 in multiple of 50.
b NTP 3 Disabling AP S50 will result in standby reboot and administratively disabling all the ports on current Standby to avoid IP conflict.
. . .
3. Configure one WLC as Primary and the other WLC as Secondary from the Redundant Unit

drop-down list. In this example, WLC 1 is configured as Primary and WLC 2 is configured as
Secondary. Once configured, click Apply.

WLC 1:
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FEEDBACK

Cisco

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes
~ Redundancy
Global Configuration
Peer Network Route

-

Internal DHCP Server

-

Mebility Management

MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP

Global Configuration

Redundancy Mgmt Ip £ 19.6.61.21
Peer Redundancy Mgmt Ip |9.6.61.23
Redundancy port Ip 169.254.61.21

Peer Redundancy port Ip 169.254.61.23

—

|00:24:97:69:D2:20 |

Redundant Unit | ..F;rl'.mary =)

Mobility Mac Address

Keep Alive Timer (100 - 40012 | 100 | milliseconds
Peer Search Timer (60 - 180) E].ZU Esecﬁnds.

AP 550 | Disabled +

Foot Notes

1 Redundancy management and Peer redundancy management are mandatory parameters for AP 550 enable.

Apply |

Ports
2 Configure the keep-alive timer in milli seconds between 100 and 400 in multiple of 50.
¥ NTP 3 Disabling AP S50 will result in standby reboot and administratively disabling all the ports on current Standby to avoid IP conflict.

MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes

¥ Redundancy
Global Configuration
Peer Network Route

b Internal DHCP Server

¥ Mobility Management

Global Configuration

Redundancy Mgmt Ip £ 19.6.61.23
Peer Redundancy Mgmt Ip 19.6.61.21
Redundancy port Ip 169.254.61.23
169.254.61.21

[ secondary ¢ | /

00:24:97:69:78:20 |

Peer Redundancy port Ip
Redundant Unit

Mobility Mac Address

Keep Alive Timer (100 - 4002 ?100 milliseconds
Peer Search Timer (60 - 180) 1120 |seconds

AP 550 | Disabled ¢ |

Foot Notes

1 Redundancy management and Peer redundancy management are mandatory parameters for AP S50 enable.

Porse 2 Configure the keep-alive timer in mili seconds between 100 and 400 in multipie of 50.
F NTP 3 Disabling AP SSO wili result in standby reboot and administratively disabling all the ports on current Standby to aveid IP conflict.
4 >
Note  You do not need to configure the unit as Secondary if it is a factory ordered HA SKU ordered

from release 7.3 onwards. A factory ordered HA SKU is the default Secondary unit and will take
the role of the Standby WLC the first time it is paired with an Active WLC with a valid AP Count

License.

If you want to convert any existing WLC as a Standby WLC, do so by using the config redundancy
unit secondary command in the CLI. This CLI only works if the WLC which is intended to work as
standby has some number of permanent license count. This condition is only valid for the 5500

WLC, where a minimum of 50 AP Permanent licenses are needed to be converted to Standby. There
is no restriction for other WLCs such as the WiSM2, 7500, and 8500.

After the WLCs are configured with Redundancy Management and Peer Redundancy Management

IP Address and Redundant Units are configured, it is time to enable SSO. It is important to make
sure that physical connections are up between both the controllers (that is, both the WLCs are
connected back to back via Redundant Port using an Ethernet cable) and the uplink is also connected
to the infrastructure switch and the gateway is reachable from both the WLCs before SSO is enabled.
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Once SSO is enabled, it will reboot the WLCs. While it boots, the WLCs negotiate the HA role as
per the configuration via Redundant Port. If the WLCs cannot reach each other via the Redundant
Port or via the Redundant Management Interface, the WLC configured as Secondary may go in
Maintenance Mode. Maintenance Mode is discussed later in this document.

In order to enable AP SSO, select Enabled from the drop-down list on both the WLCs, and click
Apply. After you enable AP SSO, the WLCs reboot and the default information is populated in other
fields like Peer Service Port IP, Peer Redundancy port IP, and so forth.

WLC 1:

Save Configuration ~ Ping  Logout Refresh

CIsco MONITOR ~ WLANs

CONTROLLER ~WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

4

Controller Global Configuration Apply
General g o /'
Redundancy Mgmt Ip 4 9.6.61.21
Inventory
Peer Redundancy Mgmt Ip 9.6.61.23
Interfaces

Keep Alive Timer (100 - 400}-2 100 milliseconds
Peer Network Route Peer Search Timer (60 - 180) 120 |secands
b Internal DHCP Server  ap 550 [Enabled @ | dpmm———""
» Mobility Management Service Port Peer Ip 0.0.0.0
Ports Service Port Peer Netmask 0.0.0.0
VALUE="0.0.0.0" S—
b NTP
Foot Notes
» CDP
1 Y and Peer dancy are parameters for AP 550 enable.
» PMIPVG 2 Configure the keep-alive timer in milli seconds between 100 and 400 in multiple of 50.

Redundancy port Ip 169.254.61.21
Interface Groups

Peer Redundancy pert Ip 169.254.61.23
Multicast

Redundant Unit Primary

Network Routes

Redundancy K
Global Configuration

Mability Mac Address 00:24:97:69:D02:20

3 Disablina AP S50 will result in standby reboot and administrativelv disablina all the ports on current Standbv to avoid IP conflict.

WLC 2:

"I"'I" Save Configuration  Ping  Logout Refresh|
cisco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Controller Global Configuration Apply
General . —
Redundancy Mgmt Ip 1 9.6.61.23
Inventory
Peer Redundancy Mgmt Ip 9.6.61.21
Interfaces

Redundancy port Ip 169.254.61.23

Interface Groups
Peer Redundancy port Ip 169.254.61.21
Multicast

Redundant Unit Secondary

Network Routes

Mobility Mac Address 00:24:97:69:D2:20

Redundancy 7
Global Configuration Keep Alive Timer (100 - 400)-2 100 mitlligetnnds
Peer Network Route Peer Search Timer (60 - 180) 120 seconds
Internal DHCP Server AP SSO | Enabled -

Mobility Management Service Port Peer Ip 0.0.0.0

Ports Service Port Peer Netmask
VALUE="0.0.0.0"
NTP
Foot Notes
coP
1 Redundancy management and Peer redundancy are parameters for AP SSO enable.
PMIPVE 2 Configure the keep-alive timer in milli seconds between 100 and 400 in muitiple of 50.

3 Disabling AP SSO will result in standby reboot and administratively disabling all the ports on current Standby to avoid IP conflict.

6. Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration

performed. Once the role is determined, configuration is synced from the Active WLC to the
Standby WLC via the Redundant Port. Initially WLC configured, as Secondary will report XML
mismatch and will download the configuration from Active and reboot again. During the next reboot
after role determination, it will validate the configuration again, report no XML mismatch, and will
process further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:
WLC 1:
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as0e22

350623

~

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:
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350624

1. After SSO is enabled, WLC is rebooted, and the XML configuration is synced, WLC 1 transitions
its state as Active and WLC 2 transitions its state to STANDBY HOT. From this point onwards,
GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the configurations
and management should be done from the Active WLC. If required, the Standby WLC (WLC 2, in
this case) can only be managed via the Console or Service Port.

Also, once Peer WLC transitions to the STANDBY HOT state, the -Standby keyword is
automatically appended to Standby WLCs prompt name.

8. Complete these steps in order to check the redundancy status:

a. For WLC 1, go to Monitor > Redundancy > Summary:
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MONITOR  WLANSs

Configure HA from the GUI

CONTROLLER  W]RELESS

Monitor

Summary
» Access Points
» Cisco CleanAir
» Statistics
» CDP

» Rogues

* Redundancy
Statistics

Summary

Clients
Multicast

Redundancy Summary

Local State

ACTIVE

Management

Redundancy port Ip

Peer Redundancy port Ip

Peer State STANDBY HOT

Unit Primary

Unit 1d 00:24:97:69:D02:2
I Redundancy State SSO I

Maintenance Mode Disabled

Maintenance Cause Disabled

Average Redundancy

Peer Reachability Latency 481

(usecs)

Average Management

Gateway Reachability 1607

Latency({usecs)

Redundancy Management 9.6.61.21

Peer Redundancy 9.6.61.23

169,254 61.21

169.254.61.23

Peer Service Port Ip

0.0.0.0

b. For WLC 2, go to Console connection:

~

Note  Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.
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Configure HA from the Configuration Wizard

Complete these steps:

1. HA between two WLCs can also be enabled from the configuration wizard. It is mandatory to
configure the Management IP Address of both the WLCs in same subnet before you enable HA.

WLC 1:

configuration [static] [DHCP]: static
Intert K : 10.10.10
Interface

Enable Link Aggregat

Identifier
Num [1 to

rver IP

N [1 t¢
YHCP

2. Once the Management IP is configured, the wizard will prompt you to enable HA. Enter yes in order

to enable HA, which is followed by the configuration of the Primary/Secondary Unit and the
Redundancy Management and Peer Management IP Address.

e In this example, WLC 1 is configured as the Primary WLC, which will take the role of the

Active WLC. WLC 2 is configured as Secondary, which will take the role of the Standby WLC.
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e After entering the Primary/Secondary Unit, it is mandatory to configure the Redundancy
Management and the Peer Redundancy Management IP Address. Both the interfaces should be
in the same subnet as the Management Interface. In this example, 9.6.61.21 is the Redundancy
Management IP Address for WLC 1 and 9.6.61.23 is the Redundancy Management IP Address
for WLC 2. It needs to be configured on WLC 2 where 9.6.61.23 is the Redundancy
Management [P Address of WLC 2 and 9.6.61.21 is the Redundancy Management IP Address
of WLC 1.

WLC 1:

m Name

ic] [DHCP] :

Interface Ne

Identifi
Port Num [1 to
DHCFP Serwver IP
Enable HA [¥
Configure HA Unit [PRIMARY] [=

Redundancy Managewent IP Addr

Redundancy Management IP
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3. After you enable HA from the configuration wizard, continue to configure these legacy wizard
parameters:

Virtual IP Address

The WLCs will reboot after you save the configuration at the end.

4. While booting, the WLCs will negotiate the HA role as per the configuration done. Once the role is
determined, the configuration is synced from the Active WLC to the Standby WLC via the
Redundant Port. Initially WLC is configured, as Secondary will report XML mismatch and will
download the configuration from Active and reboot again. During the next reboot after role
determination, it will validate the configuration again, report no XML mismatch, and process further
in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:

Mobility Domain Name
SSID

DHCP Bridging Mode
Radius configuration
Country Code

NTP configuration, and so forth

WLC 1:
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WLC 2 on first reboot after enabling HA:

WLC 2 on second reboot after downloading XML configuration from Active:
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a

Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

5. After HA is enabled followed by WLC reboots and XML configuration is synced, WLC 1 will
transition its state as Active and WLC 2 will transition its state as STANDBY HOT. From this point
onwards GUI/Telnet/SSH for WLC 2 on management interface will not work, as all the
configurations and management should be done from Active WLC. If required, the Standby WLC
(WLC 2, in this case) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the STANDBY Hot state, the -Standby keyword is
automatically appended to the Standby WLCs prompt name.

6. Complete these steps in order to check the redundancy status:

a. For WLC 1:
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o redundancy sSumimary
Mode ENABELED
IVE

10.10.10.11

\IWDBY HOT

tedunds S
Mobility MAC

undancy ! wbhility Latency

gement eway R wbhility Latency

IF Addr
ement IP

IP Addr

Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

Configure HA from Cisco Prime

Complete these steps:

1. Before you configure HA, it is mandatory to have both the controllers’' management interface in the
same subnet.
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WLC 1:

CIsco MONITOR.  WLANS TROLLER  WIREL 5 Y MANA AMDS  HELP  FEEDEB

Controller Interfaces

General

Inventory Interface Name YLAN Identifier IP Address Interface Type Dynamic AP Management

T s | mansqzment &1 96612 | Static Enabled

Interface Groups redundancy-management 61 0.0.0.0 Static Mot Supported

Multicast redundancy-port N/ 0.0.0.0 Static Not Supported

Network Routes service-port MR 10.10.10.10 Static Mot Supported
b Redundancy wirtual MR 1111 Static Nat Supported

WLC 2:

HELF  EEED

Controller Interfaces

General

Inventory Interface Name YLAN Identifier IP Address Interface Type Dynamic AP Management

Interfaces |mm 61 9.6.61.3 | Static Enabled

Interface Groups redundancy-managerment 61 0.0.0.0 Static Mot Supported

Multicast redundancy-part M 0.0.0.0 Static Mot Supported

Metwork Routes service-port L 10101011 Static Mot Supported
» Redundancy wirtual M 1111 Static Mot Supported

2. Add both the controllers in Cisco Prime using their individual Management IP Address. Once added,
both the WLCs can be viewed under Operate > Device Work Center.

i “‘h m“. o —
i A ﬁ‘ Home Design ¥ Deploy ¥ Operate ¥ Report ¥  Administration ¥
Device Work Center ﬁ Discovery EE| Configuration Archives @ Software Image Management E Image Dashboard
Device Group Device Group > ALL
ALL
( )
av|kr {,':}. .
B Edit ' Delete @ Sync Groups &Sites v &= Add Device [ Bulk Import
L =
* B Device Type Matchnfmefnl\nwlng rules:
& Site Groups —
S i Fiter [ Device Neme *| [ contains +| [ss08 == ==
r Defi e
[ Device Name *|[ contains - |[ 5508 | (=) [+ (60| [‘Clear Fiter |
[]| Device Name « | Reachability IP Address Device Type Collection Status Collection Time
[ ss08 Reachable 9.6.61.2 (Cisco 5508 Wireless.. Managed August 16, 2012 1
[J ss08 Reachahle 9.6.61.3 = Cisco 5508 Wireless.. Managed August 16, 2012 1

3. HA is disabled by default. Before you enable HA, it is mandatory to configure the Redundancy
Management IP Address and the Peer Redundancy Management IP Address. Both the interfaces
should be in the same subnet as the Management Interface. In this example, 9.6.61.21 is the
Redundancy Management IP Address for WLC 1 and 9.6.61.23 is the Redundancy Management IP
Address of WLC 2. It needs to be configured on WLC 2 where 9.6.61.23 is the Redundancy
Management IP Address of WLC 2 and 9.6.61.21 is the Redundancy Management IP Address of
WLC 1.
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In order to configure from Cisco Prime, go to Operate > Device Work Center, and select the

controller by clicking on the check box in front of the device on which HA should be configured.
Once selected, click the Configuration tab, which provides all the options needed to configure the
WLC 1, and repeat the steps for WLC 2.

WLC 1:

7 Home Design ¥ Deploy ¥ Operate ¥ Repot ¥  Administration ¥

Virtual Do

Device Work Center ﬁ Discovery %/ Configuration Archives Software Image Management
Device Group Device Group > ALL
ALL
( )
@ l=r Gy
" 3] " =
B _ J Edit ¥ Delete “Fsync Groups & Sites + o= Add Device [ Bulk Import
* & Device Type 1 [ Device Name + Reachability IP Address Device Type Collection Status
& Site Groups O 3750E-5W-Pv6 Reachable 172.18.28.20 Cisco 3750 Stackabl... Managed with Wamnings
B User Defined 5508 Reachable 9.6.61.2 / Clsco 5508 Wireless.. Managed
[0 ss08 Reachable 9.6.61.3 Cisco 5508 Wireless... Managed
Configuration ‘mat\nn Archive Image Latest Config Audit Report

In order to configure the HA parameters for WLC 1, go to Redundancy > Global Configuration,
enter the Redundancy and Peer Redundancy-Management IP address, and click Save.

+ Cisco Prime
Infrastructure

‘0t Home Design ¥ Deploy ¥ Operate ¥ Report ¥

Adminig

Device Work Center

Device Group

Device Group > ALL

(

ALL

T
& oau

* B Device Type

/' Edit 3 Delete 2Z'Sync Groups B Sites v = Add Device [L»Bulk Import

Configuration Archive Image Latest Config Audit Report
Features Global Configuration
Global Configuration
( ) 2
Redundancy-Management IP (7' [9.6.61.21 A—

Gav

T s BUZllDOrgorn Peer Redundancy-Management IP [9.6.61.23 —
* [ Mesh Redundant Unit

" B fons Mobility MAC Address [00:24:97:69:d2:20

(]

. teeegement Redundancy Mode Enabled

* E Location

* [ Access Points Save |

* [ Properties

P e Footnotes:

* [ Redundancy

[=*|  Global Configuration 1. Any configuration on this controller is not recommended during the process of controller pair-up.

i Discovery | Configuratiol
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fﬁ“_.rbrne Design ¥ Deploy ¥ Operate ¥ Report ¥  Administration v

Device Work Center H Discovery £E| Configuration Archives @] Software Image Management j
Device Group Device Group > ALL
ALL
( o)
@ Er .
E i / Edit Y Delete “TSync Groups & Sites + U= Add Device [ BulkImport
* B Device Type [] Device Name a | Reachability 1P Address Device Type Collection Status
B Site Groups ] 3750E-SW-IPvé Reachable 172.19.28.20 Cisco 3750 Stackabl... Managed with Warnings
& User Defined O sso08 Reachable 9.6.61.2 Cisco 5508 Wireless... Managed
5508 Reachable 9.6.61.3 0", Cisco 5508 Wireless.. Managed
Configuration Configuration Archive Image Latest Config Audit Report

In order to configure the HA parameters for WLC 2, go to Redundancy > Global Configuration,
enter the Redundancy and Peer Redundancy-Management IP address, and click Save.

{i> Home Design ¥ Deploy ¥ Operate ¥ Report ¥  Admir

Device Work Center

ﬁ Discovery E{l Configurat

Device Group > ALL

P B Nevies Tune

~ Feature Configuration

Device Details

Features

)

(
a e
ousLITW YW
Mesh

Ports

Management
Location

Access Points
Properties

IPvG
Redundancy

Global Configuration

IO EEDDDI-:

Device Group
ALL
( L)
@« k- {é}v
T /" Edit 3 Delete “Zsync Groups & Sites * <= Add Device [y Bulk Import

Configuration Archive Image Latest Config Audit Report

Global Configuration
Global Configuration

Redundancy-l\-'lanagementlp-‘f?- 9.6.61.23 -
Peer Redundancy-Management IP ﬂ..._\
Redundant Unit
Mability MAC Address

Redundancy Mode Enabled
Footnotes:

1. Any configuration on this controller is not recommended during the process of controller pair-up

Configure one WLC as Primary and the other WLC as Secondary from the Redundant Unit

drop-down list. In this example, WLC 1 is configured as Primary and WLC 2 is configured as
Secondary. Once configured, click Save.

WLC 1:
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4 Home Design ¥ Deploy ¥ Operate ¥ Report ¥  Adminis

Device Work Center

H Discovery gfl Configuratio

Device Group Device Group > ALL
( 5 AL
@ B @,
& au // Edit 3 Delete “&Sync Groups & Sites = &= Add Device [ Bulk Import

* B Device Tyoe

Device Details Configuration Archive Image Latest Config Audit Report
Features Global Configuration
Global Configuration
( L] _
N Redundancy-Management IP (7' [9,6.61.21
G e
" suzllpergorn Peer Redundancy-Management IP [9.6.61.23
* B Mesh Redundant Unit Ap—
b Ports Mobility MAC Address [00:24:97:69:d2:20
B
i Marmgement Redundancy Mode Enabled
P ] Location
P[] Access Points Audit | [ Save |
*» & Properties
" P Footnotes:
¥ [ Redundancy
= Global Configuration 1. Any configuration on this controller is not recommended during the process of controller pair-up.

WLC 2:

Operate ¥ Report v Admini

88 Discovery £F Configuratid

/0> Home Design ¥ Deploy v

Device Work Center

Device Group > ALL

Device Group
( ®) || *
E i il?:,':,
B AL /' Edit M Delete “ESync  Groups & Sites ¥ < Add Device i Bulk Import

P B Nevies Tune

Device Details Configuration Archive Image Latest Config Audit Report

~ Feature Configuration

Features Global Configuration
Global Configuration

( o) =
= = Redundancy-Management IP (7 [9.6.61.23

L —— Peer Redundancy-Management IP [9.6.61.21
» 3 Mesh Redundant Unit Apmm——
bl Pors Mobility MAC Address [00:24:97:69:78:20
o

s Management Redundancy Mode Enabled
» & Location
i

W ot [ i |
» [ ] Properties
. B

= 1hs Footnotes:
v [ Redundancy

-

Global Configuration 1. Any configuration on this controller is not recommended during the process of controller pair-up.

After the WLCs are configured with Redundancy Management and Peer Redundancy Management
IP Address, and the Redundant Units are configured, it is time to enable SSO. Once SSO is enabled,
it will reboot the WLCs. While booting, the WLCs negotiate the HA role as per configuration via
Redundant Port. If the WLCs cannot reach each other via the Redundant Port or via the Redundant
Management Interface, the WLC configured as secondary may go in to Maintenance Mode.
Maintenance Mode is discussed later in this document.

Check the Enabled check box, in order to enable redundancy mode, and click Save. The WLCs will
reboot once redundancy mode is enabled.
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WLC 1:

Cisco Prime
- Infrastructure

7> Home Design ¥ Deploy ¥ Operate ¥ Report v Admini:

Device Work Center

Device Group
( £)

i
&

(
K =

Ports
Management
Location
Access Points
Properties

P
Redundancy &-’/

Global Configuration

4 vy ¥ v v vvow

DD DEEDI-

) Discovery SZ| Configuratic

Device Group > ALL
ALL

/ Edit 3 Delete “ZSync Groups & Sites ¥ ¢= Add Device B Bulk Import

[ Device Name 4 Reachability 1P Address Device Tt

[0 3750E-SW-TPv6 Reachable 172.19.28.20 Cisco 37!

5508 Reachable 9.6.61.2 Cisco 551
Configuration Archive Image Latest Config Audit Report

Global Configuration
Global Configuration

Redundancy-Management 1P (7
Peer Redundancy-Management IP
Redundant Unit [ Primary &
Mobility MAC Address
Redundancy Mode © Enabled - f——————

[Fudic ][5 |

Footnotes:

1. Any configuration on this controller is not recommended during the process of controller pair-up.

WLC 2:

<ir Home Design ¥ Deploy Operate v Report ¥ Admini

Device Work Center

Device Group

Device Type
Site Groups
User Defined

Device Details

e
BUZ11DOrgorn
Mesh
Ports
Management
Location
Access Points
Properties

IPvE
Redundancy A=

Global Configuration

Crvrvrvyovrr M
PppOPoDODDEE

]

7. Enabling SSO will reboot the WLCs in order to negotiate the HA role as per the configuration
performed. Once the role is determined, the configuration is synced from the Active WLC to the
Standby WLC via the Redundant Port. Initially WLC configured, as Secondary will report XML
mismatch and will download the configuration from Active and reboot again. In the next reboot after
role determination, it will validate the configuration again, report no XML mismatch, and process

Configuration Archive

il Discovery %] Configuratic

Device Group > ALL
ALL

/" Edit 3 Delete “FSync Groups & Sites ¥ = Add Device [ Bulk Import

[]| Device Name a Reachability 1P Address Device T
[0 3750E-SW-IPv6 Reachable 172.19.28.20 Cisco 37
[ sso8 Reachable 9.6.61.2 Cisco 55
5508 Reachable 9.6.61.3 / Cisco 55/

Image Latest Config Audit Report
Global Configuration

Redundancy-Management IP (7" [9.6.61.23
Peer Redundancy-Management IP |9.6.61.21

Redundant Unit | Secondary %

Mobility MAC Address __00:24:97:69:78:20
Redundancy Mode # Enabled oo

Footnotes:

1. Any configuration on this controller is not recommended during the process of controller pair-up.

further in order to establish itself as the Standby WLC.

These are the boot-up logs from both the WLCs:

WLC 1:
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WLC 2 on first reboot after enabling SSO:

N

Note Once SSO is enabled, the Standby WLC can be accessed via console connection or via SSH on
the service port and on the redundant management interface.

WLC 2 on second reboot after downloading XML configuration from Active:
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8. After SSO is enabled followed by the WLC reboot and XML configuration is synced, WLC 1 will
transition its state as Active and WLC 2 will transition its state as STANDBY HOT. From this point
onwards, the GUI/Telnet/SSH for WLC 2 on the management interface will not work, as all the
configurations and management should be done from the Active WLC. If required, the Standby
WLC (WLC 2, in this case) can only be managed via the Console or Service Port.

Also, once the Peer WLC transitions to the STANDBY Hot state, the -Standby keyword is
automatically appended to the Standby WLCs prompt name.

9. Once the HA pairing is formed, Cisco Prime removes/deletes the WLC 2 entry from its database as
both the WLCs have the same management IP address. For the network, it is the one box which is
active in the network.

Virtual Do
st|tatfi. Cisco Prime
cisco Infrastructure - 2
{0 Home Design ¥ Deploy ¥ Operate ¥ Report ¥  Administration ¥
Device Work Center ﬁ Discovery &%/ Configuration Archives -]'Sﬂ Software Image Management
Device Group Device Group > ALL
- ALL
[ L]
aviEr Sy
‘%] ALL Edit Delete %’-" Sync  Groups & Sites ~ = Add Device E.‘-Bulk]mpart
» Device Type ice Name - abili ress ice Type ection Status
Device N Reachability IP Add Device T Collection Stat:
.%1 Site Groups O 3750E-5W-TPv6 @ Reachable 172.19.28.20 Cisco 3750 Stackabl Managed with Warnings
By User Defined [ ss08 B 0.651.2 4 Cisco 5508 Wireless.. Managed
[0 7500-ha B8 9.9.105.68 Cisco Flex 8500 Wir anaged
[0 ATN-5500 ] 9.1.98.40 Cisco 5508 Wireless...  Managed
[ ATN-IPVE-5500 EI 9.1.71.10 Cisco 5508 Wireless... Managed
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Upgrade the WLC in HA Setup

Note

From this image, it is clear that only WLC 1 (with an IP address of 9.6.61.2 and configured as

Primary Unit) is active on Cisco Prime. WLC 2, which was initially added in Cisco Prime with
an [P address 9.6.61.3, is deleted from Cisco Prime database after HA pairing is formed.

10. In order to check the redundancy state of the Active WLC from Cisco Prime, go to Device Details
> Redundancy > Redundancy States.

]t Cisco Prime
cisco Infrastructure

Virtual Dam

Operate ¥

Ports

Security )
Mobility >
B02.11a/n »
B02.11b/g/n >
IPv6 >
Redundancy -

4 Redundancy States ="

Upgrade the WLC in H

ﬁl\ Home Design ¥ Deploy ¥ Report ¥  Administration ¥
Device Work Center ﬁ Discovery &/ Configuration Archives @ Software Image Management
Device Group Device Group > ALL
ALL
[ p)
Qe -LE'J'"
B AL / Edit ¥ Delete “FSync Groups & Sites * 9= Add Device B Bulk Import
* B Device Type Device Name 4 Reachability P Address Device Type Collection Status
B sieGrous | || | [s.6612 L 1
& user Defined V1 5508 Reachahle 9.6.61.2 Cisco 5508 Wireless...  Manaoed
| fic 5 Configuration Configuration Archive Image Latest Config Audit Report
System , Redundancy State

Monitor > Contrallers > 9.6,61.2 > Redundancy > Redundancy State

>
Local State Active {/
Peer State Standby-Hot
Unit Primary
Unit Id 00:24:97:68:d2:20
Redundancy State 580
Mability MAC 00:24:97:69:d2:20

Redundancy-Management IP
Peer Redundancy-Management IP
Redundancy port IP

A Setup

9.6.61.21 *

96.61.23

169.254.61.21

The Standby WLC cannot be upgraded directly from the TFTP/FTP server. After executing all scripts,
the Active WLC transfers the image to the Standby WLC. Once the Standby WLC receives the image
from the Active WLC, it starts executing upgrade scripts. All the logs for image transfer and script
execution on the Standby WLC can be seen on the Active WLC.
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(5508) J>transfer download @

FALONAME . s v essensssnsnnnnnnnnssnnnnansensss AS_S500_7_3_1_47.a0s

iz may take some time.
fire you sure you want to start? (y/N)

TFIP Code transfer starting.

TFIP receive complete... extracting components.
Checking Version Built.

Image version check passed.

Iriting new RTOS to flash disk.

driting new FP to flash disk.

Jriting new APIB to Flash disk.

Executing install_apib script.

Executing fini script.

IFIP File tranafer successful on Active Controller

Transferring File to the Standby Controller

Standby Standby receive complete... extracting components.
Standhy Checking Uersion Built.

Standby Image wversion check passed.

Standby Writing new RIOS to flash disk.

Standhby Writing new FFP to flash disk.

Standhy Writing new APIB to Flash disk.

Standby Executing install_apib script.

Standby Executing fini script.

Standby Standby File transfer is successful.

Hebhoot the controller for update to complete.
Optionally, pre-download the image to APs before rebooting to reduce network downtime.

(5588) O

Note The FUS image can be upgraded while the controllers have HA enabled. The secondary
controller will get upgraded just like it does when upgrading the regular code. However, when
you initiate the reboot on the primary controller both controllers will be unreachable until the
FUS upgrade completes on both the active and the standby in the HA pair. This process will take
around 30 to 40 minutes to complete just like in a non-HA FUS upgrade.

Upgrade Procedure in HA Setup

Complete these steps:

1. After the WLCs are configured in the HA setup, the Standby WLC cannot be upgraded directly from
the TFTP/FTP server.

2. Initiate upgrade on the Active WLC in the HA setup via CLI/GUI, and wait for the upgrade to finish.

3. Once the Active WLC executes all the upgrade scripts, it will transfer the entire image to the
Standby WLC via the Redundant Port.
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Upgrade the WLC in HA Setup

When the Standby WLC receives the image from the Active WLC, it will start executing the upgrade
scripts. The transfer of the image to standby and the execution of the upgrade scripts on the Standby
WLC can be seen on the Active WLC Console/Telnet/SSH/Http connection.

After a successful message of Standby Upgrade is observed on the Active WLC, it is important to
issue the show boot command on the Active WLC in order to make sure the new image is set as the
primary image.

Once verified, initiate primary image pre-download on the Active WLC in order to transfer the new
image to all the APs in the network.

After pre-image is completed on all the APs, issue the show AP image all command in order to verify
that the primary image on the WLC is set as the backup image on APs.

Initiate swap option to interchange the backup image as primary on the APs. With this
implementation, the WLC's and AP's primary image is set to the new image.

Issue the schedule-reset command as per planned outage with the no swap option in order to reset
the APs and WLCs so that they can boot with the new image.

All the APs will reboot and join the new Active WLC.

Issue the show boot, show sysinfo, show ap image all, and show redundancy summary commands in
order to verify that both the WLCs and APs have booted with the new image.

Important Guidelines before Initiating a WLC Upgrade in HA Setup

Service Upgrade is not supported in this release, so network downtime should be planned before you
upgrade the WLCs in the HA setup.

The peer should be in the Hot Standby state before you start the upgrade in the HA setup.

It is recommended to reboot both the WLCs almost together after upgrade so that there is no
software version mismatch.

Schedule Reset applies to both the WLCs in the HA setup.

The Standby WLC can be rebooted from the Active WLC using the reset peer-system command if
a scheduled reset is not planned.

Debug transfer can be enabled on the Active WLC as well as the Standby WLC.

If Active WLC unexpectedly reboot between software download and reboot both WLCs, you need
to reboot both WLCs in order to complete software upgrade.

Download/Upload Facts in HA Setup

No direct download and upload configuration is possible from the Standby WLC.

All download file types like Image, Configuration, Web-Authentication bundle, and Signature Files
will be downloaded on the Active WLC first and then pushed automatically to the Standby WLC.

Once the configuration file is downloaded on the Active WLC, it is pushed to the Standby WLC.
This results in the reset of the Standby WLC first, followed by the reset of the Active WLC.

The Peer Service Port and Static route configuration is a part of a different XML file, and will not
be applied if downloaded as part of the configuration file.

The download of certificates should be done separately on each box and should be done before
pairing.
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Uploading different file types like Configuration, Event Logs, Crash files, and so forth can be done
separately from the Standby WLC. However, the CLI to configure different parameters for upload
like Server IP, file type, path and name should be done on the Active WLC. Once the upload
parameters are configured on the Active WLC, the transfer upload peer-start command should
be issued on the Active WLC in order to initiate the upload from the Standby WLC.

The service port state will be synced from the Active WLC to the Standby WLC. That is, if DHCP
is enabled on the Active WLC service port, the Standby WLC will also use DHCP for getting the
service port IP address. If the service port of the Active WLC is configured with a Static IP Address,
the Standby WLC also needs to be configured with a different Static IP Address. The CLI to
configure the IP Address for the Standby WLC service port is configure redundancy interface
address peer-service-port <IP Address> . This command should be executed from the Active
WLC. Also, in order to configure the route on the Standby WLC for out-of-band management on
the service port, issue the configure redundancy peer-route add <Network IP Address > <IP
Mask> <Gateway> command from the Active WLC.

Failover Process in the HA Setup

In the HA setup, the AP's CAPWAP state is maintained on the Active WLC as well as the Standby WLC
(only for APs which are in a Run state). That is, Up Time and Association Up Time is maintained on
both the WLC, and when switchover is initiated, the Standby WLC takes over the network. In this
example, WLC 1 is in an Active state and serving the network, and WLC 2 is in a Standby state
monitoring the Active WLC. Although WLC 2 is in Standby state, it still maintains the CAPWAP state
of the AP.

WLC 1:

350656

WLC 2:

Failover for WLCs in HA setup can be categorized into two different sections:

Box Failover

In the case of Box Failover (that is, the Active WLC crashes / system hang / manual reset / force
switchover), the direct command is sent from the Active WLC via the Redundant Port as well as from
the Redundant Management Interface to the Standby WLC to take over the network. This may take 5-100
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msec depending on the number of APs in the network. In the case of power failure on the Active WLC
or some crash where the direct command for switchover cannot be sent, it may take 350-500 msec
depending on the number of APs in network.

The time it takes for failover in case of power failure on an Active Box also depends on the Keepalive
timer configured on the WLC (configured for 100 msec by default). The algorithm it takes to decide the
failover is listed here:

e The Standby WLC sends Keepalive to the Active WLC and expects and acknowledgment within 100
msec as per the default timer. This can be configured in range from 100-400 msec.

e If there is no acknowledgment of Keepalive within 100 msec, the Standby WLC immediately sends
an ICMP message to the Active WLC via the redundant management interface in order to check if
it is a box failover or some issue with Redundant Port connection.

e If there is no response to the ICMP message, the Standby WLC gets aggressive and immediately
sends another Keepalive message to the Standby WLC and expects an acknowledgment in 25% less
time (that is, 75 msec or 25% less of 100 msec).

e If there is no acknowledgment of Keepalive within 75 msec, the Standby WLC immediately sends
another ICMP message to the Active WLC via the redundant management interface.

e Again, if there is no response for the second ICMP message, the Standby WLC gets more aggressive
and immediately sends another Keepalive message to the Standby WLC and expects an
acknowledgment in time further 25% of actual timer less from last Keepalive timer (that is, 50 msec
or last Keepalive timer of 75 msec - 25% less of 100 msec).

e If there is no acknowledgment of the third Keepalive packet within 50 msec, the Standby WLC
immediately sends another ICMP message to the Active WLC via the redundant management
interface.

¢ Finally, if there is no response from the third ICMP packet, the Standby WLC declares the Active
WLC is dead and assumes the role of the Active WLC.

Network Failover

In the case of a Network Failover (that is, the Active WLC cannot reach its gateway for some reason), it
may take 3-4 seconds for a complete switchover depending on the number of APs in the network.

Steps to Simulate Box Failover

Complete these steps:

1. Complete the steps as explained in the configuration section in order to configure HA between two
WLCs, and make sure before force switchover is initiated that both the WLCs are paired up as the
Active WLC and the Standby WLC.

For WLC 1:
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2. Associate an AP to the WLC and check the status of the AP on both the WLCs. In the HA setup, a
mirror copy of the AP database is maintained on both the WLCs. That is, APs CAPWAP state in
maintained on Active as well as Standby WLC (only for APs which are in Run state) and when
switchover is initiated, the Standby WLC takes over the network. In this example, WLC 1 is an
Active WLC, WLC 2 is in a Standby state, and the AP database is maintained on both the WLCs.

WLC 1:
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WLC 2

350661

3. Create an open WLAN and associate a client to it. The client database is not synced on the Standby
WLGC, so the client entry will not be present on the Standby WLC. Once the WLAN is created on
the Active WLC, it will also be synced to the Standby WLC via the Redundant Port.

WLC 1:

350662

WLC 2:
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350938

4. Issue the redundancy force-switchover command on the Active WLC. This command will trigger a
manual switchover where the Active WLC will reboot and the Standby WLC will take over the
network. In this case, the client on the Active WLC will be de-authenticated and join back on the
new Active WLC.

WLC 1:

WLC 2:

11ly, WLC switch owver detection time @ F

~

Note Observe that the prompt in this example changed from 5508-Standby to 5508. This is because
this WLC is now the Active WLC and the time taken for AP switchover is 1 msec.

WLC 2:

Observe the AP CAPWAP State on WLC 2, which was the Standby WLC initially and is now the
Active WLC after switchover. AP Up Time as well as Association Up Time is maintained, and the
AP did not go in to the discovery state.

These matrices provide a clear picture of what condition the WLC Switchover will trigger:
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Network Issues

Peer

Reachable

via Gateway
Redundant |Gateway Reachable

RP Port Manageme |Reachable [from

Status nt from Active |Standby Switchover |Results

Up Yes Yes Yes No No Action

Up Yes Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Up Yes No Yes Yes Switchover happens

Up Yes No No No No Action

Up No Yes Yes No No Action

Up No Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Up No No Yes Yes Switchover happens

Up No No No No No Action

Down Yes Yes Yes No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down Yes Yes No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down Yes No Yes No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down Yes No No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.

Down No Yes Yes Yes Switchover happens and this
may result in Network
Conflict

Down No Yes No No Standby will reboot and check

for gateway reachability. Will
go into maintenance mode if
still not reachable.
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Network Issues

Peer
Reachable
via Gateway
Redundant |Gateway Reachable
RP Port Manageme |Reachable |from
Status nt from Active |Standby Switchover |Results
Down No No Yes Yes Switchover happens
Down No No No No Standby will reboot and check
for gateway reachability. Will
go into maintenance mode if
still not reachable.
System Issues
Peer
Reachable
via
Redundant
RP Port Manageme
Trigger Status nt Switchover |Result
CP Crash Yes No Yes Switchover
happens
DP Crash Yes No Yes Switchover
happens
System Yes No Yes Switchover
Hang happens
Manual Yes No Yes Switchover
Reset happens
Force Yes No Yes Switchover
Switchover happens
CP Crash No Yes Yes Switchover
happens
DP Crash No Yes Yes Switchover
happens
System No Yes Yes Switchover
Hang happens
Manual No Yes Yes Switchover
Reset happens
Force No Yes Yes Switchover
Switchover happens
CP Crash No No Yes As Updated
in Network
Issue
section
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HAFacts W

System Issues

Peer
Reachable
via
Redundant
RP Port Manageme
Trigger Status nt Switchover |Result
DP Crash  |No No Yes As Updated
in Network
Issue
section
System No No Yes As Updated
Hang in Network
Issue
section
Manual No No Yes As Updated
Reset in Network
Issue
section
Force No No Yes As Updated
Switchover in Network
Issue
section

HA Pairing is possible only between the same type of hardware and software versions. Mismatch
may result in Maintenance Mode. The Virtual IP Address should be the same on both the WLCs
before configuring SSO.

Direct connectivity is recommended between the Active and Standby Redundant Port for
5500/7500/8500 Series of WLCs.

If none of the management ports are up on the active WLC, a switchover will occur.

WiSM-2 WLCs should be in same 6500 chassis or can be installed in VSS setup for reliable
performance.

A physical connection between Redundant Port and Infrastructure Network should be done prior to
HA configuration.

The Primary units MAC should be used as Mobility MAC in the HA setup in order to form a mobility
peer with another HA setup or independent controller. You also have the flexibility to configure a
custom MAC address, which can be used as a Mobility MAC address using the configure
redundancy mobilitymac <custom mac address> command. Once configured, you should use this
MAC address to form a mobility peer instead of using the system MAC address. Once HA is
configured, this MAC cannot be changed.

It is recommended that you use DHCP address assignment for the service port in the HA setup. After
HA is enabled, if the static IP is configured for service port, WLC loses the service port IP and it
has to be configured again.
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When SSO is enabled, there is no SNMP/GUTI access on the service port for both the WLCs in the
HA setup.

Configurations like changing virtual IP address, enabling secureweb mode, configuring web auth
proxy, and so forth need a WLC reboot in order to get implemented. In this case, a reboot of the
Active WLC will also trigger a simultaneous reboot of the Standby WLC.

When SSO is disabled on the Active WLC, it will be pushed to the Standby WLC. After reboot, all
the ports will come up on the Active WLC and will be disabled on the Standby WLC.

Keepalive and Peer Discovery timers should be left with default timer values for better performance.
Clear configuration on the Active WLC will also initiate clear configuration on the Standby WLC.
Internal DHCP is not supported when SSO is enabled.

With versions 7.5 and above, AP/Client SSO supports synchronization of L3 MGID between active
and standby controllers.

APs with LSC certificates are supported. The controller's LSC certificate and SCEP configuration
must be implemented on the active and standby controllers before activating SSO.

Maintenance Mode

There are few scenarios where the Standby WLC may go into Maintenance Mode and not be able to
communicate with the network and peer:

Non reachability to Gateway via Redundant Management Interface
WLC with HA SKU which had never discovered peer
Redundant Port is down

Software version mismatch (WLC which boots up first goes into active mode and the other WLC in
Maintenance Mode)

(5508-standby) >show redundancy summary
redundancy Mode = SSO ENABLED
Redundancy State

Maintenance Mode = Enabled .
Maintenance cause= Negotiation Timeout

Local State = NEGOTIATION
Peer Staté = DISABLED
Unit = Secondary - HA SKU
unit ID = 00:24:97:69:78:20
= Non Redundant

Mobility MAC = 00:24:97:69:D2:20

rRedundancy Management IP Address.........c.covvennn 9.6.61.23

Peer Redundancy Management IP Address............ 9.6.61.21

rRedundancy Port IP Address........... SRR e .. 169,254.61.23

peer Redundancy Port IP Address.........c.vveeenn 169,25%4,.61.21

)

Note The WLC should be rebooted in order to bring it out of Maintenance Mode. Only the Console

and Service Port is active in Maintenance Mode.
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SS0 Deployment with Legacy Primary/Secondary/Tertiary HA

HA (that is, AP SSO) can be deployed with Secondary and Tertiary Controllers just like today. Both
Active and Standby WLCs combined in the HA setup should be configured as primary WLC. Only on
failure of both Active and Standby WLCs in the HA setup will the APs fall back to Secondary and further
to Tertiary WLCs.

Primary (9.6.61.2/24) Secondary (9.6.62.2/24) Tertiary t9.6.63.2/24)‘
Data Centre Data Centre Data Centre

Primary WLC Hot S

——  Physical Connection
= w= == CAPWAP Tunnel

| AP Database |

Primary WILC - 9.661.2
Secondary WLC - 9.6.62.2
Tertlary WILC - 9.6.63.2

SS0 Deployment in Mobility Setup

Each WLC has its own unique MAC address, which is used in mobility configuration with an individual
controller management IP address. In HA (that is, AP SSO) setup, both the WLCs (Primary and Standby)
have their own unique MAC address. In the event of failure of the Primary box and Standby takes over
the network if the MAC address of the Primary box is used on another controllers in mobility setup,
control path and data path will be down and user has to manually change the MAC to standby MAC
address on all the controllers in mobility setup. This is a really cumbersome process as a lot of manual
intervention is required.

In order to keep the mobility network stable without any manual intervention and in the event of failure
or switchover, the back-and-forth concept of Mobility MAC has been introduced. When the HA pair is
set up, by default, the Primary WLC's MAC address is synced as the Mobility MAC address on the

Standby WLC which can be seen via the show redundancy summary command on both the controllers.

High Availability (SS0) Deployment Guide
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(5508-standby) »show redundancy summary

Redundancy Mode = S50 EMABLED
Unit = Secondary - HA SKU

dund unit ID ﬁﬂ:zd:gr:gazia:za
|[Redundancy State NOR Redundant
Mahiﬁzy MAC = 00:24:97:69:02:20 4

redundancy Management IP Address.........c.ooe.en. 9.6.61.23
Feer Redundancy Management IP Address............ 9.6.61.21
Redundancy POrtT IP AODress. ...uueriiennrnncnnnnss 169,254.61.23
Peer Redundancy Port IP Address.......cvevenvnnn. 169,254,61.21

In this output, captured from a Standby controller, the Mobility MAC address can be observed, which is
different from the Standbys own MAC address seen as Unit ID. This MAC address is synced from the
Active WLC and should be used in mobility configuration. With this implementation, if the Active WLC
goes down or even if it is replaced, the Mobility MAC address is still available and active on the Standby
WLC. In case the new controller is introduced in the network because of the replacement of the previous
Active WLC, it will transition its state as Standby and the same Mobility MAC address is synced again
to the new Standby WLC.

You have the flexibility to configure a custom MAC address as Mobility MAC instead of using the
default behavior of using the Active WLC MAC address as Mobility MAC. This can be done using the
configure redundancy mobilitymac <custom mac address> command on the Active WLC. Once
configured, you should use this MAC address on other controllers in order to form a mobility peer
instead of using the Active WLC MAC address. This MAC address should be configured before forming
the HA pair. Once the HA pair is formed, the Mobility MAC cannot be changed or edited.

Mobility Configuration

MAC Address IP Address Group Name
23:3a:30:20:02:00 96612 HA
CCXC0CC0-00:CC 9.6.62.2 HA
dd.dd:dd.dd.dd 9.6.63.2 HA

Mobility MAC a3:aaaaaaaaaa
Management IP 9.6.61.2/24 IP:96.62.2/24 IP:9.6.63.2/24
22:22:33:22:32:23 bb:bb:bb:bb:bb:bb €CICCICC:CTCe ee dd:dd:dd:dd:dd:dd
JE 3
counoeon
Primary WLC »

—— Physical Connection
w= == == CAPWAP Tunnel
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In this topology, the Primary and Standby have their own MAC address. With HA pairing, the Active
WLC MAC address is synced as a Mobility MAC address, which is the default behavior if a custom MAC
is not configured before HA pairing. Once the Active WLC MAC address is synced as the Mobility MAC
address, the same MAC is used in mobility configuration on all the controllers in the mobility setup.

Licensing for HA Pair

A HA Pair can be established between two WLCs running in these combinations:
¢ One WLC has a valid AP Count license and the other WLC has a HA SKU UDI
e Both the WLCs have a valid AP Count license
e One WLC has an Evaluation license and the other WLC has a HA SKU UDI or Permanent license

One WLC has a valid AP Count license and the other WLC has a HA SKU UDI

e HA SKU is a new SKU with a Zero AP Count License.
e The device with HA SKU becomes Standby the first time it pairs up.
e AP-count license info will be pushed from Active to Standby.

¢ On event of Active failure, HA SKU will let APs join with AP-count obtained and will start 90-day
countdown. The granularity of this is in days.

e After 90-days, it starts nagging messages. It will not disconnect connected APs.
e  With new WLC coming up, HA SKU at the time of paring will get the AP Count:
— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.
— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.

— In order to lower AP count after switchover, the WLC offset timer will continue and nagging
messages will be displayed after time expiry.

e Elapsed time and AP-count will be remembered on reboot.

e The factory default HA-SKU controller should not allow any APs to join.

Both the WLCs have a valid AP Count license

e The CLI should be used to configure one WLC as the Standby WLC (as mentioned in the
configuration section) provided it satisfies the requirement of minimum permanent license count.
This condition is only valid for the 5500 WLC, where a minimum of 50 AP Permanent licenses are
needed to be converted to Standby. There is no restriction for other WLCs such as the WiSM2, 7500,
and 8500.

e AP-count license information will be pushed from Active to Standby.

e Inthe event of a switchover, the new Active WLC will operate with the license count of the previous
Active WLC and will start the 90-day countdown.

e The WLC configured as Secondary will not use its own installed license, and only the inherited
license from the active will be utilized.

e After 90-days, it starts nagging messages. It will not disconnect connected APs.

High Availability (SS0) Deployment Guide
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With the new WLC coming up, HA SKU at the time of paring will get the AP Count:
— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.
— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.

— After switchover to a lower AP count, the WLC offset timer will continue and nagging messages
will be displayed after time expiry.

One WLC has an Evaluation license and the other WLC has a HA SKU UDI or
Permanent license

The device with HA SKU becomes the Standby WLC the first time it pairs up with an existing Active
WLC running Evaluation License. Or, any WLC running a permanent license count can be
configured as the Secondary unit using the CLI configuration provided if it satisfies the requirement
of minimum permanent license count. This condition is only valid for the 5500 WLC, where a
minimum of 50 AP Permanent licenses are needed to be converted to Standby. There is no restriction
for other WLCs such as the WiSM?2, 7500, and 8500.

AP-count license information will be pushed from Active to Standby.

In the event of a switchover, the new Active WLC will operate with the license count of the previous
Active WLC and start the 90-day countdown.

After 90-days, it starts nagging messages. It will not disconnect connected APs.
With new the WLC coming up, HA SKU at the time of paring will get the AP Count:
— If the new WLC has a higher AP count than the previous, the 90-day counter is reset.
— If the new WLC has a lower AP count than the previous, the 90-day counter is not reset.

— After switchover to a lower AP count, the WLC offset timer will continue and nagging messages
will be displayed after time expiry.

High Availability in Release 7.5

To support High Availability without impacting service, there needs to be support for seamless transition
of clients and APs from the active controller to the standby controller. Release 7.5 supports Client
Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for clients
which have already completed the authentication and DHCP phase and have started passing traffic. With
Client SSO, a client's information is synced to the Standby WLC when the client associates to the WLC
or the client’s parameters change. Fully authenticated clients, i.e. the ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the
APs as well as for the clients, resulting in zero client service downtime and no SSID outage.

Redundancy Port Connectivity in 7.5

In controller release 7.3 and 7.4, back-to-back connectivity through redundancy port restrains the
active and standby controllers to be in different locations. There are two mandatory interfaces for
redundancy, redundancy port and redundancy management interface. Redundancy port uses
dedicated physical port eth1 (similar to service port). It is used for all redundancy communication
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(AP, Client data, configuration sync, keep-alive messages and role negotiation messages).
Redundancy management interface is used to check for the reachability of the peer and management
gateway.

To support the active and standby WLCs in different data centers, in release 7.5, back-to-back
redundancy port connectivity between peers is no longer mandatory and the redundancy ports can
be connected via switches such that there is L2 adjacency between the two controllers.

Backward compatibility for release 7.3/7.4 will be supported, wherein back-to-back redundancy
port connectivity is used for redundancy communication between the WLCs and the redundancy
management interface is used to check the reachability to the peer and to management gateway.

No additional configuration change is required for redundancy port and the configuration remains
the same as in 7.3/7.4 release.

Supported HA Topologies

Supported HA Topologies in Release 7.5

5500/7500/8500 Series Controllers

1. Back-to-back Redundancy Port (RP) connectivity between the two WLCs, Redundancy
Management Interface (RMI) connectivity to check peer and management gateway reachability.

2. RP connectivity with L2 adjacency between the two WLCs, RMI connectivity to check peer and
management gateway reachability. This can be within the same or different data centers.

3. Two 5508, 7500 or 8500 connected to a VSS pair. Primary WLC connected to one 6500 and the

Stand-by WLC to the other 6500.

Back-to-back RP Connectivity

Figure 1

Back-to-back RP connectivity

m Management IP
e 9.5.56.2/24
)
M1 9.5.56.11
”
Hot Stand-by
- WwWLC

Management IP
9.5.56.2 /24

g =)
QOCOCO0

N
L RMI9.5.56.10 >

Layer
Primary ~
WLC

Distribution
Layer

Access
Layer

AP Subnet IP
9.5.64.0 /24

AP Subnet IP
5.5.64.0 /24

AP Subnet IP
9.5.64.0 /24
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e This is the same topology as was supported in controller release 7.3.
¢ Configuration Sync and Keepalive messages are sent via Redundancy Port.

e RMI interface is created as part of Management subnet and is used to check peer and management
gateway reachability.

e RTT Latency is 80 milliseconds by default. The RTT should be 80% of the Keepalive timer which
is configurable in the range 100-400 milliseconds.

¢ Failure detection time is 3*100 + 60 + jitter (12 msec) = ~400 msec
~

Note In the above equation, 3 is the Keepalive retry count, 100 is the Keepalive timer, and 60 is
3*%10 + 3*10 (3 RMI pings to peer + 3 pings to gateway).

e Bandwidth: 60 Mbps or more
e MTU: 1500

Configuration on Primary WLC:
configure interface address management 9.5.56.2 255.255.255.0 9.5.56.1

configure interface address redundancy-management 9.5.56.10 peer-redundancy-management
9.5.56.11

configure redundancy unit primary

configure redundancy mode sso

Configuration on Hot Standby WLC:
configure interface address management 9.5.56.3 255.255.255.0 9.5.56.1

configure interface address redundancy-management 9.5.56.11 peer-redundancy-management
9.5.56.10

configure redundancy unit secondary

configure redundancy mode sso
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RP Connectivity via Switches

Figure 2

RP connectivity via switches
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e Redundancy Port connectivity via switches across data centers is supported in this topology.

e Configuration sync and Keepalives via Redundancy Port.

¢ RMIl interface is created as part of Management subnet and is used to check peer and management
gateway reachability.

e RTT Latency is 80 milliseconds by default. The RTT should be 80% of the Keepalive timer which
is configurable in the range 100-400 milliseconds.

¢ Failure detection time is 3*100 + 60 + jitter (12 msec) = ~400 msec

e Bandwidth: 60 Mbps or more
e MTU: 1500

Configuration on Primary WLC

configure

configure
9.5.56.11

configure

configure

interface address management 9.5.56.2 255.255.255.0 9.5.56.1

interface address redundancy-management 9.5.56.10 peer-redundancy-management

redundancy unit primary

redundancy mode ssoO

Configuration on Hot Standby WLC

configure

configure
9.5.56.10

configure

configure

interface address management 9.5.56.3 255.255.255.0 9.5.56.1

interface address redundancy-management 9.5.56.11 peer-redundancy-management

redundancy unit secondary

redundancy mode ssoO
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5508, 7500 or 8500 Connected to VSS Pair

Figure 3 WLCs connected to VSS Pair

Cisco Catalyst VSS Pair

- Cisco 5508
Cisco 5508 Standby

Cisco 5508

Catalyst
VSS Pair

Standby
Cisco 5508

350708

Supported HA Topologies for WiSM2 Controllers

WiSM2 in the Same Chassis

Figure 4 WiSM2 in Single Chassis

—_ Slot B: Active WiSM-2
~ Slot 9: Hot Stand-By WISM-2

ECHEN]
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WiSM2 in Different Chassis: Redundancy VLAN over L2 Network

Figure 5 WiSM2 connectivity using Redundancy VLAN over L2 network
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Configuration on Caték for WiSM2
wism service-vlan 192 ( service port VLAN )
wism redundancy-vlan 169 ( redundancy port VLAN )

wism module 6 controller 1 allowed-vlan 24-38 ( data VLAN )

WiSM2 HA configuration remains the same.

WiSM2 in Different Chassis: VSS Pair

Figure 6 WiSM2 connectivity using VSS Pair

Virtual Switch System (VSS)
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Figure 7 Active and Standby VSS Pair connected via VSL Link
* AP-1
3750 switch - L3 switch AP-2
(N —
Multi ether channel(MEC)

VSL link(L2)
between SUP

Active WISM2 Standby WISM2

Figure 8 WiSM2 connectivity using VSS Pair
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Supported HA Topologies

Purposs
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E0% 1o priviteged EXEC mode.

Step T |5 ¥ sl runsing-coafig ienfies that 530 and NSF am confgured and enabied.
St [fuitoho1d abow sedundency atates Displays D OPOMAING Redundancy mods.
Command Purpose
Step | Ewlteh-1 ¢ awitch wirtual demain 180 Condgures the virual swiich domain on Chassis A
Supl [ ~demainl® wwiteh Corfigures CRakss A &8 Wzl Bwich numbar 1
For Chassis B conig - Swikch 2 :
Stip 3 h-1 feeafig-va-domalnl i aEle Enits coigvi-goman §
Command Pumpose
Step 1 304 dnterface pork-chasnsl 10 Configunes port channal 10 on Switch 1,
Step2 £14 wwiveh wirtual Lisk 1 Assotiaies Swilch 1 a3 owner of pert channad 10,
Step 3 Sw 21 no shutdswn At s s por Channal
Step 4 i feoafig-1f19 snit Exits imesrface configuration.
Purpose
Step 1 Zqeenfigl¥ interface portschannal 39 (Configures port channl 20 on Switch 2,
Stind * awiteh vietsal 1ink 2 AsOCiRME Switch 2 8 wnar of port channel 20,
Stepd Lf}# no abmbdown Acivaies the pori channel,
Stap 4 Swineh-2 (eenfLg-4AE 1§ aHL [Exit intarihca conguiibion made.
Command Purposs
Switcheli switeh convert mods wirtusl (Convers Swilch 1 o vidual switch mode. wr
Aftit you enler e command, you & promped i confem e achan. Entirpes. E
This system creatis & convened condguration fle, amd saves the B i e RP bootash. §
Recommendations

Round trip latency on Redundancy Link should be less than or equal to 80 milliseconds.
Preferred MTU on Redundancy Link is 1500 or above.
Bandwidth on Redundancy Link should be 60 Mbps or more.

If redundancy ports are connected via switches such that there is L2 adjacency between the two
controllers, the RP VLAN should be excluded from the access VLAN configured on the switch for
the management ports.

For WiSM2 connectivity between two different chassis connected across the L2 network, the
“redundancy-vlan” should be excluded from the access-VLAN configured on the switch for the
management ports.

It is highly recommended to use different sets of switches for the RP port connectivity and the
management port traffic to avoid an Active-Active scenario.

When deploying WiSM2 in VSS setup, it is recommended to set the peer search time to 180 seconds.
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Client SSO (Client Stateful Switchover)

To support High Availability without impacting the service, there needs to be support for seamless
transition of the clients and APs from the active controller to the standby controller. Release 7.5 supports
Client Stateful Switch Over (Client SSO) in Wireless LAN controllers. Client SSO will be supported for
clients, which have already completed the authentication and DHCP phase and have started passing
traffic. With Client SSO, the client’s information is synced to the Standby WLC when client associates
or the client parameters change. Fully authenticated clients, i.e. ones in Run state, are synced to the
Standby and thus, client re-association is avoided on switchover making the failover seamless for the AP
as well as for the client.

Configuration

2.

Client SSO will work with Anchor-Foreign mobility setup as well as Guest Anchor scenarios.
L3 MGIDs are synced to the Standby Controller.
The failover time varies from ~2-996 milliseconds depending on the category of box failover.

The management gateway failover time is in the order of ~15 seconds, which is the time taken for
12 pings to the management gateway.

The default RTT latency between the two WLCs is 80 milliseconds. RTT latency should be less than
or equal to 80% of the Keepalive timer. The Keepalive timer is configurable in the range 100-400
milliseconds

Before configuring HA it is mandatory to have both the controllers’ management interface in same
subnet.

WLC 1:
il
CIsco MONITOR WOLLER  WIRELESS SECURITY  MAMAGEMENT COMMAMDS HELP EEEDBACK
Controller Interfaces
General
Inventary Interface Name vLAN Identifier 1P Address Interface Type Dynamic AP Management
Interfaces 10 1020102 | Static Enatlad
Interface Groups 10 0.0.0.0 Stabic Mok Supported
Multicast LT 0.0.0.0 Static Mot Supparted
Network Routes N/ 0.0.0.0 Static Mok Supported -
¥ Radurdancy 7T/ 1.11.1 Static Mot Supported g

WLC 2:

MOMITOR  WLANS ROLLER 5 SECURITY  MANAG COM S HELP EEEDBACK

Controller Interfaces

General

Inventory Interface Hame VLAN Identifier 1P Address Interface Type Dynamic AP Management

Interfaces mansge 10 10.10.10.3 | Statie Enatled

Interface Groups 10 0.0.0.0 Static Mot Supparted

Multicast Hfa 0000 Static Mot Supparted

Network Routes HAA 0.00.0 Static Mot Supparted Lo
b Redundancy WA 1313 Static Mot Supported g

HA is disabled by default. Before enabling HA it is mandatory to configure Redundant Management
IP address and Peer Redundant Management IP address. Both the interfaces should be in same
subnet as Management Interface.
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To configure Redundant Management and Peer Redundant Management IP address click Controller
tab > Redundancy > Global Configuration and enter IP address in both the fields and then click

Apply.
WLC 1:

MONITOR  WLANS

WIRELES URITY

MAMAGEMENT

Logout  Refres

nfiguration

Ping

COMMANDS HELP  FEEDBAC

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes

¥ Redundancy

Glabal Confi Keep Alive Timer (100 - 400)2 100 milliseconds
reerietig = Peer Search Timer (60 - 180) 120 secands
» Internal DHCP 550 Disabled +
Server
bil Foot Motes
Muobilit
3 Mani :ment 1 Redund: + and Faar redund: + are Jatory tars for AF S50 enable.
9 2 Configure the keap-alive ¥imer in milli seconds behwean 100 and 400 in muokiple oF 50,
Ports 3 Disabling AF S50 will result in standby reboot and administratively dizabling all the ports on current Standby to avoid IF conflict.
b NTP
b CDP

Global Configuration

TROLLER

Redundancy Mgmt Ip 2l

Peer Redundancy Mamt Ip

10.10.10.10

10.10.10.11

Redundancy port Ip
Peer Redundancy port Ip
Redundant Unit

Mability Mac Address

169,254.10,10
169,254.10.11
Primary

EQ:2F:6D:5CiF0: 40

WLC 2:

MOMNITOR

SECURITY

ation | Ping = Logout Refresh

A, GEMEMT MAMNDS HELP EFEEDBACK

Cisco
Controller

General

Inventory
Interfaces
Interface Groups
Multicast

MNetwrork Routes

Globkal Configuration

INTROLLER WIRELESS

Redundancy Mogmt Ip £
Peer Redundancy Marmt Ip

10.10.10.11

10.10.10.10

Redundancy port Ip
Peer Redundancy port Ip
Redundant Unit

Mobility Mac address

—
169.254.10.11
169.254.10.10

Secondary

ED:2Fi6DiSCIF0i40

Keep alive Timer {100 - 40032
Peer Search Tirner (50 - 180}

100
120

milliseconds

secaonds

‘Disabled

v

Internal DHCP Server sso

mMobility Management Foot Notes

s for AP 550 enable.

Ports 1 Redundancy management and Peer red: ¥ are v
2 Configure the keep-alive timer in milll seconds between 100 and 400 in multiple of 50,
b NTP 3 Disabling AP S50 will result in stondby reboo? and administratively gisabling all the ports on current Standby to avoid IF confiict,
» CDP
b PMIPwG

3. Now configure one controller as Primary and another controller as Secondary from Redundant
Unit drop-down. In an example below WLC 1 is configured as Primary Unit and WLC 2 is
configured as Secondary Unit (will work as HA SKU UDI). While pairing, the controller that is
configured as Primary will push its AP Count License to Standby WLC. To configure one controller
as Primary unit and second controller as Secondary unit, click Controller tab > Redundancy >
Global Configuration and select Primary/Secondary from Redundant Unit drop-down list and then

click Apply.
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WLC 1:

Saye Configuration = Ping | Logout Refrash

CIsCO MONITOR  WLANs TROLLER ~ WIRELESS Sl ITY  MANAGEMENT COMMANDS HELP FEEDBACK

Controller Global Configuration
General
Redundancy Mgrmt Ip £ i0.10.40.10
Inventory B
Peer Redundancy Mgmt Ip i0,10.10.11
Interfaces
Redundancy port Ip 169,254,10,10
InterkatsGrnlps Peer Redundancy port Ip 169,254,10,11
Multicast Iéedundant Unit Prirnary I
Ne o i Rulites Mability Mac Address TE0:ZFiEDSCFO 40
* Redundancy o I s
Glabal Configurat Keep Alive Tirner (100 - 400)= lED_ ! millisecands
Peer Hetwork Route Peer Search Tirner (60 - 1800 120 secands Do NOT enable SSO until
Internal DHCP S0 Dizabled « . .
¥ Server leablediiwl o prompted in coming steps
e Foot Notes
] ::::It:ment 1 Redundancy + and Feer redundancy + are datory tars for AP 550 enable.
g 2 Configure the keap-ahive tirmer in milli seconds between 100 and 400 in multiple of 50,
Ports 3 Disabling AF S50 will resolt in standby reboot and administratively disabling all the ports on current Standby to aveid IP conflict.
B NTP
b CDP
Configuration  Bing  Logout | Refresh
e
CISCO MONITOR  WLANS CONTROLLER  WIRELESS  SECURITY COMMANDS HELP FEEDBACK
Controller Global Configuration | apply |
General
Redundancy Mgmt 1p £ 10101011
Inventorv —
Peer Redundancy Magmt Ip 10,10.10.10
Interfaces
Redundancy port Ip 169,254 10,11
Interface Groups
Peer Redundancy port Ip 169.254.10.10
Multicast - -
IRedundant Unit Secondary - I
Network Routes = g
Mobility Mac Address E0:2F:60:5C:F0:40
Global Corfiguration Keep Alive Timer (100 - 40032 100 milliseconds
Peer Metwark Route
Peer Search Timer (60 - 180} 120 seconds .
b ntarndl B - Do NOT enable S50 until
nieTna erver 330 Disabled / ted'i A t
b Mobility Management Fook Notes prompied inieoming steps
Ports 1 Redundancy management and Peer redundancy management are mandatory parameters for AP 550 enable.
2 Configure the keep-alive timer in milli seconds between 100 and 400 in multiots of 50,
b NTP 3 Disabling AP S50 will result in standgby reboot and adrinistratively disabling all the ports on current Standby to avoid IF conffict,
¥ CcDP
b PMIPvG

4. After controllers are configured with Redundant Management, Peer Redundant Management IP
address and Redundant Units are configured, it is very important to make sure physical connection
are up between both the controllers i.e. both the WLCs are connected via Redundant Port using
Ethernet cable and uplink is also connected to infrastructure switch and gateway is reachable from
both the WLCs. Initiate ping to management interface gateway IP Address from both the controllers
and make sure reachability to management gateway is fine.

5. To enable SSO navigate to Controller >Redundancy > Global Configuration and select the
Enable option from SSO drop-down list on both the WLCs and click Apply. This step will make
controllers reboot.
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Supported HA Topologies

figuration Ping

CIsco

MONITOR

WLANS

OLLER:

WIRELESE  SECURITY MAMAGEMENT  COMMANDS

HELF  FEECBACEK

Controller Global Configuration M
General IR T
Redundancy Mgmt]pi |10‘]-D']-D'1D |
Inventor T —
b Peer Redundancy Mgrt Ip |10‘10.10.11 |
Interfaces
Redundancy port Ip 169,254,10,10
Interface Groups Peer Redundancy port Ip 169.254,10,11
Multicast Redundant Unit ErnamI -
Netwaik Houtes Mobility Mac Address [enizrien 5ciFo 4
* Redundancy A L
. . 2 "
Global Corfiguration Keep Alive Timer (100 - 400)= 100 milliseconds
Feer Metwork Route Peer Search Timer (60 - 180) 1z0 seconds
, Internal DHCP
Server ISSO Enabled I
; Mobility Service Paort Peer Ip _U_U__UU
Management Service Port Peer Netmask 0.0.0.0
Ports Foot Notes
b NTP
b CDP

e Configuration  Ping ' Logout ' Ref

MONITOR

Ci ROLLER

WIRELESS  SECURITY & 1aNDS  HELP  FEEDBACK

Controller

General
Inventory
Interfaces
Interface Groups
Multicast

Network Routes

+ Redundancy

Global Configuration

Redundancy Mgmt Ip 1
Peer Redundancy Mgmt Ip
Redundancy port Ip

Peer Redundancy port Ip
Redundant Unit

Mobility Mac Address

169.254,10,11
169.254.,10.10
[secondary -]

Global Configuration Keep Alive Timer (100 - 4002 100 milliseconds
Peer Network Route Peer Search Timer (60 - 180} 120 seconds
b Internal DHCP Server
|sso Enabled |
¥ Mobility Management Servié:e Port Peer Ip 0.0.0.0
Ports Service Port Peer Netrnask 0.0.0.0
b NTP
b CDP
6.

Enabling SSO will reboot controllers to negotiate HA role as per configuration and once the role is

determined, configuration is synced from Active to Standby WLC via the redundant port. Initially
controller configured as Secondary will report XML mismatch after downloading the configuration
from Active and reboot again. In next reboot after role determination it will validate the

configuration again and will report no XML mismatch and will process further to establish itself as
Standby WLC. Thus, controller configured as Primary will reboot once and controller configured as
Secondary will reboot twice.

WLC 1:
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Starting Redundancy: Starting Peer Search Timer of 120 seconds

Found the Peer. Starting Role Determimation...
ok

Starting LWAPP: ok

Starting CAPWAP: ok

Starting LOCP: ok

Starting Security Services: ok

WLC 2 on first reboot after enabling SSO:

Starting UPH Services: ok

Starting DHS Services: ok

Starting Licensing Services: ok

Starting Redundancy: Starting Peer Search Timer of 120 seconds

Found the Peer. Starting Role Determination...
Standby started downloading configurations from Active...

Standby comparing its own configurations with the configurations downloaded from Active...

Startup XMLs are different, reboot required
Restarting system. Reason: rsyncmgrXferTrasport ..
Restarting system.

WLC 2 on second reboot after downloading XML configuration from Active:

Starting UPH Services: ok

Starting DMS Services: ok

Starting Licensing Services: ok

Starting Redundancy: Starting Peer Search Timer of 1280 seconds

Found the Peer. Starting Role Determimatiom...
Standby started downleading configurations from Active...

Standby comparing its own configurations with the configurations downloaded from Active...

Startup XHLs are same, no reboot required
Standby continue...

ok

Starting LWAPP: ok

Starting CAPWAP: ok

While WLC?2 is booting up, no configuration change is allowed on WLCI:

350681

(POD1-WLE) >
Blocked: Configurations blocked as standby WLE is still booting up.
You will be notified once configurations are Unblocked

Unblocked: Configurations are allowed now...

After SSO is enabled followed by controller reboots and XML configuration is synced, WLC 1 will
transition its state as Active and WLC 2 will transition its state as Standby HOT. From this point
onwards GUI/Telnet/SSH for WLC 2 on management interface will not work, as all the
configurations should be done from the Active controller. Standby controlleri.e. WLC 2 in this case
if required can only be managed via Console or Service Port.

Also once Peer WLC transitions to Standby Hot state, -Standby keyword is automatically
appended to Standby WLC’s prompt name.
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User: admin
Password

(POD1-WLC-5tandby) 2>

WLC 1 -> Click Monitor > Redundancy > Summary:

8. To check the redundancy status

Supported HA Topologies

Summary

MONITOR

WIRELESS

SECURITY MANAGEMENT

Toeal SEate BCTIVE
Access Points
Paer State STANDET HOT
¥ Cisco Cleandir it Dok
"
Statistics Unit 1d EQ:2F:6D: SC:FO:40
¥ CDP annSund-ncu State 550 (Both AP an
¥ Rogues Malntansnce Mods Disakled
= Redundancy Maintenance Cause Disabled
Average Redundancy
J Pasr Easchability 4418

Latancy [und

Clients
Ayarage Management
Sleeping Clients Gataway Feaschability 7y
Latsnoy(yzasg)
Multicast
Fedundancy 10.10.10.10
Aashian Manasgemant
pplications 1
Pear Radundancy 10.10.10.11

Management
Redundancy port Ip

Paar Radundancy pont
Ip
Paar Sarvice Port Ip LR

350684

WLC 1 -> show redundancy summary:

(POD1-WLE) >show redundancy summary
Redundancy Hode = 550 EMABLED
Lecal State = ACTIVE
Peer State = STAHDBY HOT
Unit = Primary
Unit ID = EB:2F:6D:5C:Fo:hd
Redundancy State = 550 (Both AP and Client 550)
Hobility MAC = ED:2F:6D:SC FO:&O
Hanagement EBateway Failowver = EMABLED (Management GW failover would be operational inm few moments)
Link Emcryption = DISABLED

Redundancy Hanagement IP Address................. 10.10.10.10
Peer Redundancy Hanagement IP Address. = 10.10.10.11
Redundancy Port IP Address............ 0
Peer Redundancy Port IP Address

Peer Service Port IP Address....

OBRS

3

WLC 2 -> show redundancy summary:

(POR1-WLC-Standby) »show redundancy summary
Redundancy Mode = 550 ENABLED
Local State = STAMDBY HOT
Peer State = ACTIVE
Unit = Secondary - HA SKU (Inherited AP License Count = &2)
Unit 1D EB:2F:6D:5C=EE:AD
Redundancy State S50 (Both AP and Client S550)
Hobility MAC = E@:2F:60:5C:FO:&0

Average Redundancy Peer Reachability Latency = 1452 usecs

fAverage Hanagement Gateway Reachability Latency = 750 wsecs

Redundancy Management IP Address..... - - 10.18.10.11
Peer Redundancy Hanagement IP Address

Redundancy Port IP AddFress...........

Peer Redundancy Port IP Address........
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AP And Client State Sync

1.

At this stage both the controllers are paired up in HA setup. Any configuration done on Active will
be synced to Standby controller via redundant port. Check the WLAN summary and Interface
summary on standby WLC from console connection.

In High Availability setup, APs’ CAPWAP state in maintained on Active as well as Standby
controller (only for APs which are in Run state) i.e. UP time and Associated UP time is synced from
the active to the standby controller. In an example below WLC 1 is an Active state and serving the
network and WLC 2 is in Standby state monitoring active controller. Although WLC 2 is in standby
state it still maintains CAPWAP state of AP.

WLC 1->Console Connection:

(POD1-WLEC) >show ap uptime

Humber of APs
Global AP User Hame.. -« Hot ComnfFigured
Blobal AP Dotix User Ha Mot Configured

Ethernet HAC AP Up Time Association Up Time

POD1-AP1 L - 0 days, B0 h 24 m 11 5
POD1-AP2 bh:d3:caz:h2:31:57 0 days, 15 h %6 m 37 s 0 days, 00 h 25 m 07 s

Observe the AP UP Time and Association UP Time on Active WLC

WLC 2->Console Connection:

(POD1-WLC-Standby) >show ap uptime

Humber of APs
Global AP User Mame.... .. Hot Configured
Hot Configured

AP Up Time Association Up

POD1-AP1 - -] 0 days, 0B
POD1-AP2 bh:dI:ca:h2:3M1:57 0 days, 15 h &6 m 50 s D days, 00 h 25 m 20 s

Observe the AP Uptime and Association UP Time on Standby WLC will be in sync with active
WLC.

In case of Box Failover i.e. Active controller crashes / system hang / manual reset / force switchover
direct command is sent from Active controller via Redundant Port as well as from Redundant
Management Interface to Standby controller to take over the network. Failover may take ~2-360
millisecond depending on number of APs/Clients on the active controller. In case of power failure
on Active WLC or some crash where direct command for switchover cannot be sent to the standby
controller, it may take ~360 — 990 msec depending upon number of APs/Clients on the active
controller and the Keepalive timer configured. The default Keepalive timer is 100 milliseconds.
Make sure that default RTT latency is less than or equal to 80 msec.

With release 7.5 as part of Client SSO, the client database is also synced to standby WLC so Run
state client entries will be present on Standby WLC.

WLC 1-> Console/Telnet/SSH Connection:
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(POD1-MWLE) >shaw client SumRRary

Humber of Clients

Humber of PHIPUE Clients

Slet Status

2h:TT03:11: 8 POD1-AP1
28:e7:cfiecied:50 PODI-AP2

(POD1-WLL) »show client detail 28:e7:cf:ec:e®:508
Client MAC ADAreSS....cccccccnnsssssnnnnnssnnnnns

Client Username .

Client State.....ccccvscusssssssssssnsnsassnsnns

Client NAC 0DB State
Wireless LAN Id

Hotspot (M02.118).ccccnccccssnnnssccnnsansannensn

BSSID..cvvecunann
Connected For
Channel

IP Address.

Gateway Rddress.......cc.ccccencccncncncncccnanaan

Hetmask

IPub Address

Association Id
Authentication Algorithm....
Reason Code

Status Code

Session Timeout

Client CCX version.......cccccececccasncasssasnsss NO CCX support

Client entry is present on Active WLC.
WLC2-> Console Connection:

(POD1-VWLE-Standby) d>show client summary
Humber of Cliemts
Humber of PHIPUS Clients

GLAHS

RLAMS
Slet Status

HAC Address AF Hame

POD1-A 1 Associated 1
28:eT:cFiecie:50 POD1-AP2 1 Associated 2

WLAM Auth Protocol

WLAH Auth Frotecel

116{5 EHz) 1 Ha Ha Loeal
BB2.11n(5 EHZ) 1 Ho Ha Local

Supported HA Topologies

Port Wired PHMIPUG Role

28:e7:cfiec:e9:50
N/A
Gh:d9:89:452:34:70
POD1-AP2

1

Associated

Access

2

Hot Supported
Gh:d9:89:42:34:Te
252 secs

255.255.255.0
feBb::2ae7:cfff:Feec:e950
1

Open System

1

[

1800

350800

Port Wired PHIFUS Role
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{POD1-WLC-Standby) >show client detail 28:e7:cf:iec:e9:58
Client MAC Address FIHIHAHIHIH ]
Client Username

64:d9:89:42:34:70
POD1-AP2

Associated
Access

Hot Supported
64:d9:89:42:34:7e
262 secs

10.10.11.76
Gateway Address 10.10.11.1
Netmask 255.255.255.0
IPvé Address feBb::2aeT:cFff:Feec:edSh
Association Id
Authentication Algorithm Open System
Reason Code
Status Code
Session Timeout
Client CCX version Ho CCX support

0682

3

Client entry is present on Standby WLC.
5. PMK cache is also synced between the two controllers

WLC 1:

{(POD1-¥WLC) >show pmk-cache all
Humber of PHK Cache Entries: 2
PHK-CCKH Cache

Entry

Station Lifetime ULAH Override IP Override Audit-Session-ID

iec:e9:50
Th:deze2:0e:ce:05 83725

(POD1-WLC-Standby) >show pmk-cache all
Humber of PMN Cache Entries: 2

PHE-CCEH Cache
Entry
Station LiFetime  ULAN Override IF Duerride nudit-Session-10
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Issue a command redundancy force-switchover on Active controller. This command will trigger

manual switchover where Active controller will reboot and Standby controller will take over the

network. In this case Run state client on Active WLC will not be de-authenticated. The command

save config is initiated before redundancy force-switchover command.

WLC 1-> Console Connection:

(POD1-WLC) >redundancy force-switchover

Warning: Saving configuration change causes all the configurations te be saved on Flash.
If this is not what you intend to do, do not type ‘'y' below.

The system has unsaved changes.

Would you like to save them now? (y/H) v

ConfFiguration Saved!Restarting system.

WLC 2-> Console Connection:

(PODA-WLE-Standby) >

HA completed successfully, WLE switch ower detection time : 2 msec and APs switch over time : 0 msec

(POD1-WLE) >show client detail 28:e7:cfiec:ze?:50

Client MAC Address.......
Client Username
AP MAC Address.

AP radio slot Id

Client State...

Client HAC DOB State
Wireless LAN Id..........
Hotspot (802.11u)
BSSID....ccnn..

Connected For .

IPué Address.
Association Id
Authentication Algorith
Reason Code

Status Code

Session Timeout.

Cliemnt CCX versiom.......

28:e7:cfrec:e®:50
H/d
G4:d9:09:42:35:T0
POD1-AP2

1

Associated

ACccess

2

Hot Supported
Gh:d9:-89:42:34:Te
284 secs

149

255.255.255.0
Feldd::2aeT:cFFF:feec 950
i

Open System

1

]

1800

Ho CCX ;uppnrt

Observe the change in prompt in above screen capture.

WLC 2->Console Connection:

(POD1-WLEC) >show ap uptime

POD1-AP1
POD1-AP2

Hot Configured
Hot Configured

AP Up Time

09 @ days, 83 h 57 m 13 s
:57 0 days, 15 h 57 m 52 s

330696

Association Up Time

B days, 00 h 35 m 26 s
0 days, @@ h 35 m 22 5
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Observe the AP CAPWAP State on WLC 2 which was standby initially and is Active now after
switchover. AP uptime as well as Association UP Time is maintained and AP did not go in discovery

state.

2. Also notice client connectivity when switchover is initiated. Client will be not be de-authenticated.

Ping from wireless client to its gateway IP Address and management IP Address during switchover

shows minimal loss.

Reply From 1B_18.
Reply From 1B.18.
Reply from 18.18.

Reply From 1B_18.
Reply From 1B.18.
Reply from 18.18.

Reply from 18.18.
Reply from 18.18.

Reply From 18.18.
feply from 18.18.
Reply From 18.18.
Reply from 18.18.
Reply From 18.18,
Reply From 1B.18.
Reply from 10.18.
Reply From 18.18.,
Reply From 18.18.
Reply From 18.18.
Reply From 18.18.
Reply From 18.18.
Reply from 18.18.
Reply Ffrom 1H.18.
feply From 18.18.
Reply from 18.18.
Reply From 1A.18.
Reply from 18.18.
Reply from 18.18.

o e o e ko o o o o o o ok ok o ek ok e
DO IDODOODIORIDORIDDEDIIDD

® ® 4 & B ¥ ® ® B ® @ ® K 4 & B W 4 ® B M W B K 4 W W

[T Tl

BE AF BE EE BB

3 BB 4B BA EE

B Bt I Bt B B3 il B B DD I B B0 ol B B 0 I B B 82 I B B3 2 8D B

bytes =32
bytes=32
bytes =32
hytes =32
bytes =32
bytes =32
bytes =32
hytes =32
bytes=32
hytes =32
hytes =32
bytez=32
bytes=32
bytes =32
hytes =32
bytes=32
bytes =32
bytes =32
hytez=32
bytes =32
bytes =32
hytes =32
bytes =32
bytes=32
bytes =32
hytes =32
bytes =32

Ping statistics for 18.10.18.2
ackets: Sent = 63.
Approximate round teip times in milli-seconds:

Higigun = Bns, Maximum = 13%ms.

Received = 63.

time{ins TTL=127
time<ing TTL=127
time{ins TTL=127
time<imnz TTL=127
time{ins TTL=127
timne{insg TTL=127
time{imng TTL=127
time<imnz TTL=12%
time<ine TTL=127
tine{ins TTL=127
time<imns TTL=127
time{imne TTL=127
time{ing TTL=127
time=13%ms TTL=127
time{ims TIL=127
time<ine TTL=127
timne<ing TTL=127
time{ims TTL=127
time=54msz TTL=127
time{ins TTL=127
timne{ins TTL=127
time{ins TTL=127
time{ins TTL=127
time<ing TTL=127
time{ins TTL=127
time<imnz TTL=127
time{ine TTL=127

Lost = B (Bx loss?,

Average = Jas

teply from 10.108.108.1: bytes=32 time<ims TTL=255
Reply from 18.18.18.1: bytes=32 timed<ims TTL=255
Reply From 18.18.18.1: hytes=32 timed{ims TTL=255
Reply from 18.18.18.1: bytes=32 timed<ims TTL=25%
Reply from 18.18.18.1: hytes=32 timedims TTL=255
leply from 10.18.18.1: bytez=32 time=3msz TTL=255
Reply from 18.18.18.1: bhytes=32 time<ims TIL=25%
Reply from 10.18.18.1: bytes=32 timedims TTL=255
Reply fFrom 18.18.18.1: bytes=32 time=ims TTL=25%
Reply from 10.18.18.1: bytes=32 time<lms TTL=255%
leply from 18.18.18.1: bytez=32 time<imz TTL=255
Reply from 18.18.18.1: bytes=32 timedims TTL=255
Reply from 18.10.108.1: hytes=32 time<ims TTL=255
Reply from 18.18.18.1: bytes=32 timedims TTL=255
Reply from 10.18.10.1: bytes=32 timedlms TTL=255%
leply from 18.18.18.1: bytes=32 time<ims TTL=255
Reply from 18.18.18.1: bytes=32 timed<ims TTL=255
Reply From 18.18.18.1: bhytes=32 timed{ims TTL=255
Reply from 18.18.18.1: bytes=32 time=2Zms TTL=25%
Reply from 18.18.18.1: hytes=32 timed{imsz TTL=255%
Reply from 18.18.18.1: bytes=32 time=3ms TTL=25%
Reply from 18.18.18.1: bhytes=32 time<ims TTL=25%

Packets: Sent

Ping statisties for 10.10.18.1:

= 49, Received

= 49, Lost = @ <@z

Approximate round trip times in milli-seconds:
Minimum = Bms,. Maximum = 18ms. Huerage = Bms

loss2,

3. To check the redundancy status

350699

50898
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WLC 1 -> Console connection issue a command show redundancy summary:

(POD1-WLC) >show redundancy summary
Redundancy Mode = S50 ENABLED
Local State ACTIVE
Peer State = STANDBY HOT
Unit = Secondary - HA SKU (Inherited AP License Count = &2)
Unit ID EQ:2F:6D:5C:EE-AD
Redundancy State = S50 (Both AP and Client S50)
Hobility MAC = EQ:2F:6D:SCiFD:40

fAverage Redundancy Peer Reachability Latency = 2680 usecs

fAverage Management Gateway Reachability Latency = 751 usecs

Redundancy Hanagement IP Address

Peer Redundancy Management IP Address. - 18.10.410.10
Redundancy Port IP Address.... - 16 .10.11
Peer Redundancy Port IP Address = .10, 10
Peer Service Port IP Address

Switchover History[1]:
Previous Active = 10.10.10.18, Current Active = 10.10.10.11
Switchover Reasom = User initiated, Switchover Time = Wed Apr 3 02:01:21 2013

WLC 2 -> Console connection issue a command show redundancy summary:

(POD1-WLEC-Standby) >show redundancy summary
Redundancy Mode = 550 ENABLED
Local State = STANDBY HOT
Peer State = ACTIVE
Unit = Primary
Unit ID = ED:2F:6D:5C:FO:40
Redundancy State = SS0 (Both AP and Client S$S0)
HMobility HWAC = EM:2F:6D:5C:FO:40

Average Redundancy Peer Reachability Latency = 1347 usecs

Average Management Gateway Reachability Latemcy = 763 usecs

Redundancy Management IP Address 10.10.10.18
Peer Redundancy Management IP Address 10.18.11
Redundancy Port IP Address... 54 40,10
Peer Redundancy Port IP Address 10,41

Switchover History[1]:
Previous Active = 10.10.10.10, Current Active = 10 10.11
Switchover Reason = User initiated, Switchover Time = Wed Apr 3 02:01:21 2013

3507

WLC 2-> Click on Monitor > Redundancy > Summary:
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WLAMe CONTROLLER 'WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Summary

Local State ACTIVE
¥ Access Points Paar Stata STANDEY HOT
Cisco CleanAir Linit Secandary - HA SKU (Inharited AP Licanpe Count = 62)
b Stalistce Uit Td ED:2FIEDTSCIEEIAN
r CDP IP:edundanc\,n Shate 550 (Both AP an. '
¥ Rogues Maintenance Moda Dizabled
Maintenance Cause Disabled

* Redundancy

Avarage Radundancy

Paar Raachability 1396
Latency {[usecs]

Avarage Mansgamant

Clients

Sleeping Clients Gateway Reachability 5143
" Latancylusacs)
»
fulticast waundancy TR
Avohe Managarnant
pplications =
Paer Redundancy AR

Managemaent
Radundancy part Ip

Paar Radundancy park
Ip

Paar Sarvice Padt 1p

3s0ma2

4. Initiate a force switchover again on current active WLC.

WLC, which was configured as Primary Unit, should now be active and WLC, which was configured
as Secondary Unit i.e., WLC 2 should be in Hot Standby State.

WLC 2:

(POD1-WLC) >redundancy force-switchover

Warning: Saving configuration change causes all the configurations to be saved on flash.
If this is not what you intend to do, do mot type "Y' below.

The system has unsaved changes.
Would you like to save them now? (y/H) y

Configuration Saved?tRestarting system.

WLC 1: Make sure Local state should be Active and Unit should be Primary on WLC 1 after
switchover:

(POD1-ULC) >show redundancy summary
Redundancy Mode = SS0 ENABLED
Local State = ACTIVE
Peer State = STANDBY HOT
Unit = Primary
Unit ID = E@:2F:6D:5C:FO:40
Redundancy State = SSO0 (Both AP and Client $30)
Mobility MAC = EQ:2F:6D:5C:F0:40

Hanagement Gateway Failover = ENABLED (Management GW failover would be operational in few moments)
Link Encryption = DISABLED

Redundancy Management IP Address.......ccuseswass 10.10.10.10
Peer Redundancy Management IP Address............ 10.10.18.11
Redundancy Port IP Address.....c.ccueess .« 169.254.10.10
Peer Redundancy Port IP Address . 169.254.10.11
Peer Service Port IP Address
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Observe the switchover history. WLC maintains 10 switchover histories with switchover reason.

Switchover History[1]:
Previous Active = 18.10.10.18, Current Active = 10.10.18.11

Switchover Reason = User initiated, Switchover Time = Wed Apr 3 02:01:21 2013

Client SSO Behavior and Limitations

e The Bonjour dynamic database comprising of the services and service providers associated with a
service and the domain name database is synced to standby.

¢ Only clients that are in Run state are synced between the Active and Standby WLC. Client SSO does
not support seamless transitions for clients that are in the process of associating/joining the
controller. The clients in the transition phase will be de-authenticated after switchover and will need
to rejoin the controller.

e Posture and NAC OOB are not supported if the client is not in Run state.
¢ WGB and the clients associated to the WGB need to be re-associated post switchover.
e CCX based applications need to be re-started post Switchover.

e New mobility is not supported.

New Mobility Old/Flat Mobility

71.3.112.0 15 71.3.112.0 15
APSSO Yes Yes Yes Yes
Client SSO No No No Yes

e Client statistics are not synced.

e PMIPv6, NBAR, SIP static CAC tree are not synced, need to be re-learned after SSO.
e OEAP (600) clients are not supported.

e Passive clients need to be re-associated after SSO.

e Device and root certificates are not automatically synced to the Standby controller.

e AP and Client Rogue information is not synced to the Standby controller and needs to be re-learnt
when the hot standby becomes the active controller.

¢ Sleeping client information is not synced to the standby controller.
e NBAR statistics are not synced to the secondary controller.

e Native Profiling data is not synced to the secondary controller, therefore, clients will be re-profiled
after switchover.

e The below table captures the behavior w.r.t SSO with MAPs and RAPs.

High Availability (SS0) Deployment Guide
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AP SSO Client SSO
RAP Supported Not supported
MAP Not Supported |Not supported

High Availability in Release 8.0

High Availability in release 8.0 introduces enhancements and improvements to the High Availability
feature-set. The following enhancements are captured in this section:

e Bulk sync status

¢ Enhanced debugs and serviceability for HA

¢ Configurable keep-alive timer/retries and peer-search timer value

e Peer RMI ICMP ping replaced with UDP messages

e Standby WLC on-the-fly maintenance mode

e Default gateway reachability check enhancement

e Faster HA Pair up

High Availability in release 8.0 also introduces new features enabling SSO such as:
¢ Internal DHCP server support for SSO enabled controllers
e AP radio CAC statistics sync

e SSO support for sleeping client feature

¢ SSO support for OEAP 600 APs

Enhancements and Improvements

Bulk Sync Status

Currently, the controller does not provide any indication for the completion of Bulk Sync configuration
once it is initiated. The Bulk Sync can be verified only by user observation and by manually checking

the number of clients synced to the standby WLC. As part of this feature, a mechanism is provided to

convey the status of Bulk Sync (both AP and client sync) when standby WLC comes up.

A new field called BulkSync Status is added in the GUI under Controller > Redundancy > Summary.
This field points to the status of the bulk sync to the standby WLC and the status can be

Pending/In-progress/Complete.
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Figure 9 BulkSync Status GUI

CISCO MONITOR WLANs CONTROLLER WIRELESS
Monitor Redundancy Summary
ST Local State ACTIVE
¥ Access Points Peer State STANDBY HOT
F Cisco CleanAir Unit Primary
F Statistics Unit Id 6C:20:56:64:B9:A0
¢ CDP Redundancy State 550
} Rogues Maintenance Mode Disabled
* Redundancy Maintenance Cause Disabled
Statistics Average Redundancy Peer
Summary Reachability Latency 450
Detail (usecs)
Average Management
Clients Gateway Reachability 2094
Latency{usecs)
Sleeping Clients Pw— ==
Multicast
Applications
Local Profiling

The output of the CLI command show redundancy summary also displays the Bulk Sync status, which
can be Pending/In-progress/Complete as shown below while pairing with the standby controller.
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When the standby controller is booting up, the BulkSync status shows Pending.

Figure 10 BulkSync Status—Pending

(Cisco Controller) >show redundancy summary
Redundancy Mode = 550 ENABLED

Local State = ACTIUE
Peer State = UNKNOWN - Communication Down
Unit = Primary

Unit ID = 6C:20:56:64:B9:A0
Redundancy State = Mon Redundant
Hobility MAC = 6C:20:56:64:B9:A0

g
ﬂ

Once the standby controller completes, the boot-up process and the bulk sync starts, the status changes
to In-Progress.

Figure 11 BulkSync Status—In-Progress

{(Cisco Controller) >
Blocked: Configuratioms blocked as standby WLC is still booting up.
You will be motified once configurations are Unblocked

Unblocked: Configuratioms are allowed now. ..

{(Cisco Controller) >show redundancy sSummRary
Redundancy Mode = S50 EHMABLED
Local State = ACTIVE
Peer State = STAHMDBY HOT
Unit = Primary
Unit ID = GC:20:56:64:B9:-A0
Redundancy State = S50

Mobility MAC = GC:20:56:64:B9:A0

m;m‘: EEaEug = En—;rngresgl
Average Redundancy Peer Reacha Y Latency = @ usecs

Average Mamagement Gateway Reachability Latency = S802 usecs
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When the bulk sync process is complete, the BulkSync status changes to Complete.

Figure 12 BulkSync Status—Complete

(Cisco Controller) >show redundancy summary
Redundancy Mode = 550 EHABLED

Local State = ACTIVE
Peer State = STANDBY HOT
Unit = Primary
Unit ID = 6C:20:56:64:B9:A0
Redundancy State = 550

Mobility MAC 6C:20:56:64:B9:A0
JulkSync Status = Complete
Average Redundancy Peer Reachal y Latency = 459 usecs
Average Management Gateway Reachability Latency = 4520 usecs

Debug/Show Command Enhancements
As HA plays a major role in avoiding network outage, it should also be pertinent to be able to debug the
state changes on the boxes at the time of SSO or at a later point in time.
The following new categories of statistics are introduced under Monitor > Redundancy > Statistics:
a. All
b. Infra
¢. Transport
d. Keep-Alive
e. GW-Reachability
f. Config-Sync

High Availability (SS0) Deployment Guide
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Figure 13 Redundancy Statistics GUI
Monitor Redundancy Statistics
Summary
F Access Points
F Cisco CleanAlr
F Statistics
F CDP
F Rogues
 Redundancy SIM_INTERFACE_COMPONENT
Statistics clientID = 25 dientSeq =
Summary &9 CHIKPT RF
Detail clientID = 35 dientSeq = 177
History RF Client
Clients clicntID = 4100 clientSoq = 272

Sleeping Clients
Multicast
Applications
Local Profiling

RF_CAPWAR client
| clientID = 4101 clientSeq =

Sanity Counters

Sanity Messages suwocefully sent FEOS1
Sanity Messages failed to send []
Sanity Messages reccived from peer 155432

Transport Counters

Mumber of messages in the hold Quewse 0

Application mesage Max Size s020
IPC message Max Size 6120
Time to hold IPC messages 100
IPC Sequencs number in the TX side 125

r High Availability (SS0) Deployment Guide




High Availability in Release 8.0

The Infra statistics contain RF Client details and Sanity Counters as shown in Figure 14.

Figure 14 Redundancy Statistics—Infra
wtfovef,
CISCO MONITOR WLANs CONTROLLER WIRELESS
Monitor Redundancy Statistics
Summary

Access Points Category Infra : | ——

Cisco CleanAir

RF Client brief

[ 4
L]
b Statistics
L
[

cDpP
clientlD = 0 clientSeq = o
Rogues RF_INTERNAL_MSG
clientlID = 4105 clientSeq = 1
* Redundancy SIM_INTERFACE_COMPONENT
Statistics clientlD = 25 clientSeq =
Summary 69 CHKPT RF
Detail c.lienl:lD - .35 clientSeq = 177
History RF Client
Clients clientlD = 4100 clientSeq = 272
RF_CAPWAP client
Sleeping Clients clientiD = 4101 clientSeq =
Multicast
Sanity Counters
Applications
| Profiling San:b,r Messages sn.fn:efully saent 78108
Sanity Messages failed to send [}

Sanity Messages received from peer 155546

High Availability (SSO) Deployment Guide g



W High Availability in Release 8.0

Figure 15 Redundancy Statistics — Transport

CISCO MONITOR WLANs CONTROLLER WIRELESS
Monitor Redundancy Statistics

Summary
b Access Points Category Transport : f——

¢ Cisco CleanAir

F  Statistics

> CDP Transport Counters
P Rogues Mumber of messages in the hold Queuve 0
Application mesage Max Size 6020
- SO IPC M gSI 6120
(g ) »
Statistics <
e ey Time to hold IPC messages 100
Detail IPC sequence number in the TX side 131
IPC sequence number in the RX side 0
Clients -
IPC sequence number mismatches{Low) 0
Sleeping Clients IPC sequence number mismatches{high) 0
Multicast

The Heartbeat debugs include events of reception of heartbeats, loss of heartbeats, and subsequent
actions related to them.

Figure 16 Redundancy Keep-alive Statistics

CcCiIsCoOo WLANS CONTROLLER WIRELESS SECURITY
Monitor Redundancy Statistics
Summary
Access Points Category Keep-Alive 2 lffp—

Cisco CleanAir

r  Statisti
shies Keepalive Counters

» CODP
Keep Alive Request Received 72
» Rogues Keep Alive Request Received 78
+ Redundancy Keep Alive Reguest Sent 78
Statistics Keep Alive Response Sent 772
Surmmary Keep Alive Requests failed to send (s ]
Detall Keep Alive Responses to failed to send o
. = 2
Clients MNumber of times two Keepalives are lost consecutively O

Sleeping Clients
Multicast

MNetwork Latencies (RTT) for the Peer Reachability in microsec
Peer Reachability Latency usacs
Applications 526
Local Profiling 813
77
466
465
467
463
457
474
484

B @ ¥ 60N s WN R

-
(=]

]
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The HA system monitors management gateway reachability to reduce network outage.

On the Standby controller, serviceability debugs related to the gateway reachability of the active
controller and standby controller, their health states, and actions taken based on this information is
reported. While on the active controller, the reachability of active WLC to the gateway alone is reported.

Figure 17 Redundancy GW-Reachability Statistics

MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT

Monitor Redundancy Statistics
Summary
b Access Points Category | GW-Reachability * | *r—
b Cisco CleanAir
b Statistics Gw Reachability Counters
} CDP Gw Pings Succesfully sent 783
Gw Pings Failed to send o
* Rogues Gw Responses Received 785
* Redundancy Current consecutive Gw Responses Lost 0
Statistics High Water Mark of Gw Responses Lost 1
Summary
Letai Network Latencies (RTT) for the Management Gateway Reachability in microsec
Clients Gateway Reachability Latency usecs
Sleeping Clients i 2578
Multicast 2 2250
Applications 4 1366
E 1552
Loeal Profiling
5 1279
3 805
7 2078
B 2003
9 1704
10 1353

ErEE
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Figure 18

Redundancy Config-Sync Statistics

CISCO MONITOR WLANs CONTROLLER WIRELESS SECURITY
Monitor Redundancy Statistics
Summary

¥ Access Points

¥ Cisco CleanAir

The following debug/show CLI commands are introduced for this feature:

i | dfp—

Category Config-Sync

1. debug redundancy infra detail/errors/event

2. debug redundancy transport detail/errors/events/packet
3. debug redundancy keepalive detail/errors/events

4. debug redundancy gw-reachability detail/errors/events
5. debug redundancy config-sync errors/events/detail

6. debug redundancy ap-sync errors/events/detail

1. debug redundancy client-sync errors/events/detail

8. debug redundancy mobility events/errors/detail

9. show redundancy infra statistics

10. show redundancy transport statistics

11. show redundancy keepalive statistics

12. show redundancy gw-reachability statistics

13. show redundancy config-sync statistics

14. show redundancy ap-sync statistics

15. show redundancy client-sync statistics

Configurable Keep-alive and Peer-Search Parameters

b Statistics Config Sync Counter
} CDP Usmdb Functions sent for Sync 78
Failed sync for Usmdb Sync 0
B
Rogues UsmDbs which failed to sync from Active to Standby
¥ Redundancy Index Failed UsmDb
Statistics
Summary
Detail
]
Clients 5

To address the variable network latencies in different customer deployment scenarios, keep-alive and
peer-search parameters are made configurable. As part of this enhancement, the maximum number of
Keepalives between active and standby controllers to trigger a failover is now configurable. Also,
peer-search timer and keep-alive timer are modified to support an extended range.
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The following new CLI command is added to configure the number of redundancy keep-alive retries in
the range of 3 to 10.

Figure 19 Redundancy retries CLI Command

{Cisco Controller) >config redundancy retries ?

|'ee--aliue-retr Confiqure the keep-alive retry count between 3 and 10

gateway-retry Configure the gateway retry count values between 6 to 12

(Cisco Controller) >config redundancy retries keep-alive-retry 7 dp———

FRG

¢retry count> Configures keep-alive retry count between 3 and 10

qr

The existing CLI command config redundancy timer keep-alive-timer of keep-alive timer is
modified to support keep-alive timer from 100 to 1000 msecs.

The existing CLI command config redundancy timer peer-search-timer of peer-search timer is
modified to support peer-search timer from 60 to 300 secs.

Figure 20 Redundancy timer CLI Command

(Cisco Controller) »config redundancy timer ?
e 1n mu

onfigure the keep-alive timer in milli seconds between 108 and

onfigure the peer search timer in seconds between 60 and 304.

'\

=LErET

The following CLI is introduced to view the redundancy keep-alive-retry value.

Figure 21 Show redundancy retries CLI Command

(Cisco Controller) >show redundancy retries keep-alive-retry

Keep Alive Retries : b

FLOTEA
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Use the show redundancy timers command to view the peer-search-timer and keep-alive-timer values.

Figure 22 Show redundancy timers CLI Command

(Cisco Controller) >show redundancy timers peer-search-timer

Peer Search Timer : 308 secs <+

(Cisco Contreoller) >show redundancy timers keep-alive-timer

Keep Alive Timer : 500 msecs 2
o

Use the show redundancy detail command to display the keep-alive and peer-search timeout values.
Figure 23 Show redundancy detail CLI/ Command

(Cisco Controller) »show redundancy detail 7

{Cisco Controller) »show redundancy detail

Redundancy Management IP Address..........cccoe-. 9.5.56.10

Peer Redundancy Manmagement IP Address............ 9.5.56.11

Redundancy Port IP Address.......ccccceaccanenans 169.254.56.10

Peer Redundancy Port IP Address.........ccccecsss 169.254.56.11

Peer Service Port IP Address......ccccccenccccaass 0.0.0.0

Keep Alive Timeout 500 msecs

Feer Search Timeout 300 secs

Humber of ROUERS. .. ... ccccernnnsnarannnnnnmnnnnns i}

Destination Hetwork Hetmask Gateway

(Cisco Controller) >J
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The keep-alive timer, keep-alive retries, and peer-search timer can also be configured and viewed from

the Controller > Redundancy > Global Configuration

page in the GUL

Figure 24 Redundancy Global Configuration GUI
Controller Global Configuration
General {
Redundancy Mgmt Ip =
Inventory
Peer Redundancy Mgmt Ip
Interfaces
Redundancy port [p 169.254.56.10
Interface Groups
Peer Redundancy port Ip 169.254.56.11
Multicast

Redundant Unit

Network Routes
Mability Mac Address

Primary

Redundancy
Global Configuration
Peer Network Route Keep Alive Retries (3 - 10/

Internal DHCP Server Peer Search Timer (60 - 300)
Mability Management 550
Ports

NTP

Service Port Peer Ip

Service Port Peer Netmask

Peer RMI ICMP Ping Replaced with UDP Messages

milliseconds

seconds

&
B

Enabled

0.0.0.0

0.0.0.0

IEFTo

Prior to release 8.0, ICMP ping is used to heart-beat with the peer WLC over the Redundancy

Management Interface. As part of this feature for release
message.

This will benefit due to the following factors:

ICMP ping packets might get discarded under heavy

8.0, ICMP ping is replaced with a UDP

loads.

Any other device with the same IP might also reply to the ping.

It is recommended to tag the RMI and management interfaces to avoid false Switchovers. Tagging of the

RMI and management interfaces is now mandatory in rel

Standby WLC On-the-Fly Maintenance Mode (MTC)

Prior to release 8.0 when the standby controller looses re

ease 8.0 to pair WLCs in SSO mode.

achability to the “Default Gateway” or “Peer

RP”, the controller reboots and checks that condition while booting up and enters into the MTC mode.
With this feature, the standby WLC will enter into the MTC mode “on-the-fly” without rebooting when
such error scenarios occur. Once Peer-RP and the default gateway reachability is restored, the MTC

mode auto-recovery mechanism introduced in release 7.6,

will reboot the WLC and pair it with the active

WLC. This mechanism is applicable only to the standby WLC. The active controller will still reboot

before going to MTC mode.
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Default Gateway Reachability Check Enhancement

As part of this enhancement, the gateway (GW) reachability check mechanism is modified to avoid false
positives and it is also modified for the ideal time to start checking for gateway reachability once the
controller boots up.

Prior to release 8.0, the “GW reachability check” is performed during Role negotiation. In release 8.0
and later, during Role negotiation, GW reachability check is not performed and is initiated only after the
HA Pair-Up is complete.

Also, it is observed that certain Switch/Router configurations rate limits ICMP ping packets or drop them
altogether. To avoid such conditions triggering false-positives, the new design ensures not to take
switchover decisions purely based on ICMP ping losses. By the modified logic, upon 6 consecutive ping
drops, an ARP request is sent to the GW IP address. A successful response to this request is considered
as the GW being reachable.

Faster HA Pair Up

Currently during the HA pairing process, once the active-standby role is determined, the configuration
is synced from the active WLC to the standby WLC via the Redundancy Port. If the configuration is
different, the secondary WLC reports XML mismatch and downloads the configuration from the active
controller and reboots again. In the next reboot after role determination, it validates the configuration
again, reports no XML mismatch, and process further in order to establish itself as the Standby WLC.

With this feature enhancement, the XMLs are sent from the to-be-Active to to-be-Standby controller at
the time of initialization, just before the validation of the XMLs. This avoids the extra step of comparison
and reboot since no other modules are initialized yet, resulting in faster pair up of Active and Standby
WLCs.

As seen in the boot logs below, there are no comparison of XMLs and no reboot of standby WLC.

Figure 25 Standby WLC bootup log

Starting Hanagement Frame Protection: ok

Starting Certificate Database: ok

Starting UPH Services: ok

Starting DHS Services: ok

Starting Licensing Services: ok

Starting Redundancy: Starting Peer Search Timer of 300 seconds

Initiate Role Hegotiation Hessage to peer

Found the Peer. Starting Role Determination...
ok

Starting LWAPP: ok

Starting CAPWAP: ok

Starting LOCP: ok

Starting Security Services: ok
Starting Policy Manager: ok
Starting Authentication Engine: ok
Starting Mobility Management: ok
Starting Capwap Ping Component: ok
Starting AUC Services: ok
Starting Virtual AP Services: ok

Starting AireWave Director: ok
Startinn Hetuork Tims Seruiresc- ol

IR
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New Features Support in SSO

SSO0 Support for Internal DHCP Server

Prior to release 8.0, configuration of “Internal DHCP Server” is not allowed on HA enabled controllers
because the internal DHCP server data is not synced to the standby WLC. In release 8.0 and later,
“Internal DHCP Server” is configured on HA enabled controllers and this data is synced to the standby
WLC so that soon after a switchover, the “Internal DHCP Server” on the new active controller starts
serving clients.

To configure the Internal DHCP server using the GUI, navigate to Controller > Internal DHCP Server

Figure 26 Internal DHCP Server GUI
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The same is synced to the standby controller and is verified by executing the CLI command show dhcp

summary

Figure 27 show dhcp summary on Active and Standby WLC

{(Cisco Controller) »show dhcp summary

Scope Hanme Enabled Address Range
DHCPScope Yes 1111118 - 11.11.11.255 ¢

LR LR L L L L L R R L e T T T T L L L ]

{Cisco Controller-Standby} >show dhcp summary

Scope Hame Enabled Address Range
DHCPScope Yes 11.11.11.08 -3 11.11.11.255 g

A5ETEE
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AP Radio CAC Statistics Sync

As part of this enhancement, Static CAC method bandwidth allocation parameters for Voice and Video
and Call Statistics are synced to the Standby WLC, so that soon after a switchover, respective
information is available on the new active controller that will be used for call admission control.

SS0 Support for Sleeping Clients

Release 7.5 did not provide SSO support for sleeping clients. The sleeping client database was not
synced to the standby controller, which caused the sleeping clients to re-authenticate after a switchover
occurred. With this release, sleeping client database is synced to the standby controller, allowing
sleeping clients to avoid web re-authentication if they wake up within the sleeping client timeout
interval.

The CLI command show custom-web sleep-client summary is used to verify the sleeping client
database sync between the active and standby WLC.

Figure 28 Sleeping Client Database on Primary WLC

(Cisco Controller) >show custom-web sleep-client summary

Active Sleep-Client entries............ 1

Hax Sleep-Client entries supported.....1000

MAC Address of Client UserHane Tine Remaining
fe:di:ca:84:7e:dc clsco 12 hours @ Rlns
Figure 29 Sleeping Client Database on Standby WLC

(Cisco Controller-Standby) >show custon-web sleep-client summary
Active Sleep-Client entries............ 1

Hax Sleep-Client entries supported..... 1000

HAC Address of Client UserHame Time Remaiming
Fecid1:c3:86:7e:dc cisco 12 hours @ mins

3527495

352796
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Figure 30 Sleeping Client Details on Active and Standby WLC
(Cisco Controller) >show custom-web sleep-client detail 7ec:di1:c3:86:7e:dc
Hac : To:di:cd:@b:7e:de
Usernane : cisco
Time Left : 11 hours %0 nin
WLAH[{SSIDY) : enjoy-WebAuth
{Cisco Controller-Standby) »show custom-web sleep-client detail 7Po:di:c3:86:7e:dc
Hac : Te:d1:c3zgb:Tede
Username : Cisco
Tine Left : 11 hours 40 min -
HLAH{SSID) : enjoy-WebRuth 3

SS0 Support for OEAP 600 APs

Prior to release 8.0, when a switchover occurs on an HA pair, OEAP 600 APs restarts the CAPWAP
tunnel and joins back the new active controller, and all the connected clients are de-authenticated. As a
part of this feature, OEAP 600 APs ensure not to reset their CAPWAP tunnel. Also, clients continue their
connection with the new active controller in a seamless manner.

As shown below, the output of show ap summary and show client summary command on the active and
standby controllers displays the AP and client database sync.

Figure 31 OEAP 600 AP on Active WLC

{Cisco Controller) »Show ap SumRary
Hunber oF APS....covvennnnssssnsssnnssnnsnnnnssnn 1

Clobal AP User HamP.......coeseresanasanssssnsess HOE CONFlgured
Global AP Detix User Mam®.....cccosssssssssanccss WAL CORFLgured

AF Hame ilots AF Hodel Ethernet HAC Location Country IF Address

- o
DEAFGRD 3 AIR-DEAFERZ]-H-K? ecicHiR2:bY 4cie0 deFault loecation IH P.5.56.007 E
Figure 32 OEAP 600 AP Sync to Standby WLC

(Cisce Controller-Standby) >show ap summary

Banbtr 0F AFS..ovsussnrnsnssnannnssnansnsnnonsnss 1

Global AP User MAME......vcccsunnsssanensnnannnns Hat ConFigured

Global AP Potix User Mame....... . cocsccncncacass Hot Configured

AP Hane Slots AP Hodel Ethermet HAC Location Country IF Address
DERF&RD 3 RIR-DEAPEDZI-H-K9 ecicB:B2:bVi6c 60 defFavlt lecation IH P.5.56.107

352798
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Figure 33 Clients on Active WLC

(Cisco Comptreller) »show cliemnt suPmary

Hunber of Clients. . ... ... nnnrnncnnnnnsnanns 1
Hunber of PHIPUS Clients.....cccvvcanunsnnnnnanns O
CLAMS
RLAMS
MAC Rddress AP Hame Slet Statues WLAH Auth Protocol Port Wired PHIPUS Role
Te:d1:c3:0b:Te:dc DEAPSOD 1 Associated 1 Yes B02.11n(5 CHz) 1 Ho Ho Lecal
Figure 34 Client Sync to Standby WLC
(Cisco Controller-Standby) »show client sumnary
Munber ofF ClientS....ccccivcnnnssnnnssnnasnennnnn 1
Hunber of PMIPUS Cliemts.......cccceccacnscnncaas @
ELAH/
RLAMS
HAC Address AF Hane Slot Status WLAM Auth Protocol Fort Wired FHIPU4 HRole
Te:d1:cd:86:Te:dc DEAP&DD 1 Associated 1 Yes @02.11n(5 CHz) 1 Ho Ho Local
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Web Links

Terminology

Cisco WLAN Controller Information:

Web Links H

http://www.cisco.com/c/en/us/products/wireless/4400-series-wireless-lan-controllers/index.html
http://www.cisco.com/c/en/us/products/wireless/2000-series-wireless-lan-controllers/index.html

Cisco NCS Management Software Information:

http://www.cisco.com/c/en/us/products/wireless/prime-network-control-system-series-appliances/

index.html

Cisco MSE Information:

http://www.cisco.com/c/en/us/products/wireless/mobility-services-engine/index.html

Cisco LAP Documentation:

http://www.cisco.com/c/en/us/products/wireless/aironet-3500-series/index.html

APM—AP Manager Interface
Dyn—Dynamic Interface
Management—Management Interface
Port—Physical Gbps port
WiSM-2—Wireless Service Module
AP—Access Point

LAG—Link Aggregation
SPAN—Switch Port Analyzer
RSPAN—Remote SPAN
VACL—VLAN Access Control List
DEC—Distributed Etherchannel
DFC—Distributed Forwarding Card
OIR—Online Insertion and Removal
VSL—Virtual Switch Link
ISSU—In Service Software Upgrade
MEC—Multichassis Ether Channel
VSS—Virtual Switch System
WCS—Wireless Control System
NAM—Network Analysis Module
IDSM—Intrusion Detection Service Module
FWSM—Firewall Service Module
STP—Spanning Tree Protocol
VLAN—Virtual LAN
SSO—Stateful Switchover
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W  Glossary

Glossary

A

AP SSO

Active WLC

C

Client SSO

K

Keep-Alive-Timer

M

Maintenance Mode

M obility MAC

Peer

e WCP—Wireless Control Protocol
o WiSM-2—VWireless Service Module-2

Access Point State Full Switchover where CAPWAP state for each AP is
maintained on Active and Standby WL C and CAPWAP state is retained after
switchover to Standby WLC. AP need not go through CAPWAP discovery and
join process after failover.

Thisisthe WLC which is currently active in HA pair and taking care of the
wireless network. APs establish single CAPWAP tunnel with Active WLC.

Wireless Client State Full Switchover where client state is also maintained on
Active and Standby WL C and wireless clients are not de-authenticated after
switchover. Will be supported in future release.

Standby WL CinHA setup sends keep-alive packets on redundancy port to check
the health of active WL C. With no acknowledgment of three keep-alive packets
from active WL C, standby declares active as dead and takes over the network.

When Standby WL C cannot communicate to gateway or cannot discover peer
WLC i.e. active WLC viaredundant port it goes in Maintenance mode. In this
mode WL C cannot communicate to infra network and will not participatein HA
process. Because WL C in maintenance mode does not participatein HA process
it need to be manually rebooted to bring it out of maintenance mode and make
participate in HA process again.

Unique MAC address shared between peersin HA setup. This mac address
should be used to form a mobility pair between HA setup and another WLCsin
HA setup or with independent controllers. By default active WL C mac address
is shared as mobility mac address but mobility mac can also be manually
configured on active WLC using a CLI, which will be shared between peersin
HA setup.

AP SSO is box-to-box redundancy i.e. 1:1 so both the WL Cs (Active and
Standby) in HA setup are peer to each other.
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Primary Unit

Peer-Sear ch-Timer

R

Redundancy Port

Redundancy Vlan

Redundancy
M anagement
Interface

S

Standby WLC

Secondary Unit

In AP SSO deployment controller running higher permanent count licenses
should be configured as primary unit. Primary Unit isthe WLC, which will take
the role of Active WLC first time it forms HA pair. Primary Unit sends thelic
count information to its peer via redundant port.

While booting, standby WL C waits for peer search timer (default 2 minutes) to
discover the peer. If WLC cannot discover its peer within thistime it will
transition its state to maintenance mode.

Physical Port on 5500/7500/8500 WLC for HA role negotiation, configuration
sync and redundancy messages between Active and Standby WLC.

Vlan created on Cat6500 Sup for WiSM-2 Redundancy Port that is connected to
Cat6k backplane to exchange configuration and redundancy messagesincluding
HA role negotiation between Active and Standby WLC.

A parallel interface to management interface on both the WLC in HA setup.
Should be in same subnet as management interface. This interface let standby
WL C interact with infra network and also exchange some redundancy messages
over infra network between Active and Standby WLC.

Thisisthe WL C that is monitoring active controller in HA pair and ready to take
over the wireless network in event of Active WLC failure.

In AP SSO deployment controller running lower or equal permanent count lic
should be configured as secondary unit OR controller with HA SKU UDI (zero
AP count lic) is shipped default as secondary unit. Secondary Unit isthe WLC,
which will take the role of Standby WLC first timeit forms HA pair. Secondary
unit inherit thelic count information fromits peeri.e. Active WL C viaredundant
port.

Related Information

e Technical Support & Documentation - Cisco Systems

Related Information
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