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Preface

Revised: April 30, 2013; OL-27282-05

This document provides design considerations and guidelines for deploying Cisco Unified
Communications System Release 9.0, including Cisco Unified Communications Manager 9.0 and other
components of the Cisco Unified Communications System.

This document should be used in conjunction with other documentation available at the following
locations:

» For other Solution Reference Network Design (SRND) documents:
http://www.cisco.com/go/ucsrnd

» For more information about the Cisco Unified Communications System:
http://www.cisco.com/go/unified-techinfo

- For more information about Cisco Unified Communications Manager:
http://www.cisco.com/en/US/products/sw/voicesw/pss56/tsd_products_support_series_home.html

» For other Cisco design guides:
http://www.cisco.com/go/designzone

« For all Cisco products and documentation:
http://www.cisco.com

New or Changed Information for This Release

~

Note

Within each chapter of this guide, new and revised information is listed in a section titled What's New
in This Chapter.

Unless stated otherwise, the information in this document applies only to Release 9.0 of the Cisco
Unified Communications System and its components. For information on later 9.x releases of Cisco
Unified Communications, refer to the Cisco Collaboration 9.x SRND available at
http://www.cisco.com/en/US/docs/voice_ip_comm/cucm/srnd/collab09/clb09.html.

For additional information about Cisco Unified Communications and Collaboration solutions, refer to
the documentation available at:

http://www.cisco.com/go/ucsrnd
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Revision History
%A

Note  Thisdocumentisno longer being updated. For the latest information on Cisco Unified Communications

9.x system releases, refer to the Cisco Collaboration 9.x SRND available at
http://www.cisco.com/en/US/docs/voice_ip_comm/cucm/srnd/collab09/clb09.html.

The following table lists the revision history for this document.

Revision Date Document Part Number |Comments

April 30, 2013 OL-27282-05 Minor corrections and changes. For details, in each chapter see What's
New in This Chapter.

October 31, 2012 OL-27282-04 Periodic update of various chapters. For details, in each chapter see
What’'s New in This Chapter.

September 28, 2012 OL-27282-03 Periodic update of various chapters. For details, in each chapter see
What's New in This Chapter.

August 31, 2012 OL-27282-02 Periodic update of various chapters. For details, in each chapter see
What's New in This Chapter.

June 28, 2012 OL-27282-01 Initial version of this document for Cisco Unified Communications

System Release 9.0.

Obtaining Documentation and Submitting a Service Request

For information on obtaining documentation, submitting a service request, and gathering additional
information, see the monthly What's New in Cisco Product Documentation, which also lists all new and
revised Cisco technical documentation, at:

http://www.cisco.com/en/US/docs/general /whatsnew/whatsnew.html

Subscribe to the What's New in Cisco Product Documentation as a Really Simple Syndication (RSS) feed
and set content to be delivered directly to your desktop using areader application. The RSS feeds are afree
service and Cisco currently supports RSS Version 2.0.

Cisco Product Security Overview

This product contains cryptographic features and is subject to United States and local country laws
governing import, export, transfer and use. Delivery of Cisco cryptographic products does not imply
third-party authority to import, export, distribute, or use encryption. Importers, exporters, distributors
and users are responsible for compliance with U.S. and local country laws. By using this product you
agree to comply with applicable laws and regulations. If you are unable to comply with U.S. and local
laws, return this product immediately.

Further information regarding U.S. export regulations may be found at:
http://www.access.gpo.gov/bis/ear/ear_data.html
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Conventions

N

Note

pe

Tip

A

This document uses the following conventions:

Convention Indication

bold font Commands and keywords and user-entered text appear in bold font.

italic font Document titles, new or emphasi zed terms, and arguments for which you supply
values arein italic font.

[ 1] Elements in square brackets are optional.

{x|ylz} Required alternative keywords are grouped in braces and separated by
vertical bars.

[x]ylz] Optional alternative keywords are grouped in brackets and separated by
vertical bars.

string A nonquoted set of characters. Do not use quotation marks around the string or

the string will include the quotation marks.

courier font

Terminal sessions and information the system displays appear in courier font.

< > Non-printing characters such as passwords are in angle brackets.
[ ] Default responses to system prompts are in square brackets.
L # An exclamation point (!) or a pound sign (#) at the beginning of aline of code

indicates a comment line.

Means reader take note.

Means the following information will help you solve a problem.

Caution

Q)

Means reader be careful. In this situation, you might perform an action that could result in equipment
damage or loss of data.

Timesaver

A

Warning

Means the described action saves time. You can save time by performing the action described in

the paragraph.

Means reader be warned. In this situation, you might perform an action that could result in

bodily injury.
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Introduction

Revised: November 15, 2010; OL-27282-05

The Cisco Unified Communications System delivers fully integrated communications by enabling data,
voice, and video to be transmitted over a single network infrastructure using standards-based I nternet
Protocol (IP). Leveraging the framework provided by Cisco I P hardware and software products, the
Cisco Unified Communications System delivers unparalleled performance and capabilities to address
current and emerging communications needs in the enterprise environment. The Cisco Unified
Communications family of products is designed to optimize feature functionality, reduce configuration
and maintenance requirements, and provide interoperability with awide variety of other applications.
The Cisco Unified Communications System provides this capability while maintaining a high level of
availability, quality of service (QoS), and security for your network.

The Cisco Unified Communications System incorporates and integrates the following major
communications technologies:

« |Ptelephony

I P telephony refers to technology that transmits voice communications over a network using IP
standards. Cisco Unified Communicationsincludes awide array of hardware and software products
such as call processing agents, | P phones (both wired and wirel ess), voi ce messaging systems, video
devices, and many special applications.

» Customer contact center

Cisco Unified Contact Center products are a combination of strategy and architecture that promote
efficient and effective customer communications across a globally capable network by enabling

organizations to draw from a broader range of resources to service customers. They include access
to alarge pool of agents and multiple channels of communication aswell as customer self-help tools.

» Video telephony

The Cisco Unified Video Advantage products enable real-time video communications and
collaboration using the same IP network and call processing agent as Cisco Unified
Communications. With Cisco Unified Video Advantage, making avideo call is as easy asdialing a
phone number.

« Rich-media conferencing

Cisco Unified MeetingPlace, Cisco Unified Videoconferencing, and Cisco WebEx Software as a
Service enhance the virtual meeting environment with a integrated set of |P-based tools for voice,
video, and web conferencing.
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- Mobility

Cisco wireless and mobility solutions enable users to increase productivity and responsiveness by
enabling access to network resources and applications securely, regardless of location or client
device.

« TelePresence

Cisco TelePresence delivers real-time, face-to-face interactions between people and placesin their
work and personal lives using advanced visual, audio, and collaboration technologies. These
technologies transmit life-size, high-definition images and spatial discrete audio that make users
feel like they are in the same room even when they are half a world away.

« Applications

Cisco provides numerous embedded applications and also works with |eading-edge companies to
provide the broadest selection of innovative third-party unified communications applications and
products focused on critical business needs such messaging, customer care, and workforce
optimization.

The remainder of this document focuses on system design considerations for deploying these
technologies and applications in the Cisco Unified Communications System.

For information about other aspects of the Cisco Unified Communications System, refer to the
documentation available at the following locations:

http://www.cisco.com/go/ucsrnd
http://www.cisco.com/go/unified-techinfo

You can also find additional documentation for the Cisco Unified Communications family of products
at the following location:

http://www.cisco.com

Note  The design guidance in this document applies to Cisco customers and partners who want to deploy an
Enterprise Unified Communications solution. For those interested in hosted or managed Unified
Communication solutions, please refer to http://www.cisco.com/go/hostedcollab for more information.
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Cisco Unified Communications System Architecture

Cisco Unified Communications System Architecture

Figure 1-1 illustrates the layered architecture of the Cisco Unified Communications System.

Figure 1-1 Architecture of the Cisco Unified Communications System
~r AR =
Operations [@’
& Serviceability / —
User & Device Voice Quality Operations & Fault i Network & Application
\ Provisioning Services || Monitoring & Alerting Monitoring Probing
i i (= |
Applications
& Services ==
Voice Rich Media Presence
\ Messaging Conferencing Services
-’
Xcode
call A
Control R ’ ,,,,,,,
onf i
Directory Media Music on Unified CM Device
3 Services Resources Hold Applications Mobility
/ = _a—
i it ) IR [P
9.[2-9]xxxxxx = = =i
gg'l!ltin <L 9.1[2-9]xx[2-9]x3Xx = 2 b
g HEE S R // Q & Remote
Call Processing|| - — Call Admission PSTN & IP Site
X Dial Plan Control Telephony Gateways Survivability
Networking
o WAN i IP WAN &
Access Distribution & || Aggregation Quiality of Internet Branch Router & §
\ Switch Wireless Core Switching Router Security Service Access Access Switch R
N

The various layers of the Cisco Unified Communications System perform the following major tasks and
roles:

» Networking

This layer forms the foundation for the Unified Communications network. It includes components
that provide the following functions and capabilities:

— Network infrastructure ensures a redundant and resilient network foundation with Quality of
Service (QoS) enabled for Unified Communications applications.

— Voice security ensures a general security policy and a hardened and secure networking
foundation for Unified Communications applications.

Cisco Unified Communications System 9.0 SRND
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M Cisco Unified Communications System Architecture

Unified Communications deployment models provide tested models as well as best practices
and design guidelines for deploying a Unified Communications System.

I P telephony migration options provide guidelines on how to plan and approach a migration
from standal one voice, video, and collaboration systems to an integrated Cisco Unified
Communications System.

For moreinformation on the Networking layer, see the Overview of Cisco Unified Communications
Networking, page 2-1.

- Call Routing

Thislayer handlesthe processing and routing of callsthroughout the system. It includes components
that provide the following functions and capabilities:

Call processing agents provides telephony services and call routing capabilities.

The dia plan provides endpoint numbering, dialed digits analysis, and classes of restriction to
limit types of calls that a user can make.

Call admission control provides mechanisms for preventing oversubscription of network
bandwidth by limiting the number of callsthat are allowed on the network at a given time, based
on overall call capacity of the call processing components and network bandwidth.

Video telephony services provide the ability to provision and register video endpoints as well
as to set up, route, and maintain video calls on the network.

PSTN gateways and provider voice and data services provide access to voice and data networks
outside the enterprise, including the PSTN, Internet, and service provider |P-based trunks.

Remote site survivability provides continuation of basic telephony services at remote siteswhen
the central-site telephony services are unavailable due to failed or flapping network
connectivity.

For moreinformation on the Call Routing layer, see the Overview of Cisco Unified Communications
Call Routing, page 7-1.

« Call Control

This layer enables users to initiate and manage calls. It includes components that provide the
following functions and capabilities:

Integration with central Lightweight Directory Access Protocol (LDAP) directories enables
companies to centralize all user information in a single repository available to Unified
Communications applications, with a reduction in maintenance costs through the ease of adds,
moves, and changes.

Access to media resources provides media processing functions such as conferencing, media
termination, transcoding, echo cancellation, signaling, packetization of a stream, streaming
audio (annunciation), and so forth.

Music on hold provides music (or advertising) to callers when their call is placed on hold,
transferred, parked, or added to an ad-hoc conference.

Unified Communications endpoints and feature sets range from gateways that support ordinary
analog phonesin an IP environment to an extensive set of native IP phones offering a range of
capabilities for the end user.

Device mobility features enable mobile users to roam from one site to another with their
endpoint devices and to acquire the dynamically allocated settings of their roaming site for call
routing, codec section, media resource selection, and so forth.

Cisco Unified Communications System 9.0 SRND
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— Applications embedded in the call control software provide features such as click-to-call
dialing, manager-assistant applications, and the ability for usersto log in to any phone, as well
as support for web-based applications that can run directly on the user’'s desktop phone.

For more information on the Call Control layer, see the Overview of Cisco Unified Communications
Call Control, page 15-1.

Applications and Services

This layer contains numerous applications and services that can be deployed on top of an existing
Cisco Unified Communications infrastructure to add enhanced user features to the system. It
includes components that provide the following functions and capabilities:

— Voice messaging provides voicemail services and message waiting indication.

— Rich media conferencing provides audio and video conferencing as well as web-based
application and document sharing.

— Presence services provide user availability tracking across user devices and clients.

— Mobility services provide enterprise-level Unified Communications features and functionality
to users outside the enterprise.

— Contact center applications provide call handling, queuing, and monitoring for large call
volumes.

— Collaboration client services provide integration to Unified Communications services and
leveraging of various applications.

For more information on the Applications and Services layer, see the Overview of Cisco Unified
Communications Applications and Services, page 20-1.

Operations and Serviceability

Thislayer contains system-level servicesfor monitoring and managing the Unified Communications
network and applications. It includes components that provide the following functions and
capabilities:
— User and device provisioning services provide centralized provisioning and configuration of
users and devices for Unified Communications applications and services.

— Voice quality monitoring and alerting provide the ability to monitor various call flows within
the system to determine whether voice quality isacceptable and to alert administrators when the
voice quality is not acceptable.

— Operations and fault monitoring provides the ability to monitor all application and service
operations and to issue alerts to administrators regarding network and application failures.

— Network and application probing provides the ability to probe and collect network and
application traffic information at various locations throughout the deployment and to allow
administrators to access and retrieve this information from a central location.

For more information on the Operations and Serviceability layer, see the Overview of Cisco Unified
Communications Operations and Serviceability, page 27-1.

The design recommendations in this guide have been reviewed and found to be consistent with the Cisco
Borderless Network Smart Business Architecture (SBA). Contact your Cisco representative for more
information on SBA.
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How to Use This Design Guide

This document provides design considerations, guidelines, and best practices for deploying a Cisco
Unified Communications System. As discussed in the previous section, the architecture of the Cisco
Unified Communications System consists of five layers. This document is divided into five parts
corresponding to the five architectural layers. Each part of this document contains chapters that describe
the components and design guidelines for the corresponding architectural layer.

The process for building agood Unified Communications system is similar to building ahouse: first you
have to establish a solid infrastructure and foundation upon which to build all the other layers. And the
other layers must be added in a particular sequence, usually from the bottom up. (For example, you have
to build the walls of a house before you can put a roof on it.) In the case of a Unified Communications
system, the networking layer provides the infrastructure, and the other layers must be added from the
bottom up in the sequence shown in Figure 1-1. The parts and chapters of this guide are organized in that
same sequence to help you establish alogical process for designing your Unified Communications
system.

The first chapter in each part of this guide presents an overview of the information contained in that part.
The overview includes an illustration of the five architectural layers of the Cisco Unified
Communications System, and the layer being discussed in that part of the guide is highlighted. For
example, Figure 1-2 isthe illustration from the Call Control part of this guide. The Call Control layer is
highlighted in a different color to show that it is the layer being discussed in that part of the guide. The
layers below it (Networking and Call Routing) are visible because they must already be in place before
the Call Control layer can beimplemented. The layers aboveit (Applications & Services and Operations
& Serviceability) are shaded to indicate that they cannot be implemented until the current layer (Call
Control in this example) isin place.
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Figure 1-2 Cisco Unified Communications Call Control Architecture
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If you are designing a new Unified Communications system, Cisco recommends that you develop your
design according to the sequence and guidelines presented in this document. If you already have some
layers of the system in place and you want to add other layers to it, Cisco recommends that you at least
review the sections of this guide that pertain to the existing layers to ensure that your system complies
with all the guidelines.
Cisco Unified Communications System 9.0 SRND
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= CHAPTER 2

Overview of Cisco Unified Communications
Networking

Revised: February 29, 2012; OL-27282-05

A solid network infrastructure is required to build a successful Unified Communications system in an
enterprise environment. Other key aspects of the network architecture include voice security, unified
communications deployment models, and migration strategies.

Unified Communications —including | P telephony, rich media, collaboration, and many other functions
— places strict requirements on | P packet loss, packet delay, and delay variation (or jitter). Therefore, you
need to enable most of the Quality of Service (QoS) mechanisms available on Cisco switches and routers
throughout the network. For the same reasons, redundant devices and network links that provide quick
convergence after network failures or topology changes are also important to ensure a highly available
infrastructure. The following aspects are essential to the topic of Unified Communications networking
and are specifically organized here in order of importance and relevance to one another:

« Network Infrastructure — Ensures a redundant and resilient foundation with QoS enabled for
Unified Communications applications.

» Voice Security — Ensures a general security policy for Unified Communications applications and a
hardened and secure networking foundation for them to rely upon.

» Unified Communications Deployment M odels — Provide tested modelsin which to deploy Unified
Communications call control and applications, as well as best practices and design guidelines to
apply to Unified Communications deployments.

- |P Telephony Migration Options — Provide guidelines on how to plan and approach a migration
from separate standalone voice, video, and collaboration systems to an integrated Cisco Unified
Communications System.

The chaptersin this part of the SRND cover the networking subjects mentioned above. Each chapter
provides an introduction to the subject matter, followed by discussions surrounding architecture, high
availability, capacity planning, and design considerations. The chapters focus on design-related aspects
rather than product-specific support and configuration information, which is covered in the related
product documentation.
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This part of the SRND includes the following chapters:
« Network Infrastructure, page 3-1

This chapter describes the requirements of the network infrastructure needed to build a Cisco
Unified Communications System in an enterprise environment. The sectionsin this chapter describe
the network infrastructure features as they relate to LAN, WAN, and wireless LAN infrastructures.
The chapters treat the areas of design, high availability, quality of service, and bandwidth
provisioning as is pertinent to each infrastructure.

« Unified Communications Security, page 4-1

This chapter presents guidelines and recommendations for securing Unified Communications
networks. The topics in this chapter range from general security, such as policy and securing the
infrastructure, to phone security in VLANS, on switch ports, and with QoS. Other security aspects
covered in this chapter include access control lists, securing gateways and media resources,
firewalls, data center designs, securing application servers, and network virtualization.

» Unified Communications Deployment Models, page 5-1

This chapter describes the deployment models for Cisco Unified Communications Manager as they
relate to the various network infrastructures such as asingle site or campus, multi-site environments,
and data center solutions. This chapter covers these deployment models and the best practices and
design considerations for each model, including many other subtopics pertinent to the model
discussed.

- |P Telephony Migration Options, page 6-1

This chapter describes several methods for migrating from separate standal one voice, video, and
collaboration systemsto an integrated Cisco Unified Communications System. It discusses the pros
and cons of both phased migration and parallel cutover. It also describes the services needed to
connect a private branch exchange (PBX) to a new Unified Communications system. The major
topics discussed in this chapter include | P telephony migration, video migration, and migration of
voice and desktop collaboration systems.

Cisco Unified Communications System 9.0 SRND
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Architecture

Architecture

The networking architecture lays the foundation upon which all other layers of the Unified
Communications System are deployed. Figure 2-1 showsthe logical location of the networking layer in
the overall Cisco Unified Communications System architecture.

Figure 2-1 Cisco Unified Communications Networking Architecture
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All other layers of the Unified Communications System architecture, including call routing, call control,
applications and services, and operations and serviceability, rely heavily on the readiness of the network
to support their services. The networking layer is the single most important aspect of a solid Unified

Communications foundation in that it provides the quality of service needed to ensure applications have
uncompromised access to network services. The networking layer also ensures the correct deployment
of serversand the proper bandwidth for endpoints and services to communicate effectively and securely.
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M High Availability

High Availability

Proper design of the network infrastructure requires building a robust and redundant network from the
bottom up. By structuring the LAN as a layered model (access, distribution, and core layers) and
developing the LAN infrastructure one step of the model at atime, you can build ahighly available, fault
tolerant, and redundant network. Proper WAN infrastructure design is also extremely important for
normal 1P telephony operation on a converged network. Proper infrastructure design requires following
basic configuration and design best-practicesfor deploying aWAN that isas highly available as possible
and that provides guaranteed throughput. Furthermore, proper WAN infrastructure design requires
deploying end-to-end QoS on all WAN links.

Wireless LAN infrastructure design becomes important when | P telephony is added to the wirelessLAN
(WLAN) portions of a converged network. With the addition of wireless Unified Communications
endpoints such asthe Cisco Unified Wireless | P Phones 7921G and 7925G, voice traffic has moved onto
the WLAN and is now converged with the existing data traffic there. Just as with wired LAN and wired
WAN infrastructures, the addition of voice in the WLAN requires following basic configuration and
design best-practicesfor deploying ahighly available network. In addition, proper WLAN infrastructure
design requires understanding and deploying QoS on the wireless network to ensure end-to-end voice
quality on the entire network.

After designing and implementing the network infrastructure properly, you can add network and
application services successfully across the network, thus providing a highly available foundation upon
which your Unified Communications services can run.

Capacity Planning

Scaling your network infrastructure to handle the Unified Communications applications and services
that it must support requires providing adequate avail able bandwidth and the capability to handle the
additional traffic load created by the applications.

For acomplete discussion of system sizing, capacity planning, and deployment considerationsrelated to
sizing, refer to the chapter on Unified Communications Design and Deployment Sizing Considerations,
page 29-1.
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This chapter describes the requirements of the network infrastructure needed to build a Cisco Unified
Communications System in an enterprise environment. Figure 3-1 illustrates the roles of the various
devices that form the network infrastructure, and Table 3-1 summarizes the features required to support
each of these roles.

Unified Communications places strict requirements on | P packet loss, packet delay, and delay variation
(or jitter). Therefore, you need to enable most of the Quality of Service (QoS) mechanisms available on
Cisco switches and routers throughout the network. For the same reasons, redundant devices and
network links that provide quick convergence after network failures or topology changes are also
important to ensure a highly available infrastructure

The following sections describe the network infrastructure features as they relate to:
e LAN Infrastructure, page 3-4
«  WAN Infrastructure, page 3-34
» Wireless LAN Infrastructure, page 3-54
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Figure 3-1 Typical Campus Network Infrastructure
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Table 3-1 Required Features for Each Role in the Network Infrastructure
Infrastructure Role Required Features
Campus Access Switch « In-Line Power!

« Multiple Queue Support
» 802.1p and 802.1Q
« Fast Link Convergence

Campus Distribution or Core - Multiple Queue Support
Switch . 802.1p and 802.1Q

« Traffic Classification

« Traffic Reclassification

WAN Aggregation Router « Multiple Queue Support
(Site that is at the hub of the - Traffic Shaping
network)

- Link Fragmentation and Interleaving (LFI)?
- Link Efficiency

- Traffic Classification

- Traffic Reclassification

- 802.1p and 802.1Q

Branch Router » Multiple Queue Support

(Spoke site) e LFI?

- Link Efficiency

- Traffic Classification

- Traffic Reclassification
« 802.1p and 802.1Q
Branch or Smaller Site Switch « In-Line Power!

« Multiple Queue Support
- 802.1p and 802.1Q

1. Recommended.
2. For link speeds |less than 786 kbps.
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What's New in This Chapter

Table 3-2 lists the topics that are new in this chapter or that have changed significantly from previous

rel eases of this document.

Table 3-2

New or Changed Information Since the Previous Release of This Document

New or Revised Topic

Described in

Revision Date

Centralized TFTP

Centralized TFTP in a Mixed Environment, with
Servers Running Different Releases of Cisco
Unified CM, page 3-33

April 30, 2013

QoS design considerations for virtual Unified
Communications

QoS Design Considerations for Virtual Unified
Communications with Cisco UCS B-Series Blade
Servers, page 3-19

September 28, 2012

Minor updates for wireless LAN infrastructure

Design Considerations for Voice and Video over
WLAN, page 3-60

August 31, 2012

No changes for Cisco Unified Communications
System Release 9.0

June 28, 2012

LAN Infrastructure

Campus LAN infrastructure design is extremely important for proper Unified Communications
operation on a converged network. Proper LAN infrastructure design requires following basic
configuration and design best practices for deploying a highly available network. Further, proper LAN
infrastructure design requires deploying end-to-end QoS on the network. The following sections discuss

these requirements:
« LAN Design for High Av

ailability, page 3-4

« LAN Quality of Service (QoS), page 3-15

LAN Design for High Availability

Properly designing a LAN requires building a robust and redundant network from the top down. By

structuring the LAN as alayered model (see Figure 3-1) and developing the LAN infrastructure one step
of the model at atime, you can build ahighly available, fault tolerant, and redundant network. Once these
layers have been designed correctly, you can add network services such as DHCP and TFTP to provide
additional network functionality. The following sections examine the infrastructure layers and network

Services:

» Campus Access Layer, page 3-5

» Campus Distribution Lay

er, page 3-10

» Campus Core Layer, page 3-12

» Network Services, page 3-22

For more information on campus design, refer to the Design Zone for Campus at

http://www.cisco.com/go/designzone
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Campus Access Layer

The access layer of the Campus LAN includes the portion of the network from the desktop port(s) to the
wiring closet switch. Access layer switches have traditionally been configured as Layer 2 devices with
Layer 2 uplinks to the distribution layer. The Layer 2 and spanning tree recommendations for Layer 2
access designs are well documented and are discussed briefly below. For newer Cisco Catalyst switches
supporting Layer 3 protocols, new routed access designs are possible and offer improvementsin
convergence times and design simplicity. Routed access designs are discussed in the section on Routed
Access Layer Designs, page 3-7.

Layer 2 Access Design Recommendations

Note

Proper access layer design starts with assigning a single | P subnet per virtual LAN (VLAN). Typically,
aVLAN should not span multiple wiring closet switches; that is, aVLAN should have presence in one
and only one access layer switch (see Figure 3-2). This practice eliminates topological loopsat Layer 2,
thus avoiding temporary flow interruptions due to Spanning Tree convergence. However, with the
introduction of standards-based |EEE 802.1w Rapid Spanning Tree Protocol (RSTP) and 802.1s
Multiple Instance Spanning Tree Protocol (MISTP), Spanning Tree can converge at much higher rates.
More importantly, confining a VLAN to a single access layer switch also serves to limit the size of the
broadcast domain. Thereisthe potential for large numbers of deviceswithin asingle VLAN or broadcast
domain to generate large amounts of broadcast traffic periodically, which can be problematic. A good
rule of thumb isto limit the number of devices per VLAN to about 512, which is equivalent to two Class
C subnets (that is, a 23-bit subnet masked Class C address). For more information on the campus access
layer, refer to the documentation on available at
http://www.cisco.com/en/US/products/hw/switches/index.html.

The recommendation to limit the number of devicesin a single Unified Communications VLAN to
approximately 512 is not solely due to the need to control the amount of VLAN broadcast traffic.
Installing Unified CM in aVLAN with an I P subnet containing more than 1024 devices can cause the
Unified CM server ARP cacheto fill up quickly, which can seriously affect communications between the
Unified CM server and other Unified Communications endpoints.
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Cisco Unified Communications System 9.0 SRND


http://www.cisco.com/en/US/products/hw/switches/index.html
http://www.cisco.com/en/US/products/hw/switches/index.html

Chapter 3

Network Infrastructure |

W LAN Infrastructure

Figure 3-2 Access Layer Switches and VLANSs for Voice and Data
Distribution
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When you deploy voice, Cisco recommends that you enable two VLANS at the access layer: a native
VLAN for datatraffic (VLANs 10, 11, 30, 31, and 32 in Figure 3-2) and avoice VLAN under Cisco |0S

or Auxiliary VLAN under CatOS for voice traffic (represented by VVIDs 110, 111, 310, 311, and 312
in Figure 3-2).

Separate voice and data VLANSs are recommended for the following reasons:
» Address space conservation and voice device protection from external networks

Private addressing of phones on the voice or auxiliary VLAN ensures address conservation and
ensures that phones are not accessible directly through public networks. PCs and servers are
typically addressed with publicly routed subnet addresses; however, voice endpoints may be
addressed using RFC 1918 private subnet addresses.

» QoS trust boundary extension to voice devices

QoStrust boundaries can be extended to voice devices without extending these trust boundaries and,
in turn, QoS features to PCs and other data devices.

« Protection from malicious network attacks

VLAN access control, 802.1Q, and 802.1p tagging can provide protection for voice devices from
maliciousinternal and external network attacks such asworms, denial of service (DoS) attacks, and
attempts by data devices to gain access to priority queues through packet tagging.

» Ease of management and configuration

Separate VLANS for voice and data devices at the access layer provide ease of management and
simplified QoS configuration.

To provide high-quality voice and to take advantage of the full voice feature set, access layer switches
should provide support for:

» 802.1Q trunking and 802.1p for proper treatment of Layer 2 CoS packet marking on ports with
phones connected

« Multiple egress queues to provide priority queuing of RTP voice packet streams

l_ Cisco Unified Communications System 9.0 SRND
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The ability to classify or reclassify traffic and establish a network trust boundary

Inline power capability (Although inline power capability is not mandatory, it is highly
recommended for the access layer switches.)

Layer 3 awareness and the ability to implement QoS access control lists (These features are
recommended if you are using certain Unified Communications endpoints such as a PC running a
softphone application that cannot benefit from an extended trust boundary.)

Spanning Tree Protocol (STP)

~

Note

To minimize convergence times and maximize fault tolerance at Layer 2, enable the following STP
features:

PortFast

Enable PortFast on all access ports. The phones, PCs, or servers connected to these ports do not
forward bridge protocol data units (BPDUS) that could affect STP operation. PortFast ensures that
the phone or PC, when connected to the port, is able to begin receiving and transmitting traffic
immediately without having to wait for STP to converge.

Root guard or BPDU guard

Enable root guard or BPDU guard on all access ports to prevent the introduction of a rogue switch
that might attempt to become the Spanning Tree root, thereby causing STP re-convergence events
and potentially interrupting network traffic flows. Ports that are set to errdisable state by BPDU
guard must either be re-enabled manually or the switch must be configured to re-enable ports
automatically from the errdisable state after a configured period of time.

UplinkFast and BackboneFast

Enabl e these features where appropriate to ensure that, when changes occur on the Layer 2 network,
STP converges as rapidly as possible to provide high availability. When using Cisco stackable
switches, enable Cross-Stack UplinkFast (CSUF) to provide fast failover and convergence if a
switch in the stack fails.

UniDirectional Link Detection (UDLD)

Enable this feature to reduce convergence and downtime on the network when link failures or
misbehaviors occur, thus ensuring minimal interruption of network service. UDLD detects, and
takes out of service, links where traffic is flowing in only one direction. This feature prevents
defective links from being mistakenly considered as part of the network topology by the Spanning
Tree and routing protocols.

With the introduction of RSTP 802.1w, features such as PortFast and UplinkFast are not required
because these mechanisms are built in to this standard. If RSTP has been enabled on the Catalyst switch,
these commands are not necessary.

Routed Access Layer Designs

For campus designs requiring simplified configuration, common end-to-end troubleshooting tools, and
the fastest convergence, a hierarchical design using Layer 3 switching in the accesslayer (routed access)
in combination with Layer 3 switching at the distribution layer provides the fastest restoration of voice
and data traffic flows.
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Migrating the L2/L3 Boundary to the Access Layer

In the typical hierarchical campus design, the distribution layer uses a combination of Layer 2, Layer 3,
and Layer 4 protocols and services to provide for optimal convergence, scalability, security, and
manageability. In the most common distribution layer configurations, the access switch is configured as
aLayer 2 switch that forwards traffic on high-speed trunk ports to the distribution switches. The
distribution switches are configured to support both Layer 2 switching on their downstream access
switch trunks and Layer 3 switching on their upstream ports toward the core of the network, as shown
in Figure 3-3.

Figure 3-3 Traditional Campus Design — Layer 2 Access with Layer 3 Distribution
=3 =
|—><|— Layer 3
Distribution Ei Ei
HSRP Active .‘: .:.E HSRP
Root Bridge Standby
Layer 2

VLAN 2 Voice VLAN 3 Voice VLAN n Voice
VLAN 102 Data  VLAN 103 Data VLAN 100 + n Data

271569

The purpose of the distribution switch in this design is to provide boundary functions between the
bridged Layer 2 portion of the campus and the routed Layer 3 portion, including support for the default
gateway, Layer 3 policy control, and all the multicast services required.

An alternative configuration to the traditional distribution layer model illustrated in Figure 3-3isonein
which the access switch acts as afull Layer 3 routing node (providing both Layer 2 and Layer 3
switching) and the access-to-distribution Layer 2 uplink trunks are replaced with Layer 3 point-to-point
routed links. This alternative configuration, in which the Layer 2/3 demarcation is moved from the
distribution switch to the access switch (as shown in Figure 3-4), appears to be a major change to the
design but is actually just an extension of the current best-practice design.
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Figure 3-4 Routed Access Campus Design — Layer 3 Access with Layer 3 Distribution
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In both the traditional Layer 2 and the Layer 3 routed access designs, each access switch is configured
with unique voice and data VLANS. In the Layer 3 design, the default gateway and root bridge for these
VLANSs s simply moved from the distribution switch to the access switch. Addressing for all end
stations and for the default gateway remains the same. VLAN and specific port configurations remain
unchanged on the access switch. Router interface configuration, access lists, "ip helper," and any other
configuration for each VLAN remain identical but are configured on the VLAN Switched Virtual
Interface (SV1) defined on the access switch instead of on the distribution switches.

There are several notable configuration changes associated with the move of the Layer 3 interface down
to the access switch. It is no longer necessary to configure a Hot Standby Router Protocol (HSRP) or
Gateway L oad Balancing Protocol (GLBP) virtual gateway address asthe "router” interfaces because all
the VLANSs are now local. Similarly, with a single multicast router, for each VLAN it is not necessary
to perform any of the traditional multicast tuning such astuning PIM query intervals or ensuring that the
designated router is synchronized with the active HSRP gateway.

Routed Access Convergence

The many potential advantages of using a Layer 3 access design include the following:
« Improved convergence
« Simplified multicast configuration
» Dynamic traffic load balancing
» Single control plane
» Single set of troubleshooting tools (for example, ping and traceroute)

Of these advantages, perhaps the most significant is the improvement in network convergence times
possible when using a routed access design configured with Enhanced Interior Gateway Routing
Protocol (EIGRP) or Open Shortest Path First (OSPF) as the routing protocol. Comparing the
convergence times for an optimal Layer 2 access design (either with a spanning tree loop or without a
loop) against that of the Layer 3 access design, you can obtain afour-fold improvement in convergence
times, from 800 to 900 msec for the Layer 2 design to less than 200 msec for the Layer 3 access design.
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For more information on routed access designs, refer to the document on High Availability Campus
Network Design — Routed Access Layer using EIGRP or OSPF, available at

http://www.cisco.com/application/pdf/en/us/guest/netsol /ns432/c649/ccmigration_09186a0080811
468.pdf

Campus Distribution Layer

The distribution layer of the Campus LAN includes the portion of the network from the wiring closet
switches to the next-hop switch. For more information on the campus distribution layer switches, refer
to the product documentation available at

http://www.cisco.com/en/US/products/hw/switches/index.html

At the distribution layer, it isimportant to provide redundancy to ensure high availability, including
redundant links between the distribution layer switches (or routers) and the access layer switches. To
avoid creating topological loops at Layer 2, use Layer 3 links for the connections between redundant
Distribution switches when possible.

First-Hop Redundancy Protocols

In the campus hierarchical model, where the distribution switches are the L 2/L 3 boundary, they also act
as the default gateway for the entire L2 domain that they support. Some form of redundancy is required
because this environment can be large and a considerabl e outage could occur if the device acting as the
default gateway fails.

Gateway Load Balancing Protocol (GLBP), Hot Standby Router Protocol (HSRP), and Virtual Router
Redundancy Protocol (VRRP) are all first-hop redundancy protocols. Cisco initially developed HSRP to
address the need for default gateway redundancy. The Internet Engineering Task Force (IETF)
subsequently ratified Virtual Router Redundancy Protocol (VRRP) as the standards-based method of
providing default gateway redundancy. More recently, Cisco developed GLBP to overcome some the
limitations inherent in both HSRP and VRRP.

HSRP and VRRP with Cisco enhancements both provide a robust method of backing up the default
gateway, and they can provide failover in less than one second to the redundant distribution switch when
tuned properly.

Gateway Load Balancing Protocol (GLBP)

Like HSRP and VRRP, Cisco's Gateway Load Balancing Protocol (GLBP) protects data traffic from a
failed router or circuit, while also allowing packet load sharing between a group of redundant routers.
When HSRP or VRRP are used to provide default gateway redundancy, the backup members of the peer
relationship are idle, waiting for a failure event to occur for them to take over and actively forward
traffic.

Before the devel opment of GLBP, methodsto utilize uplinks more efficiently were difficult to implement
and manage. I n one technique, the HSRP and STP/RSTP root alternated between distribution node peers,
with the even VLANshomed on one peer and the odd VL ANs homed on the alternate. Another technique
used multiple HSRP groups on a single interface and used DHCP to alternate between the multiple
default gateways. These techniques worked but were not optimal from a configuration, maintenance, or
management perspective.

GLBP is configured and functions like HSRP. For HSRP, a single virtual MAC address is given to the
endpoints when they use Address Resolution Protocol (ARP) to learn the physical MAC address of their
default gateways (see Figure 3-5).
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Figure 3-5 HSRP Uses One Virtual MAC Address
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Two virtual MAC addresses exist with GLBP, one for each GLBP peer (see Figure 3-6). When an
endpoint uses ARP to determine its default gateway, the virtual MAC addresses are checked in a
round-robin basis. Failover and convergence work just like with HSRP. The backup peer assumes the
virtual MAC address of the device that has failed, and begins forwarding traffic for its failed peer.

Figure 3-6 GLBP Uses Two Virtual MAC Addresses, One for Each GLBP Peer
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The end result isthat a more equal utilization of the uplinksis achieved with minimal configuration. As
a side effect, a convergence event on the uplink or on the primary distribution node affects only half as
many hosts, giving a convergence event an average of 50 percent less impact.

For more information on HSRP, VRRP, and GLBP, refer to the Campus Network for High Availability
Design Guide, available at

http://www.cisco.com/application/pdf/en/us/guest/netsol /ns431/c649/ccmigration_09186a008093b
876.pdf
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Routing Protocols

Configure Layer 3 routing protocols such as OSPF and EIGRP at the distribution layer to ensure fast
convergence, load balancing, and fault tolerance. Use parameters such as routing protocol timers, path
or link costs, and address summaries to optimize and control convergence times as well as to distribute
traffic across multiple paths and devices. Cisco al so recommends using the passive-inter face command
to prevent routing neighbor adjacencies via the access layer. These adjacencies are typically
unnecessary, and they create extra CPU overhead and increased memory utilization because the routing
protocol keeps track of them. By using the passive-interface command on all interfaces facing the
access layer, you prevent routing updates from being sent out on these interfaces and, therefore, neighbor
adjacencies are not formed.

Campus Core Layer

The core layer of the Campus LAN includes the portion of the network from the distribution routers or
Layer 3 switches to one or more high-end core Layer 3 switches or routers. Layer 3-capable Catalyst
switches at the core layer can provide connectivity between numerous campus distribution layers. For
more details on the campus core layer switches, refer to the documentation on available at
http://www.cisco.com/en/US/products/hw/switches/index.html.

At the core layer, it isagain very important to provide the following types of redundancy to ensure high
availability:
« Redundant link or cable paths
Redundancy here ensures that traffic can be rerouted around downed or malfunctioning links.
- Redundant devices

Redundancy here ensures that, in the event of a device failure, another device in the network can
continue performing tasks that the failed device was doing.

» Redundant device sub-systems

This type of redundancy ensures that multiple power supplies and modules are available within a
device so that the device can continue to function in the event that one of these components fails.

The Cisco Catalyst Virtual Switching System (VSS) is a method to ensure redundancy in all of these
areas by pooling together two Catalyst supervisor engines to act as one. For more information regarding
VSS, refer to the product documentation available at

http://www.cisco.com/en/US/products/ps9336/index.html

Routing protocols at the core layer should again be configured and optimized for path redundancy and
fast convergence. There should be no STP in the core because network connectivity should be routed at
Layer 3. Finally, each link between the core and distribution devices should belong to itsown VLAN or
subnet and be configured using a 30-bit subnet mask.

Data Center and Server Farm

Typically, Cisco Unified Communications Manager (Unified CM) cluster servers, including media
resource servers, reside in a firewall-secured data center or server farm environment. In addition,
centralized gateways and centralized hardware media resources such as conference bridges, DSP or
transcoder farms, and media termination points may be located in the data center or server farm. The
placement of firewalls in relation to Cisco Unified Communications Manager (Unified CM) cluster
servers and media resources can affect how you design and implement security in your network. For
design guidance on firewall placement in relation to Unified Communications systems and media
resources, see Firewalls, page 4-22.
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Because these servers and resources are critical to voice networks, Cisco recommends distributing all
Unified CM cluster servers, centralized voice gateways, and centralized hardware resources between
multiple physical switches and, if possible, multiple physical locations within the campus. This
distribution of resources ensures that, given a hardware failure (such as a switch or switch line card
failure), at least some serversin the cluster will still be available to provide telephony services. In
addition, some gateways and hardware resources will still be available to provide access to the PSTN
and to provide auxiliary services. Besides being physically distributed, these servers, gateways, and
hardware resources should be distributed among separate VLANSs or subnets so that, if abroadcast storm
or denial of service attack occurs on a particular VLAN, not all voice connectivity and services will be
disrupted.

Power over Ethernet (PoE)

A

PoE (or inline power) is 48 Volt DC power provided over standard Ethernet unshielded twisted-pair
(UTP) cable. Instead of using wall power, | P phones and other inline powered devices (PDs) such as the
Aironet Wireless Access Points can receive power provided by inline power-capable Catalyst Ethernet
switches or other inline power source equipment (PSE). Inline power is enabled by default on all inline
power-capable Catalyst switches.

Deploying inline power-capable switches with uninterruptible power supplies (UPS) ensures that 1P
phones continue to receive power during power failure situations. Provided the rest of the telephony
network is available during these periods of power failure, then IP phones should be able to continue
making and receiving calls. You should deploy inline power-capabl e switches at the campus access layer
within wiring closets to provide inline-powered Ethernet ports for |P phones, thus eliminating the need
for wall power.

Caution

The use of power injectors or power patch panelsto deliver POE can damage some devices because power
is always applied to the Ethernet pairs. POE switch ports automatically detect the presence of a device
that requires PoE before enabling it on a port-by-port basis.

In addition to Cisco PoE inline power, Cisco now supportsthe |EEE 802.3af PoE standard. The majority
of Cisco switches and Cisco Unified IP Phones comply with the 802.3af standard. For information about
which Cisco Unified | P Phones support the 802.3af PoE standard, refer to the product documentation for
your particular phone models (available at http://www.cisco.com).

Energy Conservation for IP Phones

Cisco EnergyWise Technology provides intelligent management of energy usage for devices on the IP
network, including Unified Communications endpoints that use Power over Ethernet (PoE). Cisco
EnergyWise architecture can turn power on and off to devices connected with PoE on EnergyWise
enabled switches, based on a configurable schedule. For more information on EnergyWise, refer to the
documentation at

http://www.cisco.com/en/US/products/ps10195/index.html

When the PoE switch powers off |P phones for EnergyWise conservation, the phones are completely
powered down. EnergyWise shuts down inline power on the ports that connect to | P phones and does so
by aschedule or by commands from network management tools. When power is disabled, no verification
occurs to determine whether a phone has an active call. The power is turned off and any active call is
torn down. The IP phone loses registration from Cisco Unified Communications Manager and no calls
can be made to or from the phone. There is no mechanism on the phone to power it on, therefore
emergency calling will not be available on that phone.

| oL-27282-05

Cisco Unified Communications System 9.0 SRND


http://www.cisco.com/en/US/products/ps10195/index.html
http://www.cisco.com

Chapter 3 Network Infrastructure |

W LAN Infrastructure

The IP phone can be restarted only when the switch powers it on again. After power is restored, the IP
phones will reboot and undergo a recovery process that includes requesting a new | P address,
downloading a configuration file, applying any new configuration parameters, downloading new
firmware or locales, and registering with Cisco Unified CM.

The EnergyWise schedule is configured and managed on the Cisco Network Infrastructure. It does not
require any configuration on the IP phone or on Cisco Unified CM. However, power consumption on the
phone can also be managed by a device profile configured on Unified CM. The energy saving options
provided by Unified CM include the following:

» Power Save Plus Mode, page 3-14
- Power Save Mode, page 3-14

Power Save Plus Mode

In Power Save Plus mode, the phone on and off times and the idle timeout periods can be configured on
the IP phones. The Cisco IP Phones' EnergyWise Power Save Plus configuration options specify the
schedule for the I P phones to sleep (power down) and wake (power up). This mode requires an
EnergyWise enabled network. If EnergyWise is enabled, then the sleep and wake times, as well as other
parameters, can be used to control power to the phones. The Power Save Plus parameters are configured
in the product-specific device profile in Cisco Unified CM Administration and sent to the IP phones as
part of the phone configuration XML file.

During the configured power off period in this power saving mode, the IP phone sends a request to the
switch asking for a wake-up at a specified time. If the switch is EnergyWise enabled, it accepts the
request and reduces the power to the phone port, putting the phone to sleep. The sleep mode reduces the
power consumption of the phoneto 1 watt or less. The phoneis not completely powered off in this case.
When the phone is sleeping, the POE switch provides minimal power that illuminates the Select key on
the phone. A user can wake up the IP phone by using the Select button. The IP phone does not go into
sleep mode if acall is active on the phone. Audio and visual alerts can optionally be configured to warn
users before a phone enters the Power Save Plus mode. While the phone isin sleep mode, it is not
registered to Cisco Unified CM and cannot receive any inbound calls. Use the Forward Unregistered
setting in the phone's device configuration profile to specify how to treat any inbound callsto the phone's
number.

Note  The Cisco EnergyWise Power Save Plus mode is supported in Unified CM 8.6 and later releases, and it
requires phone firmware version 9.(2)1 or later. It isavailable on the Cisco Unified | P Phone 6900, 8900,
and 9900 Series.

Power Save Mode

In Power Save mode, the backlight on the screen is not lit when the phoneis not in use. The phone stays
registered to Cisco Unified CM in this mode and can receive inbound calls and make outbound calls.
Cisco Unified CM Administration has product-specific configuration optionsto turn off the display at a
designated time on some days and all day on other days. The phone remainsin Power Save mode for the
scheduled duration or until the user lifts the handset or presses any button. An EnergyWise enabled
network isnot required for the Power Save mode. Idletimes can be scheduled so that the display remains
on until the timeout and then turns off automatically. The phoneis still powered on in this mode and can
receive inbound calls.

The Power Save mode can be used together with the Power Save Plus mode. Using both significantly
reduces the total power consumption by Cisco Unified |P Phones.
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For information on configuring these modes, refer to the administration guides for the Cisco Unified IP
Phones, available at the following locations:

 Cisco Unified IP Phones 9900 Series

http://www.cisco.com/en/US/products/ps10453/prod_maintenance_guides list.html
- Cisco Unified IP Phones 8900 Series

http://www.cisco.com/en/US/products/ps10451/prod_maintenance_guides list.html
« Cisco Unified IP Phones 6900 Series

http://www.cisco.com/en/US/products/ps10326/prod_maintenance_guides list.html

LAN Quality of Service (QoS)

Until recently, quality of service was not an issue in the enterprise campus due to the asynchronous
nature of data traffic and the ability of network devices to tolerate buffer overflow and packet loss.
However, with new applications such as voice and video, which are sensitive to packet loss and delay,
buffers and not bandwidth are the key QoS issue in the enterprise campus.

Figure 3-7 illustrates the typical oversubscription that occursin LAN infrastructures.

Figure 3-7 Data Traffic Oversubscription in the LAN
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This oversubscription, coupled with individual traffic volumes and the cumulative effects of multiple
independent traffic sources, can result in the egress interface buffers becoming full instantaneously, thus
causing additional packets to drop when they attempt to enter the egress buffer. The fact that campus
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switches use hardware-based buffers, which compared to the interface speed are much smaller than those
found on WAN interfaces in routers, merely increases the potential for even short-lived traffic bursts to
cause buffer overflow and dropped packets.

Applications such as file sharing (both peer-to-peer and server-based), remote networked storage,
network-based backup software, and emailswith large attachments, can create conditions where network
congestion occurs more frequently and/or for longer durations. Some of the negative effects of recent
worm attacks have been an overwhel ming volume of network traffic (both unicast and broadcast-storm
based), increasing network congestion. If no buffer management policy isin place, loss, delay, and jitter
performance of the LAN may be affected for all traffic.

Another situation to consider is the effect of failures of redundant network elements, which cause
topology changes. For example, if a distribution switch fails, all traffic flows will be reestablished
through the remaining distribution switch. Prior to the failure, the load balancing design shared the load
between two switches, but after the failure all flows are concentrated in a single switch, potentially
causing egress buffer conditions that normally would not be present.

For applications such as voice, this packet loss and delay results in severe voice quality degradation.
Therefore, QoS tools are required to manage these buffers and to minimize packet loss, delay, and delay
variation (jitter).

Thefollowing types of QoStools are needed from end to end on the network to manage traffic and ensure
voice quality:

« Traffic classification

Classification involves the marking of packets with a specific priority denoting a requirement for
class of service (CoS) from the network. The point at which these packet markings are trusted or not
trusted is considered the trust boundary. Trust is typically extended to voice devices (phones) and
not to data devices (PCs).

» Queuing or scheduling

Interface queuing or scheduling involves assigning packets to one of several queues based on
classification for expedited treatment throughout the network.

« Bandwidth provisioning

Provisioning involves accurately calculating the required bandwidth for all applications plus
element overhead.

The following sections discuss the use of these QoS mechanisms in a campus environment:
- Traffic Classification, page 3-16
» Interface Queuing, page 3-18
- Bandwidth Provisioning, page 3-19
« Impairmentsto IP Communications if QoS is Not Employed, page 3-19

Traffic Classification

It has always been an integral part of the Cisco network design architecture to classify or mark traffic as
close to the edge of the network as possible. Traffic classification is an entrance criterion for accessinto
the various queuing schemes used within the campus switches and WAN interfaces. Cisco |P Phones
mark voice control signaling and voice RTP streams at the source, and they adhere to the values
presented in Table 3-3. As such, the IP phone can and should classify traffic flows.

Table 3-3 lists the traffic classification requirements for the LAN infrastructure.
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Table 3-3 Traffic Classification Guidelines for Various Types of Network Traffic
Layer-3 Classification Layer-2 Classification
Type of Service (ToS) Differentiated Services
Application IP Precedence (IPP) Per-Hop Behavior (PHB) |Code Point (DSCP) Class of Service (CoS)
Routing 6 CS6 48 6
Voice Real-Time 5 EF 46 5
Transport Protocol
(RTP)
Videoconferencing 4 AF41 34 4
Streaming video 4 C+4 32
Call signaling* 3 CS3 (currently) 24 (currently) 3
AF31 (previously) 26 (previously)
Transactional data 2 AF21 18 2
Network management |2 Cs2 16 2
Scavenger 1 Cs1 8 1
Best effort 0 0 0 0

1. Therecommended DSCP/PHB marking for call control signaling traffic has been changed from 26/AF31 to 24/CS3. A marking migration has occurred
within Cisco to reflect this change, however some products still mark signaling traffic as 26/AF31. Therefore, in theinterim, Cisco recommends that both
AF31 and CS3 be reserved for call signaling.

For more information about traffic classification, refer to the Enterprise QoS Solution Reference
Network Design (SRND), available at

http://www.cisco.com/go/designzone

Traffic Classification for Video Telephony
The main classes of interest for |P Video Telephony are:

Voice

Voiceis classified as CoS 5 (1P Precedence 5, PHB EF, or DSCP 46).

Videoconferencing

Videoconferencing is classified as CoS 4 (IP Precedence 4, PHB AF41, or DSCP 34).

Call signaling

Call signaling for voice and videoconferencing is now classified as CoS 3 (IP Precedence 3, PHB
CS3, or DSCP 24) but was previously classified as PHB AF31 or DSCP 26.

Cisco highly recommends these classifications as best practices in a Cisco Unified Communications
network.

QoS Marking Differences Between Video Calls and Voice-Only Calls

The voice component of acall can be classified in one of two ways, depending on the type of call in
progress. A voice-only telephone call would have its media classified as CoS 5 (I P Precedence 5 or
PHB EF), while the voice channel of a video conference would have its media classified as CoS 4
(IP Precedence 4 or PHB AF41). All the Cisco IP Video Telephony products adhere to the Cisco
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Corporate QoS Baseline standard, which requires that the audio and video channels of avideo call both
be marked as CoS 4 (1P Precedence 4 or PHB AF41). The reasons for this recommendation include, but
are not limited to, the following:

» To preserve lip-sync between the audio and video channels
» To provide separate classes for audio-only calls and video calls

The signaling class is applicable to all voice signaling protocols (such as SCCP, MGCP, and so on) as
well as video signaling protocols (such as SCCP, H.225, RAS, CAST, and so on).

Given the recommended classes, the first step is to decide where the packets will be classified (that is,
which device will be the first to mark the traffic with its QoS classification). There are essentially two
places to mark or classify traffic:

« Ontheoriginating endpoint — the classification isthen trusted by the upstream switches and routers

- On the switches and/or routers — because the endpoint is either not capable of classifying its own
packets or is not trustworthy to classify them correctly

QoS Enforcement Using a Trusted Relay Point (TRP)

A Trusted Relay Point (TRP) can be used to enforce and/or re-mark the DSCP values of media flows
from endpoints. This feature allows QoS to be enforced for media from endpoints such as softphones,
where the media QoS values might have been modified locally.

A TRP is amediaresource based upon the existing Cisco |0S mediatermination point (MTP) function.
Endpoints can be configured to "Use Trusted Relay Point," which will invoke a TRP for all calls.

For QoS enforcement, the TRP uses the configured QoS values for mediain Unified CM's Service
Parameters to re-mark and enforce the QoS values in media streams from the endpoint.

TRP functionality is supported by Cisco IOS MTPs and transcoding resources. (Use Unified CM to
check "Enable TRP" on the MTP or transcoding resource to activate TRP functionality.)

Interface Queuing

After packets have been marked with the appropriate tag at Layer 2 (CoS) and Layer 3 (DSCP or PHB),
it isimportant to configure the network to schedule or queue traffic based on this classification, so asto
provide each class of traffic with the service it needs from the network. By enabling QoS on campus
switches, you can configure all voice traffic to use separate queues, thus virtually eliminating the
possibility of dropped voice packets when an interface buffer fills instantaneously.

Although network management tools may show that the campus network is not congested, QoS tools are
still required to guarantee voice quality. Network management tools show only the average congestion
over a sample time span. While useful, this average does not show the congestion peaks on a campus
interface.

Transmit interface buffers within a campus tend to congest in small, finite intervals as a result of the
bursty nature of network traffic. When this congestion occurs, any packets destined for that transmit
interface are dropped. The only way to prevent dropped voice traffic is to configure multiple queues on
campus switches. For this reason, Cisco recommends always using a switch that has at least two output
gueues on each port and the ability to send packetsto these queues based on QoS Layer 2 and/or Layer 3
classification. The mgjority of Cisco Catalyst Switches support two or more output queues per port. For
more information on Cisco Catalyst Switch interface queuing capabilities, refer to the documentation at
http://www.cisco.com/en/US/products/hw/switches/index.html
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Bandwidth Provisioning

In the campus LAN, bandwidth provisioning recommendations can be summarized by the motto, Over
provision and under subscribe. Thismotto implies careful planning of the LAN infrastructure so that the
available bandwidth is always considerably higher than the load and there is no steady-state congestion
over the LAN links.

The addition of voicetraffic onto aconverged network does not represent asignificant increasein overall
network traffic load; the bandwidth provisioning is still driven by the demands of the data traffic
requirements. The design goal is to avoid extensive data traffic congestion on any link that will be
traversed by telephony signaling or media flows. Contrasting the bandwidth requirements of a single
G.711 voice call (approximately 86 kbps) to the raw bandwidth of a FastEthernet link (100 Mbps)
indicates that voice is not a source of traffic that causes network congestion in the LAN, but rather it is
atraffic flow to be protected from LAN network congestion.

Impairments to IP Communications if QoS is Not Employed

If QoSis not deployed, packet drops and excessive delay and jitter can occur, leading to impairments of
the telephony services. When media packets are subjected to drops, delay, and jitter, the user-perceivable
effects include clicking sound, harsh-sounding voice, extended periods of silence, and echo.

When signaling packets are subjected to the same conditions, user-perceivable impairments include
unresponsiveness to user input (such as delay to dial tone), continued ringing upon answer, and double
dialing of digits due to the user's belief that the first attempt was not effective (thus requiring hang-up
and redial). M ore extreme cases can include endpoint re-initialization, call termination, and the spurious
activation of SRST functionality at branch offices (leading to interruption of gateway calls).

These effects apply to all deployment models. However, single-site (campus) deploymentstend to be less
likely to experience the conditions caused by sustained link interruptions because the larger quantity of
bandwidth typically deployed in LAN environments (minimum links of 100 Mbps) allows for some
residual bandwidth to be available for the IP Communications system.

In any WAN-based deployment model, traffic congestion is more likely to produce sustained and/or
more frequent link interruptions because the available bandwidth is much lessthanin aLAN (typically
less than 2 Mbps), so the link is more easily saturated. The effects of link interruptions can impact the
user experience, whether or not the voice media traverses the packet network, because signaling traffic
between endpoints and the Unified CM servers can also be delayed or dropped.

QoS Design Considerations for Virtual Unified Communications with Cisco UCS
B-Series Blade Servers

With a virtualized Unified Communications solution, Cisco Unified Communications products can run
as virtual machines on a select set of supported hypervisor, server, and storage products. The most
important component in avirtual Unified Communications solution is the Cisco Unified Computing
System (UCS) Platform along with hypervisor virtualization technology. Virtualized Unified
Communications designs have specific considerations with respect to QoS, as discussed bel ow. For more
information on the Cisco Unified Computing System (UCS) architecture, hypervisor technology for
application virtualization, and Storage Area Networking (SAN) concepts, see Deploying Unified
Communications on Virtualized Servers, page 5-46.
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In avirtualized environment, Unified Communications applications such as Cisco Unified
Communications Manager (Unified CM) run as virtual machines on top of the VMware Hypervisor.
These Unified Communications virtual machines are connected to a virtual software switch rather than
a hardware-based Ethernet switch for Media Convergence Server (MCS) deployments. The following
types of virtual software switches are available:

» VMware vSphere Standard Switch

Available with all VMware vSphere editions and independent of the type of VMware licensing
scheme. The vSphere Standard Switch exists only on the host on which it is configured.

« VMware vSphere Distributed Switch

Available only with the Enterprise Plus Edition of VMware vSphere. The vSphere Distributed
Switch acts as a single switch across all associated hosts on a datacenter and helps simplify
manageability of the software virtual switch.

« Cisco Nexus 1000V Switch

Cisco has a software switch called the Nexus 1000 Virtual (1000V) Switch. The Cisco Nexus 1000V
requires the Enterprise Plus Edition of VMware vSphere. It is adistributed virtual switch visible to
multiple VMware hosts and virtual machines. The Cisco Nexus 1000V Series provides policy-based
virtual machine connectivity, mobile virtual machine security, enhanced QoS, and network policy.

From the virtual connectivity point of view, each virtual machine can connect to any one of the above
virtual switches residing on a blade server. The blade servers physically connect to the rest of the
network via a Fabric Extender in the UCS chassis to a UCS Fabric Interconnect Switch (for example,
Cisco UCS 6100 or 6200 Series). The UCS Fabric Interconnect Switch is where the physical wiring
connects to a customer's 1 Gb or 10 Gb Ethernet LAN and FC SAN.

From the traffic flow point of view, traffic from the virtual machines first goes to the software virtual
switch (for example, vSphere Standard Switch, vSphere Distributed Switch, or Cisco Nexus 1000V
Switch). The virtual switch then sends the traffic to the physical UCS Fabric Interconnect Switch
(UCS 6100 or 6200 Series) through its blade server's Network Adapter and Fabric Extender. The UCS
Fabric Interconnect Switch carries both the IP and fibre channel SAN traffic via Fibre Channel over
Ethernet (FCoE) on a single wire. The UCS Fabric Interconnect Switch sends IP traffic to an I P switch
(for example, Cisco Catalyst or Nexus Series Switch), and it sends SAN traffic to a Fibre Channel SAN
Switch (for example, Cisco MDS Series Switch).

Standard Switching Element QoS Behavior

By default within the UCS 6100 or 6200 Series Fabric Interconnect Switch, a priority QoS classis
automatically created for all fibre channel (FC) traffic destined to the SAN switch. This FC QoS class
has no drop policy, and all the FC traffic is marked with Layer 2 CoS value of 3. By default all other
traffic (Ethernet and IP), including voice sighaling and media traffic, falls into Best Effort QoS class.

The vSphere Standard Switch, vSphere Distributed Switch, and UCS 6100 or 6200 Series switches
cannot map L3 DSCP valuesto L2 CoS values. Traffic can be prioritized or de-prioritize inside the
UCS 6100 and 6200 Series Switches based on L2 CoS only.

Note  Unified Communications applications mark the L3 DSCP values only (for instance, CS3 for voice
signaling). It is possible to mark traffic with an L2 CoS value through UCS Manager, but all traffic
originating from avirtual machine network adapter would be marked with the same L2 CoS value if the
Nexus 1000V is not used.
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The Nexus 1000V software switch has the ability to map L3 DSCP valuesto L2 CoS values, and vice
versa, like traditional Cisco physical switches such as the Catalyst Series Switches. Therefore, when
Unified Communications traffic leaves a virtual machine and enters the Nexus 1000V switch, its L3
DSCP values can be mapped to corresponding L2 CoS values. This traffic can then be prioritized or
de-prioritized based on the L2 CoS value inside the UCS 6100 Switch.

For instance, voice signaling traffic with L3 DSCP value of CS3 is mapped to L2 CoS value of 3 by
Nexus 1000V. By default, all Fibre Channel over Ethernet (FCoE) traffic is marked with L2 CoS value
of 3 by Cisco UCS. When voice signaling and FCoE traffic enter the Cisco UCS 6100 Fabric
Interconnect Switch, both will carry a CoS value of 3. In this situation voice signaling traffic will share
gueues and scheduling with the Fibre Channel priority class and will be given lossless behavior. (Fibre
Channel priority class for CoS 3 in the UCS Fabric Interconnect Switch does not imply that the class
cannot be shared with other types of traffic.)

The L2 CoSvalue for FCoE traffic can be changed from its default value of 3to another value, and CoS 3
can be reserved exclusively for the voice signaling traffic. However, Cisco does not suggest or
recommend this approach because some Converged Network Adapters (CNAS) cause problemswhen the
FCoE CoS value is not set to avalue of 3.

Congestion Scenario

In the physical server design, the hard drives arelocally attached to the M CS server, and the SCSI traffic
never competes with the Ethernet IP traffic.

Virtual Unified Communications designs with UCS B-Series Systems are different than traditional
MCS-based designs. In avirtual Unified Communications design, because the hard drive is remote and
accessed viathe FC SAN, there is a potential for FC SAN traffic to compete for bandwidth with the
Ethernet IPtraffic inside the UCS Fabric Interconnect Switch. Thiscould resultin voice-related | P traffic
(signaling and media) being dropped because FC traffic has a no-drop policy inside the UCS Fabric
Interconnect Switch. This congestion or oversubscription scenario is highly unlikely, however, because
the UCS Fabric Interconnect Switch provides a high-capacity switching fabric, and the usable bandwidth
per server blade far exceeds the maximum traffic requirements of atypical Unified Communications
application.

Design Recommendations

The Nexus 1000V provides enhanced QoS and other features (for example, ACLs, DHCP snooping, |P
Source Guard, SPAN, and so forth) that are essential for virtualized data centers and are not availablein
the other virtual switch implementations. With its capability to map L3 DSCP valuesto L2 CoS values,
the Nexus 1000V switch is recommended for large data center implementations where Cisco Unified
Communications Applications are deployed with many other virtual machines running on UCS B-Series
system. For other Unified Communications depl oyments, the decision to use the Nexus 1000V will vary
on a case-by-case basis, depending on the available bandwidth for Unified Communications
Applications within the UCS architecture. If there is a possibility that a congestion scenario will arise,
then the Nexus 1000V switch should be deployed.

An example of an alternative solution that can also be deployed on all virtual switchesisto configure all
physical Network Adapters on the Unified Communications server blades to set a QoS policy of
Platinum (CoS=5; No Drop Policy) for al traffic. Any other application running on the same UCS
system or chassis should set the QoS policy to best effort. The downside to this approach is that all
traffic types from virtual Unified Communications applications will have their CoS value set to
Platinum, including all non-voice traffic (for example, backups, CDRs, logs, Web traffic, and so forth).
Although this solution is not optimal, it does raise the priority of Unified Communications application
traffic to that of FC SAN-destined traffic, thus reducing the possibility of traffic drops.
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The deployment of an IP Communications system requires the coordinated design of awell structured,
highly available, and resilient network infrastructure as well as an integrated set of network services
including Domain Name System (DNS), Dynamic Host Configuration Protocol (DHCP), Trivial File
Transfer Protocol (TFTP), and Network Time Protocol (NTP).

Domain Name System (DNS)

DNS enables the mapping of host names and network services to |P addresses within a network or
networks. DNS server(s) deployed within a network provide a database that maps network services to
hostnames and, in turn, hostnames to | P addresses. Devices on the network can query the DNS server
and receive | P addresses for other devices in the network, thereby facilitating communication between
network devices.

Complete reliance on a single network service such as DNS can introduce an element of risk when a
critical Unified Communications system is deployed. If the DNS server becomes unavailable and a
network device isrelying on that server to provide a hostname-to-1P-address mapping, communication
can and will fail. For thisreason, in networks requiring high availability, Cisco recommends that you do
not rely on DNS name resolution for any communications between Unified CM and the Unified
Communications endpoints.

For standard deployments, Cisco recommends that you configure Unified CM(s), gateways, and
endpoint devices to use | P addresses rather than hostnames. For endpoint devices, Cisco does not
recommend configuration of DNS parameters such as DNS server addresses, hostnames, and domain
names. During the initial installation of the publisher node in a Unified CM cluster, the publisher will
be referenced in the server table by the hostname you provided for the system. Before installation and
configuration of any subsequent subscribers or the definition of any endpoints, you should change this
server entry to the IP address of the publisher rather than the hostname. Each subscriber added to the
cluster should be defined in this same server table via IP address and not by hosthname. Each subscriber
should be added to this server table one device at a time, and there should be no definitions for
non-existent subscribers at any time other than for the new subscriber being installed.

During installation of the publisher and subscriber, Cisco recommend that you do not select the option
to enable DNS unless DNSis specifically required for system management purposes. If DNSis enabled,
Cisco still highly recommend that you do not use DNS names in the configuration of the IP
Communications endpoints, gateways, and Unified CM servers. Even if DNSis enabled on the servers
in the cluster, it is never used for any intra-cluster server-to-server communications and is used only for
communications to devices external to the cluster itself.

Deploying Unified CM with DNS

There are some situations in which configuring and using DNS might be unavoidable. For example, if
Network Address Translation (NAT) is required for communications between the IP phones and
Unified CM in the IP Communications network, DNS is required to ensure proper mapping of NAT
translated addresses to network host devices. Likewise, some | P telephony disaster recovery network
configurationsrely on DNS to ensure proper failover of the network during failure scenarios by mapping
hostnames to secondary backup site IP addresses.

If either of these two situations exists and DNS must be configured, you must deploy DNS serversin a
geographically redundant fashion so that a single DNS server failure will not prevent network
communications between |P telephony devices. By providing DNS server redundancy in the event of a
single DNS server failure, you ensure that devices relying on DNS to communicate on the network can
still receive hostname-to-1P-address mappings from a backup or secondary DNS server.
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Unified CM can use DNS to:
» Provide simplified system management
» Resolve fully qualified domain names to | P addresses for trunk destinations
» Resolve fully qualified domain names to | P addresses for SIP route patterns based on domain name
» Resolve service (SRV) records to host names and then to IP addresses for SIP trunk destinations

When DNS is used, Cisco recommends defining each Unified CM cluster as a member of avalid
sub-domain within thelarger organizational DNS domain, defining the DN'S domain on each Cisco MCS
server, and defining the primary and secondary DNS server addresses on each MCS server.

Table 3-4 shows an example of how DNS server could use A records (Hostname-to-1P-address
resolution), Cname records (aliases), and SRV records (service records for redundancy and load
balancing) in a Unified CM environment.

Table 3-4 Example Use of DNS with Unified CM

Host Name Type TTL Data
CUCM-Admin.clusterl.cisco.com |Host (A) 12 Hours |182.10.10.1
CUCM1.clusterl.cisco.com Host (A) Default 182.10.10.1
CUCM2.clusterl.cisco.com Host (A) Default 182.10.10.2
CUCM3.clusterl.cisco.com Host (A) Default 182.10.10.3
CUCMA4.clusterl.cisco.com Host (A) Default 182.10.10.4
TFTP-serverl.clusterl.cisco.com |Host (A) 12 Hours |182.10.10.11
TFTP-server2.clusterl.cisco.com |Host (A) 12 Hours |182.10.10.12
www.CUCM-Admin.cisco.com Alias (CNAME) |Default CUCM-Admin.clusterl.cisco.com
_sip._tcp.clusterl.cisco.com. Service (SRV) Default CUCM1.clusterl.cisco.com
_sip._tcp.clusterl.cisco.com. Service (SRV) Default CUCM2.clusterl.cisco.com
_sip._tcp.clusterl.cisco.com. Service (SRV) Default CUCM3.clusterl.cisco.com
_Sip._tcp.clusterl.cisco.com. Service (SRV) Default CUCMA4.clusterl.cisco.com

Dynamic Host Configuration Protocol (DHCP)

DHCP is used by hosts on the network to obtain initial configuration information, including I P address,
subnet mask, default gateway, and TFTP server address. DHCP eases the administrative burden of
manually configuring each host with an |P address and other configuration information. DHCP also
provides automatic reconfiguration of network configuration when devices are moved between subnets.
The configuration information is provided by a DHCP server located in the network, which responds to
DHCP requests from DHCP-capable clients.

You should configure IP Communications endpoints to use DHCP to simplify deployment of these
devices. Any RFC 2131 compliant DHCP server can be used to provide configuration information to IP
Communications network devices. When deploying |P telephony devices in an existing data-only
network, all you have to do is add DHCP voice scopes to an existing DHCP server for these new voice
devices. Because | P telephony devices are configured to use and rely on a DHCP server for I[P
configuration information, you must deploy DHCP servers in a redundant fashion. At least two DHCP
servers should be deployed within the telephony network such that, if one of the serversfails, the other
can continue to answer DHCP client requests. You should also ensure that DHCP server(s) are
configured with enough IP subnet addresses to handle all DHCP-reliant clients within the network.
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DHCP Option 150

Note

Note

I P telephony endpoints can be configured to rely on DHCP Option 150 to identify the source of
telephony configuration information, available from a server running the Trivial File Transfer Protocol
(TFTP).

In the simplest configuration, where asingle TFTP server is offering service to all deployed endpoints,
Option 150 is delivered as a single I P address pointing to the system's designated TFTP server. The
DHCP scope can also deliver two |P addresses under Option 150, for deployments where there are two
TFTP servers within the same cluster. The phone would use the second address if it fails to contact the
primary TFTP server, thus providing redundancy. To achieve both redundancy and load sharing between
the TFTP servers, you can configure Option 150 to provide the two TFTP server addresses in reverse
order for half of the DHCP scopes.

If the primary TFTP server is available but is not able to grant the requested file to the phone (for
example, because the requesting phone is not configured on that cluster), the phone will not attempt to
contact the secondary TFTP server.

Cisco highly recommends using adirect | P address (that is, not relying on aDNS service) for Option 150
because doing so eliminates dependencies on DNS service availability during the phone boot-up and
registration process.

Even though I P phones support a maximum of two TFTP servers under Option 150, you could configure
a Unified CM cluster with more than two TFTP servers. For instance, if aUnified CM systemis
clustered over aWAN at three separate sites, three TFTP servers could be deployed (one at each site).
Phones within each site could then be granted a DHCP scope containing that site's TFTP server within
Option 150. This configuration would bring the TFTP service closer to the endpoints, thus reducing
latency and ensuring failure isolation between the sites (one site's failure would not affect TFTP service
at another site).

Phone DHCP Operation Following a Power Recycle

DHCP Lease Times

If a phone is powered down and comes back up while the DHCP server is still offline, it will attempt to
use DHCP to obtain I P addressing information (as normal). In the absence of aresponse from a DHCP
server, the phone will re-use the previously received DHCP information to register with Unified CM.

Configure DHCP lease times as appropriate for the network environment. Given afairly static network
in which PCs and telephony devices remain in the same place for long periods of time, Cisco
recommends longer DHCP lease times (for example, one week). Shorter lease times require more
frequent renewal of the DHCP configuration and increase the amount of DHCP traffic on the network.
Conversely, networks that incorporate large numbers of mobile devices, such as laptops and wireless
telephony devices, should be configured with shorter DHCP |ease times (for example, one day) to
prevent depletion of DHCP-managed subnet addresses. Mobile devices typically use IP addresses for
short increments of time and then might not request a DHCP renewal or new address for along period
of time. Longer lease times will tie up these | P addresses and prevent them from being reassigned even
when they are no longer being used.

Cisco Unified IP Phones adhere to the conditions of the DHCP |ease duration as specified in the DHCP
server's scope configuration. Once half the lease time has expired since the last successful DHCP server
acknowledgment, the IP phone will request a lease renewal. This DHCP client Request, once
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acknowledged by the DHCP server, will allow the IP phone to retain use of the | P scope (that is, the IP
address, default gateway, subnet mask, DNS server (optional), and TFTP server (optional)) for another
lease period. If the DHCP server becomes unavailable, an | P phone will not be able to renew its DHCP
lease, and as soon as the lease expires, it will relinquish its IP configuration and will thus become
unregistered from Unified CM until a DHCP server can grant it another valid scope.

In centralized call processing deployments, if a remote site is configured to use a centralized DHCP
server (through the use of a DHCP relay agent such as the IP Helper Addressin Cisco |10S) and if
connectivity to the central site is severed, | P phones within the branch will not be able to renew their
DHCP scope leases. In this situation, branch IP phones are at risk of seeing their DHCP lease expire,
thus losing the use of their IP address, which would lead to service interruption. Given the fact that
phones attempt to renew their leases at half the lease time, DHCP lease expiration can occur as soon as
half the |ease time since the DHCP server became unreachable. For example, if the lease time of aDHCP
scopeis set to 4 days and a WAN failure causes the DHCP server to be unavailable to the phonesin a
branch, those phones will be unable to renew their leases at half the lease time (in this case, 2 days). The
I P phones could stop functioning as early as 2 days after the WAN failure, unless the WAN comes back
up and the DHCP server is available before that time. If the WAN connectivity failure persists, all phones
see their DHCP scope expire after a maximum of 4 days from the WAN failure.

This situation can be mitigated by one of the following methods:
» Set the DHCP scope lease to along duration (for example, 8 days or more).

This method would give the system administrator a minimum of half the lease time to remedy any
DHCP reachability problem. Long lease durations also have the effect of reducing the frequency of
network traffic associated with lease renewals.

» Configure co-located DHCP server functionality (for example, run a DHCP server function on the
branch's Cisco |OS router).

This approach isimmune to WAN connectivity interruption. One effect of such an approach isto
decentralize the management of |P addresses, requiring incremental configuration efforts in each
branch. (See DHCP Network Deployments, page 3-25, for more information.)

~
Note  Theterm co-located refers to two or more devices in the same physical location, with no
WAN or MAN connection between them.

DHCP Network Deployments

There are two options for deploying DHCP functionality within an | P telephony network:
« Centralized DHCP Server

Typically, for a single-site campus | P telephony deployment, the DHCP server should be installed
at a central location within the campus. As mentioned previously, redundant DHCP servers should
be deployed. If the I P telephony deployment also incorporates remote branch telephony sites, asin
a centralized multisite Unified CM deployment, a centralized server can be used to provide DHCP
service to devices in the remote sites. This type of deployment requires that you configure the ip
helper-address on the branch router interface. Keep in mind that, if redundant DHCP servers are
deployed at the central site, both servers' IP addresses must be configured as ip helper-address.
Also note that, if branch-side telephony devices rely on a centralized DHCP server and the WAN
link between the two sites fails, devices at the branch site will be unable to send DHCP requests or
receive DHCP responses.
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Note By default, service dhcp is enabled on the Cisco 10S device and does not appear in the
configuration. Do not disable this service on the branch router because doing so will disable
the DHCP relay agent on the device, and the ip hel per-address configuration command will
not work.

« Centralized DHCP Server and Remote Site Cisco |OS DHCP Server

When configuring DHCP for use in a centralized multisite Unified CM deployment, you can use a
centralized DHCP server to provide DHCP service to centrally located devices. Remote devices
could receive DHCP service from alocally installed server or from the Cisco 10S router at the
remote site. Thistype of deployment ensures that DHCP services are available to remote tel ephony
devices even during WAN failures. Example 3-1 lists the basic Cisco |OS DHCP server
configuration commands.

Example 3-1 Cisco I0OS DHCP Server Configuration Commands

! Activate DHCP Service on the IOS Device

service dhcp

! Specify any IP Address or IP Address Range to be excluded from the DHCP pool
ip dhcp excluded-address <ip—address>\<ip—address—low> <ip-address-high>

! Specify the name of this specific DHCP pool, the subnet and mask for this
! pool, the default gateway and up to four TFTP

ip dhcp pool <dhcp-pool name>
network <ip-subnet> <mask>
default-router <default-gateway-ip>
option 150 ip <tftp-server-ip-1> ...

! Note: IP phones use only the first two addresses supplied in the option 150
! field even if more than two are configured.

Unified CM DHCP Sever (Standalone versus Co-Resident DHCP)

Typically DHCP servers are dedicated machine(s) in most network infrastructures, and they runin
conjunction with the DNS and/or the Windows Internet Naming Service (WINS) services used by that
network. In some instances, given asmall Unified CM deployment with no more than 1000 devices
registering to the cluster, you may run the DHCP server on aUnified CM server to support those devices.
However, to avoid possible resource contention such as CPU contention with other critical services
running on Unified CM, Cisco recommends moving the DHCP Server functionality to a dedicated
server. If more than 1000 devices are registered to the cluster, DHCP must not be run on a Unified CM
server but instead must be run on a dedicated or standalone server(s).

Note  The term co-resident refers to two or more services or applications running on the same server.
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Trivial File Transfer Protocol (TFTP)

Note

Within aCisco Unified CM system, endpoints such as | P phonesrely on aTFTP-based processto acquire
configuration files, software images, and other endpoint-specific information. The Cisco TFTP service
isafile serving system that can run on one or more Unified CM servers. It builds configuration files and
serves firmware files, ringer files, device configuration files, and so forth, to endpoints.

The TFTP file systems can hold several file types, such as the following:
» Phone configuration files
« Phone firmware files
» Certificate Trust List (CTL) files
e ldentity Trust List (ITL) files
- Tonelocalization files
» User interface (Ul) localization and dictionary files
» Ringer files
- Softkey files
« Dial plan files for SIP phones

The TFTP server manages and serves two types of files, those that are not modifiable (for example,
firmware files for phones) and those that can be modified (for example, configuration files).

A typical configuration file containsaprioritized list of Unified CMsfor adevice (for example, an SCCP
or SIP phone), the TCP ports on which the device connects to those Unified CMss, and an executable load
identifier. Configuration files for selected devices contain locale information and URL s for the
messages, directories, services, and information buttons on the phone.

When a device's configuration changes, the TFTP server rebuilds the configuration files by pulling the
relevant information from the Unified CM database. The new file(s) is then downloaded to the phone
once the phone has been reset. As an example, if a single phone's configuration file is modified (for
example, during Extension Mobility login or logout), only that file is rebuilt and downloaded to the
phone. However, if the configuration details of a device pool are changed (for example, if the primary
Unified CM server is changed), then all devicesin that device pool need to have their configuration files
rebuilt and downloaded. For device pools that contain large numbers of devices, this file rebuilding
process can impact server performance.

Prior to Cisco Unified CM 6.1, to rebuild modified files, the TFTP server pulled information from the
publisher's database. With Unified CM 6.1 and later releases, the TFTP server can perform alocal
database read from the database on its co-resident subscriber server. Local database read not only
provides benefits such as the preservation of user-facing features when the publisher in unavailable, but
also allows multiple TFTP servers to be distributed by means of clustering over the WAN. (The same
latency rules for clustering over the WAN apply to TFTP servers as to servers with registered phones.)
This configuration brings the TFTP service closer to the endpoints, thus reducing latency and ensuring
failure isolation between the sites.

When a device requests a configuration file from the TFTP server, the TFTP server searches for the
configuration filein itsinternal caches, the disk, and then alternate Cisco file servers (if specified). If
the TFTP server finds the configuration file, it sends it to the device. If the configuration file provides
Unified CM names, the device resolves the name by using DNS and opens a connection to the
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Unified CM. If the device does not receive an |P address or name, it uses the TFTP server name or IP
address to attempt a registration connection. If the TFTP server cannot find the configuration file, it
sends a "file not found" message to the device.

A device that requests a configuration file while the TFTP server is rebuilding configuration files or
while it is processing the maximum number of requests, will receive a message from the TFTP server
that causes the device to request the configuration file later. The Maximum Serving Count service
parameter, which can be configured, specifies the maximum number of requests that can be concurrently
handled by the TFTP server. (Default value = 500 requests.) Use the default valueif the TFTP serviceis
run along with other Cisco CallManager services on the same server. For a dedicated TFTP server, use
the following suggested val ues for the Maximum Serving Count: 1500 for a single-processor system or
3000 for a dual-processor system.

The Cisco Unified | P Phones 8900 Series and 9900 Series request their TFTP configuration files over
the HTTP protocol (port 6970), which is much faster than TFTP.

An Example of TFTP in Operation

Every time an endpoint reboots, the endpoint will request a configuration file (via TFTP) whose name
is based on the requesting endpoint's MAC address. (For a Cisco Unified |P Phone 7961 with MAC
address ABCDEF123456, the file name would be SEPABCDEF123456.cnf.xml.) The received
configuration fileincludesthe version of software that the phone must run and alist of Cisco Unified CM
servers with which the phone should register. The endpoint might also download, via TFTP, ringer files,
softkey templates, and other miscellaneous files to acquire the necessary configuration information
before becoming operational.

If the configuration file includes software file(s) version numbers that are different than those the phone
is currently using, the phone will also download the new software file(s) from the TFTP server to
upgrade itself. The number of files an endpoint must download to upgrade its software varies based on
the type of endpoint and the differences between the phone's current software and the new software. For
example, Cisco Unified IP Phones 7961, 7970, and 7971 download five software files under the
worst-case software upgrade.

TFTP File Transfer Times

Each time an endpoint requests a file, there is anew TFTP transfer session. For centralized call
processing deployments, the time to complete each of these transfers will affect the time it takes for an
endpoint to start and become operational as well asthetime it takes for an endpoint to upgrade during a
scheduled maintenance. While TFTP transfer times are not the only factor that can affect these end
states, they are a significant component.

The time to complete each file transfer via TFTP is predictable as a function of the file size, the
percentage of TFTP packets that must be retransmitted, and the network latency or round-trip time.

At first glance, network bandwidth might seem to be missing from the previous statement, but it is
actually included viathe percentage of TFTP packetsthat must be retransmitted. Thisisbecause, if there
is not enough network bandwidth to support the file transfer(s), then packets will be dropped by the
network interface queuing algorithms and will have to be retransmitted.

TFTP operates on top of the User Datagram Protocol (UDP). Unlike Transmission Control Protocol
(TCP), UDPis not areliable protocol, which means that UDP does not inherently have the ability to
detect packet loss. Obviously, detecting packet loss in afile transfer isimportant, so RFC 1350 defines
TFTPasalock-step protocol. In other words, aTFTP sender will send one packet and wait for aresponse
before sending the next packet (see Figure 3-8).
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Round Trip Time = 10ms

LAN Infrastructure

Example of TFTP Packet Transmission Sequence

Time = 10ms <«

\

Read Request
Data Packet

\

Acknowledgement

Time = 20ms «

Time = 30ms <«

Data Packet

Y
191938

Acknowledgement

Data Packet

If aresponseis not received in the timeout period (4 seconds by default), the sender will resend the data
packet or acknowledgment. When a packet has been sent five timeswithout aresponse, the TFTP session
fails. Because the timeout period is always the same and not adaptive like a TCP timeout, packet |oss
can significantly increase the amount of time a transfer session takes to complete.

Because the delay between each data packet is, at a minimum, equal to the network round-trip time,
network latency also is a factor in the maximum throughput that a TFTP session can achieve.

In Figure 3-9, the round-trip time has been increased to 40 ms and one packet has been lost in transit.
Whiletheerror rateishigh at 12%, it is easy to see the effect of latency and packet loss on TFTP because
the time to complete the session increased from 30 ms (in Figure 3-8) to 4160 ms (in Figure 3-9).

Figure 3-9

Round Trip Time = 40ms

Effect of Packet Loss on TFTP Session Completion Time

Y

Time = 40ms <«

Read Request

Data Packet

Y

Acknowledgement

Time = 80ms «

Data Packet

\

Acknowledgement

4 second timeout (Packet loss)

Y

Time =4 sec + 120ms = 4120ms <

Acknowledgement

191939

Data Packet

Use the following formula to calculate how long a TFTP file transfer will take to complete:
FileTransferTime = FileSize = [(RTT + ERR * Timeout) / 512000]

Where:
FileTransferTime is in seconds.

FileSizeisin bytes.

RTT isthe round-trip time in milliseconds.

ERR isthe error rate, or percentage of packets that are lost.

Timeout is in milliseconds.
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Table 3-5

512000 = (TFTP packet size) * (1000 millisecond per seconds) =
(512 bytes) * (1000 millisecond per seconds)

Table 3-5 and Table 3-6 illustrate the use of this equation to cal cul ate transfer times for the softwarefiles

for various endpoint device types, protocols, and network latencies.

TFTP File Transfer Times for SCCP Devices

Device Type (Cisco

Firmware Size
(bytes, rounded

Time to Complete Transfer (1% error rate)

Unified IP Phone) up to next 100k) {40 ms RTT 80 ms RTT 120 ms RTT 160 ms RTT 200 ms RTT
7985 15,000,000 39 min 3 sec 58 min35sec |78 min7 sec 97 min39sec 117 min 11 sec
7921 9,700,000 25min15sec |37min53sec |50 min3lsec |63 min9 sec 75 min 46 sec
7975 6,300,000 l6min24sec [24min36sec [32min48sec |41 min0 sec 49 min 13 sec
7970 or 7971 6,300,000 16min24sec |[24min36sec [32min48sec |41 min 0 sec 49 min 13 sec
7965 or 7945 6,300,000 16min24sec |[24min36sec [32min48sec |41 min 0O sec 49 min 13 sec
7962 or 7942 6,200,000 16 min 8 sec 24min13sec [32minl7sec |[40min2lsec |48 min 26 sec
7941 or 7961 6,100,000 15min53sec |23min49sec |31 min46sec |39min42sec |47 min 39 sec
7931 6,100,000 15min53sec [23min49sec [31min46sec |39 min42sec |47 min 39 sec
7911 or 7906 6,100,000 15min53sec [23min49sec [31min46sec |39 min42sec |47 min 39 sec
7935 2,100,000 5 min 28 sec 8 min 12 sec 10 min56sec (13 min40sec |16 min 24 sec
7920 1,200,000 3min7 sec 4 min 41 sec 6 min 15 sec 7 min 48 sec 9 min 22 sec
7936 1,800,000 4 min 41 sec 7min 1 sec 9 min 22 sec 11 min43sec |14 min 3 sec
7940 or 7960 900,000 2 min 20 sec 3 min 30 sec 4 min 41 sec 5 min 51 sec 7min1sec
7910 400,000 1 min 2 sec 1 min 33 sec 2min5 sec 2 min 36 sec 3min 7 sec
7912 400,000 1 min 2 sec 1 min 33 sec 2min5sec 2 min 36 sec 3min7sec
7905 400,000 1 min 2 sec 1 min 33 sec 2min5 sec 2 min 36 sec 3min7 sec
7902 400,000 1 min 2 sec 1 min 33 sec 2min5 sec 2 min 36 sec 3min7sec
Table 3-6 TFTP File Transfer Times for SIP Devices
Firmware Size  |Time to Complete Transfer (1% error rate)

Device Type (Cisco |(bytes, rounded
Unified IP Phone) up to next 100k) (40 ms RTT 80 ms RTT 120 ms RTT 160 ms RTT 200 ms RTT
7975 6,600,000 17minllsec [25min46sec [(34min22sec [(42min58sec |51 min 33 sec
7970 or 7971 6,700,000 17min26sec |26 min10sec [34min53sec |43 min 37 sec |52 min 20 sec
7965 or 7945 6,600,000 17minl1llsec [25min46sec [34min22sec |42min58sec |51 min 33 sec
7962 or 7942 6,500,000 16 min55sec [25min23sec [33min5lsec |42min19sec |50 min 46 sec
7941 or 7961 6,500,000 16 min55sec [25min23sec [33min51lsec [(42min19sec |50 min 46 sec
7911 or 7906 6,400,000 16 min40sec |25 min 0 sec 33min20sec |41 min40sec |50 min O sec
7940 or 7960 900,000 2 min 20 sec 3 min 30 sec 4 min 41 sec 5min 51 sec 7 min 1 sec
7912 400,000 1 min 2 sec 1 min 33 sec 2min5 sec 2 min 36 sec 3min7 sec
7905 400,000 1 min 2 sec 1 min 33 sec 2min5 sec 2 min 36 sec 3min 7 sec
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The values in Table 3-5 and Table 3-6 are the approximate times to download the necessary firmware
files to the phone. Thisis not an estimate of the time that it will take for a phone to upgrade to the new
firmware and become operational.

Cisco Unified IP Phone Firmware Releases 7.x have a 10-minute timeout when downloading new files.
If the transfer is not completed within this time, the phone will discard the download even if the transfer
completes successfully later. If you experience this problem, Cisco recommends that you use a local

TFTP server to upgrade phones to the 8.x firmware releases, which have a timeout value of 61 minutes.

Because network latency and packet loss have such an effect on TFTP transfer times, alocal TFTP
Server can be advantageous. Thislocal TFTP server may be a Unified CM subscriber in a deployment
with cluster over the WAN or an alternative local TFTP "Load Server" running on a Cisco Integrated
Services Router (ISR), for example. Newer endpoints (which have larger firmware files) can be
configured with a Load Server address, which allows the endpoint to download the relatively small
configuration files from the central TFTP server but use alocal TFTP Server (which is not part of the
Unified CM cluster) to download the larger software files. For details on which Cisco Unified | P Phones
support an alternative local TFTP Load Server, refer to the product documentation for your particular
phone models (available at http://www.cisco.com).

The exact process each phone goes through on startup and the size of the files downloaded will depend
on the phone model, the signaling type configured for the phone (SCCP, MGCP, or SIP) and the previous
state of the phone. While there are differences in which files are requested, the general process each
phone follows is the same, and in all cases a TFTP server is used to request and deliver the appropriate
files. The general recommendations for TFTP server deployment do not change based on the protocol
and/or phone models deployed.

TFTP Server Redundancy

TFTP Load Sharing

Option 150 allows up to two | P addresses to be returned to phones as part of the DHCP scope. The phone
tries the first address in the list, and it tries the subsequent address only if it cannot establish
communications with the first TFTP server. This address list provides a redundancy mechanism that
enables phonesto obtain TFTP services from another server even if their primary TFTP server hasfailed.

Cisco recommends that you grant different ordered lists of TFTP serversto different subnetsto allow for
load balancing. For example:

e Insubnet 10.1.1.0/24; Option 150: TFTP1 Primary, TFTP1_Secondary
e Insubnet 10.1.2.0/24: Option 150: TFTP1_Secondary, TFTP1_Primary

Under normal operations, a phone in subnet 10.1.1.0/24 will request TFTP services from
TFTP1_Primary, while a phone in subnet 10.1.2.0/24 will request TFTP services from
TFTP1_Secondary. If TFTP1_Primary fails, then phones from both subnets will request TFTP services
from TFTP1_Secondary.

L oad balancing avoids having a single TFTP server hot-spot, where all phones from multiple clusters
rely on the same server for service. TFTP load balancing is especially important when phone software
loads are transferred, such as during a Unified CM upgrade, because more files of larger size are being
transferred, thus imposing a bigger load on the TFTP server.
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Centralized TFTP and Proxy TFTP Services

In multi-cluster systems, it is possibleto have a single subnet or VLAN containing phones from multiple
clusters. In this situation, the TFTP servers whose addresses are provided to all phonesin the subnet or
VLAN must answer the file transfer requests made by each phone, regardless of which cluster contains
the phone. In a centralized TFTP deployment, a set of TFTP servers associated with one of the clusters
must provide TFTP services to all the phones in the multi-cluster system.

In order to provide this single point of file access, each cluster's TFTP server must be able to servefiles
viathe central proxy TFTP server. With Cisco Unified CM 5.0 and later releases, this proxy arrangement
is accomplished by configuring a set of possible redirect locations in the central TFTP server, pointing
to each of the other clusters’ TFTP servers. This configuration uses a HOST redirect statement in the
Alternate File Locations on the centralized TFTP server, one for each of the other clusters. Each of the
redundant TFTP serversin the centralized cluster should point to one of the redundant serversin each
of the child clusters. It is not necessary to point the centralized server to both redundant serversin the
child clusters because the redistribution of files within each individual cluster and the failover
mechanisms of the phones between the redundant servers in the central cluster provide for avery high
degree of fault tolerance.

Figure 3-10 shows an example of the operation of this process. A request from a phone registered to
Cluster 3isdirected to the centralized TFTP server configured in Cluster 1 (C1_TFTP_Primary). This
server will in turn query each of the configured alternate TFTP servers until one responds with a copy
of the fileinitially requested by the phone. Requests to the centralized secondary TFTP server
(C1_TFTP_Secondary) will be sent by proxy to the other clusters’ secondary TFTP servers until either
the requested file is found or all servers report that the requested file does not exist.

Figure 3-10 Centralized TFTP Servers
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Centralized TFTP in a Mixed Environment, with Servers Running Different Releases of Cisco Unified CM

With the introduction of the Security by Default featurein Cisco Unified CM 8.x versions, the endpoints
registered to an 8.x or later version cluster require theinitial trust list (ITL) file in addition to the other
configuration files. The endpoints registered to clusters running Unified CM versions prior to 8.0 do not
recognize thisfile.

In acentralized TFTP implementation, all 1P phones request configuration files from the same TFTP
cluster. This requires that the centralized TFTP function run in an environment where all clusters
(including the TFTP cluster) either support ITL fileshomogeneously (that is, they are all on Unified CM
versions 8.x or later) or do not work with ITL files (that is, they are on versions 7.x or earlier).

If the centralized TFTP implementation has a mix of pre-8.x and 8.x or later versions of Unified CM,
then the ITL functions will have to be disabled temporarily on the clusters that support ITL files. For
more information, refer to the Cisco Proxy TFTP Server configuration in the Cisco Unified
Communication Manager Features and Services guide and the Cisco TFTP section in the Cisco Unified
Communication Manager System Guide, both available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

Network Time Protocol (NTP)

NTP allows network devices to synchronize their clocks to a network time server or network-capable
clock. NTPiscritical for ensuring that all devicesin a network have the same time. When
troubleshooting or managing atelephony network, it is crucial to synchronize the time stamps within all
error and security logs, traces, and system reports on devices throughout the network. This

synchroni zation enables administrators to recreate network activities and behaviors based on acommon
timeline. Billing records and call detail records (CDRs) also require accurate synchronized time.

Unified CM NTP Time Synchronization

Time synchronization is especially critical on Unified CM servers. In addition to ensuring that CDR
records are accurate and that log files are synchronized, having an accurate time source is necessary for
any future | PSec features to be enabled within the cluster and for communications with any external
entity.

Unified CM automatically synchronizes the NTP time of all subscribersin the cluster to the publisher.

Duringinstallation, each subscriber isautomatically configured to point to an NTP server running on the
publisher. The publisher considersitself to be amaster server and providestime for the cluster based on
itsinternal hardware clock unlessit is configured to synchronize from an external server. Cisco highly
recommends configuring the publisher to point to a Stratum-1, Stratum-2, or Stratum-3 NTP server to

ensure that the cluster time is synchronized with an external time source.

Cisco recommends synchronizing Unified CM with a Cisco |OS or Linux-based NTP server. Using
Windows Time Services as an NTP server is not recommended or supported because Windows Time
Services often use Simple Network Time Protocol (SNTP), and Linux-based Unified CM cannot
successfully synchronize with SNTP.

The external NTP server specified for the primary node should be NTP v4 (version 4) to avoid potential
compatibility, accuracy, and network jitter problems. External NTP servers must be NTP v4 if IPv6
addressing is used.
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For additional information about NTP time synchronization in a Cisco Unified Communications
environment, refer to the Cisco IP Telephony Clock Synchronization: Best Practices white paper,
available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/products white paper0900aecd8037fdb
5.shtml

Cisco 10S and CatOS NTP Time Synchronization

Time synchronization is also important for other devices within the network. Cisco 10S routers and
Catalyst switches should be configured to synchronize their time with the rest of the network devicesvia
NTP. Thisis critical for ensuring that debug, syslog, and console log messages are time-stamped
appropriately. Troubleshooting telephony network issues is simplified when a clear timeline can be
drawn for events that occur on devices throughout the network.

WAN Infrastructure

Proper WAN infrastructure design is also extremely important for normal Unified Communications
operation on a converged network. Proper infrastructure design requires following basic configuration
and design best practices for deploying a WAN that is as highly available as possible and that provides
guaranteed throughput. Furthermore, proper WAN infrastructure design requires deploying end-to-end
QoS on all WAN links. The following sections discuss these requirements:

« WAN Design and Configuration, page 3-34

- WAN Quality of Service (QoS), page 3-37

» Resource Reservation Protocol (RSVP), page 11-42
- Bandwidth Provisioning, page 3-45

WAN Design and Configuration

Properly designing aWAN requires building fault-tolerant network links and planning for the possibility
that these links might become unavailable. By carefully choosing WAN topologies, provisioning the
required bandwidth, and approaching the WAN infrastructure as another layer in the network topology,
you can build afault-tolerant and redundant network. The following sections examine the required
infrastructure layers and network services:

- Deployment Considerations, page 3-34
» Guaranteed Bandwidth, page 3-36
» Best-Effort Bandwidth, page 3-37

Deployment Considerations

WAN deployments for voice networks may use a hub-and-spoke, fully meshed, or partially meshed
topology. A hub-and-spoke topology consists of a central hub site and multiple remote spoke sites
connected into the central hub site. In this scenario, each remote or spoke site is one WAN-link hop away
from the central or hub site and two WAN-link hops away from all other spoke sites. A meshed topology
may contain multiple WAN links and any number of hops between the sites. In this scenario there may
be many different paths to the same site or there may be different links used for communication with
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some sites compared to other sites. The simplest example is three sites, each with a WAN link to the
other two sites, forming atriangle. In that case there are two potential paths between each site to each
other site.

Topology-unaware call admission control requiresthe WAN to be hub-and-spoke, or a spoke-lesshubin
the case of MPLS VPN. This topology ensures that call admission control, provided by Unified CM's
locations or a gatekeeper, works properly in keeping track of the bandwidth available between any two
sites in the WAN. In addition, multiple hub-and-spoke deployments can be interconnected via WAN
links.

Topology-aware call admission control may be used with either hub-and-spoke or an arbitrary WAN
topology. This form of call admission control requires parts of the WAN infrastructure to support
Resource Reservation Protocol (RSVP). For details, see Resource Reservation Protocol (RSVP),
page 11-42, and Call Admission Control, page 11-1.

For more information about centralized and distributed multisite deployment models as well as
Multiprotocol Label Switching (MPLS) implications for these deployment models, see the chapter on
Unified Communications Deployment Models, page 5-1.

WAN links should, when possible, be made redundant to provide higher levels of fault tolerance.
Redundant WAN links provided by different service providers or located in different physical
ingress/egress points within the network can ensure backup bandwidth and connectivity in the event that
asingle link fails. In non-failure scenarios, these redundant links may be used to provide additional
bandwidth and offer load balancing of traffic on a per-flow basis over multiple paths and equipment
within the WAN. Topol ogy-unaware call admission control normally requires redundant paths to be
over-provisioned and under-subscribed to allow for failures that reduce the availabl e bandwidth between
sites without the call admission control mechanism being aware of those failures or the reduction in
bandwidth. Topol ogy-aware call admission control is able to adjust dynamically to many of the topol ogy
changes and allows for efficient use of the total available bandwidth.

Voice and data should remain converged at the WAN, just as they are converged at the LAN. QoS
provisioning and queuing mechanisms aretypically availablein aWAN environment to ensure that voice
and data can interoperate on the same WAN links. Attempts to separate and forward voice and data over
different links can be problematic in many instances because the failure of one link typically forces all
traffic over asingle link, thus diminishing throughput for each type of traffic and in most cases reducing
the quality of voice. Furthermore, maintaining separate network links or devices makes troubleshooting
and management difficult at best.

Because of the potential for WAN links to fail or to become oversubscribed, Cisco recommends
deploying non-centralized resources as appropriate at sites on the other side of the WAN. Specifically,
media resources, DHCP servers, voice gateways, and call processing applications such as Survivable
Remote Site Telephony (SRST) and Cisco Unified Communications Manager Express (Unified CME)
should be deployed at non-central sites when and if appropriate, depending on the site size and how
critical these functions are to that site. Keep in mind that de-centralizing voice applications and devices
can increase the complexity of network deployments, the complexity of managing these resources
throughout the enterprise, and the overall cost of athe network solution; however, these factors can be
mitigated by the fact that the resources will be available during a WAN link failure.

When deploying voice in a WAN environment, Cisco recommends that you use the lower-bandwidth
G.729 codec for any voice calls that will traverse WAN links because this practice will provide
bandwidth savings on these lower-speed links. Furthermore, media resources such as MoH should be
configured to use multicast transport mechanism when possible because this practice will provide
additional bandwidth savings.

Where calls are made over best-effort networks with no QoS guarantees for voice, consider using
Internet Low Bit Rate Codec (iLBC), which enables graceful speech quality degradation and good error
resilience characteristics in networks where frames can get lost. See Table 3-9 for details of bandwidth
consumption based on codec type and sample size.
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Delay in IP Voice Networks

Recommendation G.114 of the International Telecommunication Union (ITU) states that the one-way
delay in a voice network should be less than or equal to 150 milliseconds. It isimportant to keep thisin
mind when implementing low-speed WAN links within a network. Topologies, technologies, and
physical distance should be considered for WAN links so that one-way delay is kept at or below this
150-millisecond recommendation. Implementing a Vol P network where the one-way delay exceeds
150 millisecondsintroducesissues not only with the quality of the voice call but also with call setup and
media cut-through times because several call signaling messages need to be exchanged between each
device and the call processing application in order to establish the call.

Guaranteed Bandwidth

Because voice is typically deemed a critical network application, it isimperative that bearer and
signaling voice traffic always reaches its destination. For this reason, it isimportant to choose a WAN
topology and link type that can provide guaranteed dedicated bandwidth. The following WAN link
technologies can provide guaranteed dedicated bandwidth:

« Leased Lines

« Frame Relay

» Asynchronous Transfer Mode (ATM)

» ATM/Frame-Relay Service Interworking

« Multiprotocol Label Switching (MPLS)

» Cisco Voice and Video Enabled | P Security VPN (IPSec V3PN)

These link technologies, when deployed in a dedicated fashion or when deployed in a private network,
can provide guaranteed traffic throughput. All of these WAN link technologies can be provisioned at
specific speeds or bandwidth sizes. In addition, these link technologies have built-in mechanisms that
help guarantee throughput of network traffic even at low link speeds. Features such as traffic shaping,
fragmentation and packet interleaving, and committed information rates (CIR) can help ensure that
packets are not dropped in the WAN, that all packets are given access at regular intervals to the WAN
link, and that enough bandwidth is available for all network traffic attempting to traverse these links.

Dynamic Multipoint VPN (DMVPN)

Spoke-to-spoke DMV PN networks can provide benefits for Cisco Unified Communications compared
with hub-and-spoke topol ogies. Spoke-to-spoke tunnels can provide a reduction in end-to-end latency
by reducing the number of WAN hops and decryption/encryption stages. In addition, DMVPN offers a
simplified means of configuring the equivalent of afull mesh of point-to-point tunnels without the
associated administrative and operational overhead. The use of spoke-to-spoke tunnels also reduces
traffic at the hub, thus providing bandwidth and router processing capacity savings. Spoke-to-spoke
DMVPN networks, however, are sensitive to the delay variation (jitter) caused during the transition of
RTP packets routing from the spoke-hub-spoke path to the spoke-to-spoke path. This variation in delay
during the DMV PN path transition occurs very early in the call and is generally unnoticeable, although
a single momentary audio distortion might be heard if the latency difference is above 100 ms.

For information on the deployment of multisite DMV PN WANs with centralized call processing, refer
to the Cisco Unified Communications Voice over Spoke-to-Spoke DMVPN Test Results and
Recommendations, available at http://www.cisco.com/go/designzone.
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Best-Effort Bandwidth

Note

Note

There are some WAN topologies that are unable to provide guaranteed dedicated bandwidth to ensure
that network traffic will reach its destination, even when that traffic is critical. These topologies are
extremely problematic for voice traffic, not only because they provide no mechanisms to provision
guaranteed network throughput, but also because they provide no traffic shaping, packet fragmentation
and interleaving, queuing mechanisms, or end-to-end QoS to ensure that critical traffic such asvoicewill
be given preferential treatment.

The following WAN network topologies and link types are examples of this kind of best-effort
bandwidth technology:

e The Internet
- DSL

- Cable

- Satellite

» Wireless

In most cases, none of these link types can provide the guaranteed network connectivity and bandwidth
required for critical voice and voice applications. However, these technologies might be suitable for
personal or telecommuter-type network deployments. At times, these topologies can provide highly
available network connectivity and adequate network throughput; but at other times, these topol ogies can
become unavailable for extended periods of time, can be throttled to speeds that render network
throughput unacceptable for real-time applications such as voice, or can cause extensive packet |osses
and require repeated retransmissions. In other words, these links and topologies are unable to provide
guaranteed bandwidth, and when traffic is sent on these links, it is sent best-effort with no guarantee that
it will reach its destination. For this reason, Cisco recommends that you do not use best-effort WAN
topologies for voice-enabled networks that require enterprise-class voice services and quality.

There are some new QoS mechanisms for DSL and cable technologies that can provide guaranteed
bandwidth; however, these mechanisms are not typically deployed by many service providers. For any
service that offers QoS guarantees over networks that are typically based on best-effort, it is important
to review and understand the bandwidth and QoS guarantees offered in the service provider's service
level agreement (SLA).

Upstream and downstream QoS mechanisms are now supported for wireless networks. For more
information on QoS for Voice over Wireless LANS, refer to the Voice over Wireless LAN Design Guide,
available at

http://www.cisco.com/en/US/sol utions/ns340/ns414/ns742/ns820/landing_voice wireless.html.

WAN Quiality of Service (QoS)

Before placing voice and video traffic on a network, it isimportant to ensure that there is adequate
bandwidth for all required applications. Once this bandwidth has been provisioned, voice priority
gueuing must be performed on all interfaces. Thisqueuing isrequired to reducejitter and possible packet
loss if aburst of traffic oversubscribes a buffer. This queuing requirement is similar to the one for the
LAN infrastructure.
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Next, the WAN typically requires additional mechanisms such as traffic shaping to ensure that WAN
links are not sent more traffic than they can handle, which could cause dropped packets.

Finally, link efficiency techniques can be applied to WAN paths. For example, link fragmentation and
interleaving (LFI) can be used to prevent small voice packets from being queued behind large data
packets, which could lead to unacceptable delays on low-speed links.

The goal of these QoS mechanismsis to ensure reliable, high-quality voice by reducing delay, packet
loss, and jitter for the voice traffic. Table 3-7 lists the QoS features and tools required for the WAN
infrastructure to achieve this goal.

Table 3-7 QoS Features and Tools Required to Support Unified Communications for Each WAN Technology and Link

Speed

WAN Technology

Link Speed: 56 kbps to 768 kbps

Link Speed: Greater than 768 kbps

Leased Lines

e Multilink Point-to-Point Protocol (MLP)
« MLPLink Fragmentation and Interleaving (LFI)
« Low Latency Queuing (LLQ)

« Optional: Compressed Real-Time Transport Protocol
(cRTP)

. LLQ

Frame Relay (FR)

« Traffic Shaping

- LFI (FRR12)

. LLQ

e Optional: cRTP

- Optional: Voice-Adaptive Traffic Shaping (VATS)
« Optional: Voice-Adaptive Fragmentation (VAF)

« Traffic Shaping
« LLQ
- Optional: VATS

Asynchronous Transfer
Mode (ATM)

« TX-ring buffer changes

e MLPover ATM

e MLPLFI

. LLQ

- Optional: cRTP (requires MLP)

« TX-ring buffer changes
- LLQ

Frame Relay and ATM
Service Inter-Working
(SIW)

- TX-ring buffer changes

e MLPover ATM and FR

e MLPLFI

- LLQ

« Optional: cRTP (requires MLP)

- TX-ring buffer changes
e MLPover ATM and FR
- LLQ

Multiprotocol Label
Switching (MPLS)

« Same as above, according to the interface technology

« Class-based marking is generally required to remark
flows according to service provider specifications

« Sameasabove, according to the
interface technol ogy

e Class-based marking is
generally required to remark
flows according to service
provider specifications
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The following sections highlight some of the most important features and techniques to consider when
designing a WAN to support both voice and data traffic:

- Traffic Prioritization, page 3-39
» Link Efficiency Techniques, page 3-40
- Traffic Shaping, page 3-42

Traffic Prioritization

In choosing from among the many available prioritization schemes, the major factorsto consider include
the type of traffic involved and the type of media on the WAN. For multi-servicetraffic over an IPWAN,
Cisco recommends low-latency queuing (LLQ) for all links. This method supports up to 64 traffic
classes, with the ability to specify, for example, priority queuing behavior for voice and interactive
video, minimum bandwidth class-based weighted fair queuing for voice control traffic, additional

minimum bandwidth weighted fair queues for mission critical data, and a default best-effort queue for
al other traffic types.

Figure 3-11 shows an example prioritization scheme.

Figure 3-11 Optimized Queuing for VoIP over the WAN
Layer 3 queuing subsystem Layer 2 queuing subsystem
Packets in Low latency queuing Link fragmentation

and interleave

| [

BE—— e ]
Packets out
»|Class = X \| Interleave @ of4]3T2]1]1]
[4]4]4] +—>|Class =Y ||CBWFQ|+— | RzEb Il —> —)
_+@_>|/ Packets ou
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Cisco recommends the following prioritization criteriafor LLQ:

« Thecriterion for voice to be placed into a priority queue is the differentiated services code point
(DSCP) value of 46, or a per-hop behavior (PHB) value of EF.

« Thecriterion for video conferencing traffic to be placed into apriority queue is a DSCP value of 34,
or a PHB value of AF41. However, due to the larger packet sizes of video traffic, these packets
should be placed in the priority queue only on WAN linksthat are faster than 768 Kbps. Link speeds
below this value require packet fragmentation, but packets placed in the priority queue are not
fragmented, thus smaller voice packets could be queued behind larger video packets. For links

speeds of 768 Kbps or lower, video conferencing traffic should be placed in a separate class-based
weighted fair queue (CBWFQ).

~

Note  One-way video traffic, such as the traffic generated by streaming video applications for
services such as video-on-demand or live video feeds, should always use a CBWFQ scheme

because that type of traffic has a much higher delay tolerance than two-way video
conferencing traffic
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- Asthe WAN links become congested, it is possible to starve the voice control signaling protocols,
thereby eliminating the ability of the IP phones to complete calls across the IP WAN. Therefore,
voice control protocols, such asH.323, MGCP, and Skinny Client Control Protocol (SCCP), require
their own class-based weighted fair queue. The entrance criterion for this queue is a DSCP val ue of
24 or a PHB value of CS3.

A

Note  Cisco has transitioned the marking of voice control protocols from DSCP 26 (PHB AF31)
to DSCP 24 (PHB CS3). However, some products still mark signaling traffic as DSCP 26
(PHB AF31); therefore, Cisco recommends that you reserve both AF31 and CS3 for call
signaling.

« In some cases, certain data traffic might require better than best-effort treatment. This traffic is
referred to as mission-critical data, and it is placed into one or more queues that have the required
amount of bandwidth. The queuing scheme within this classis first-in-first-out (FIFO) with a
minimum allocated bandwidth. Traffic in this class that exceeds the configured bandwidth limit is
placed in the default queue. The entrance criterion for this queue could be a Transmission Control
Protocol (TCP) port number, a Layer 3 address, or a DSCP/PHB value.

« All remaining enterprise traffic can be placed in a default queue for best-effort treatment. If you
specify the keyword fair, the queuing algorithm will be weighted fair queuing (WFQ).

Scavenger Class

The Scavenger class isintended to provide less than best-effort services to certain applications.
Applications assigned to this class have little or no contribution to the organizational objectives of the
enterprise and are typically entertainment oriented in nature. Assigning Scavenger traffic to a minimal
bandwidth queue forcesit to be squelched to virtually nothing during periods of congestion, but it allows
it to be available if bandwidth is not being used for business purposes, such as might occur during
off-peak hours.

» Scavenger traffic should be marked as DSCP CSL1.

» Scavenger traffic should be assigned the lowest configurable queuing service. For instance, in
Cisco |10S, this means assigning a CBWFQ of 1% to Scavenger class.

Link Efficiency Techniques

The following link efficiency techniques improve the quality and efficiency of low-speed WAN links.

Compressed Real-Time Transport Protocol (CRTP)

You can increase link efficiency by using Compressed Real-Time Transport Protocol (cCRTP). This
protocol compresses a 40-byte I P, User Datagram Protocol (UDP), and RTP header into approximately
two to four bytes. cRTP operates on a per-hop basis. Use cRTP on aparticular link only if that link meets
all of the following conditions:

» Voice traffic represents more than 33% of the load on the specific link.
» Thelink uses alow bit-rate codec (such as G.729).
« No other real-time application (such as video conferencing) is using the same link.

If the link fails to meet any one of the preceding conditions, then cRTP is not effective and you should
not use it on that link. Another important parameter to consider before using cRTP is router CPU
utilization, which is adversely affected by compression and decompression operations.
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cRTP on ATM and Frame Relay Service Inter-Working (SIW) links requires the use of Multilink
Point-to-Point Protocol (MLP).

Note that cRTP compression occurs as the final step before a packet |eaves the egress interface; that is,
after LLQ class-based queueing has occurred. Beginning in Cisco 10S Release 12.(2)2T and later, cRTP
provides a feedback mechanism to the LL Q class-based queueing mechanism that allows the bandwidth
in the voice class to be configured based on the compressed packet value. With Cisco 10S rel eases prior
to 12.(2)2T, this mechanism is not in place, so the LLQ is unaware of the compressed bandwidth and,
therefore, the voice class bandwidth hasto be provisioned asif no compression istaking place. Table 3-8
shows an example of the difference in voice class bandwidth configuration given a 512-kbps link with
G.729 codec and arequirement for 10 calls.

Note that Table 3-8 assumes 24 kbpsfor non-cRTP G.729 callsand 10 kbpsfor cRTP G.729 calls. These
bandwidth numbers are based on voice payload and |P/UDP/RTP headers only. They do not take into
consideration Layer 2 header bandwidth. However, actual bandwidth provisioning should also include
Layer 2 header bandwidth based on the type WAN link used.

Table 3-8 LLQ Voice Class Bandwidth Requirements for 10 Calls with 512 kbps Link Bandwidth
and G.729 Codec

Cisco I0S Release With cRTP Not Configured With cRTP Configured

Prior t0 12.2(2)T 240 kbps 240 kbps*

12.2(2)T or later 240 kbps 100 kbps

1. 140 kbps of unnecessary bandwidth must be configured in the LLQ voice class.

It should also be noted that, beginning in Cisco 10S Release 12.2(13) T, cRTP can be configured as part
of the voice class with the Class-Based cRTP feature. This option allows cRTP to be specified within a
class, attached to an interface viaa service policy. This new feature provides compression statistics and
bandwidth status viathe show policy interface command, which can be very helpful in determining the
offered rate on an interface service policy class given the fact that cRTP is compressing the IP/RTP
headers.

For additional recommendations about using cRTP with aVoice and Video Enabled IPSec VPN (V3PN),
refer to the V3PN documentation available at

http://www.cisco.com/en/U S/sol utions/ns340/ns414/ns742/ns817/landing_voice_video.html

Link Fragmentation and Interleaving (LFI)

For low-speed links (less than 768 kbps), use of link fragmentation and interleaving (LFI) mechanisms
isrequired for acceptable voice quality. Thistechniquelimitsjitter by preventing voicetraffic from being
delayed behind large data frames, as illustrated in Figure 3-12. The two techniques that exist for this
purpose are Multilink Point-to-Point Protocol (MLP) LFI (for Leased Lines, ATM, and SIW) and FRF.12
for Frame Relay.
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Traffic Shaping

Figure 3-12 Link Fragmentation and Interleaving (LFI)
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Voice-Adaptive Fragmentation (VAF)

In addition to the L FI mechanisms mentioned above, voice-adaptive fragmentation (VAF) is another LFI
mechanism for Frame Relay links. VAF uses FRF.12 Frame Relay LFI; however, once configured,
fragmentation occurs only when traffic is present in the LLQ priority queue or when H.323 signaling
packets are detected on the interface. This method ensures that, when voice traffic is being sent on the
WAN interface, large packets are fragmented and interleaved. However, when voice traffic is not present
onthe WAN link, traffic isforwarded across the link unfragmented, thus reducing the overhead required
for fragmentation.

VAF istypically used in combination with voice-adaptive traffic shaping (see Voice-Adaptive Traffic
Shaping (VATS), page 3-44). VAF is an optional LFI tool, and you should exercise care when enabling
it because there is a slight delay between the time when voice activity is detected and the time when the
L FI mechanism engages. In addition, a configurable deactivation timer (default of 30 seconds) must
expire after the last voice packet is detected and before VAF is deactivated, so during that time LFI will
occur unnecessarily. VAF is available in Cisco |OS Release 12.2(15)T and later.

Traffic shaping is required for multiple-access, non-broadcast media such as ATM and Frame Relay,
where the physical access speed varies between two endpoints and several branch sites are typically
aggregated to a single router interface at the central site.

Figure 3-13 illustrates the main reasons why traffic shaping is needed when transporting voice and data
on the same IP WAN.
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Figure 3-13 Traffic Shaping with Frame Relay and ATM
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Figure 3-13 shows three different scenarios:

1.

Line speed mismatch

While the central-site interface is typically a high-speed one (such as T1 or higher), smaller remote
branch interfaces may have significantly lower line speeds, such as 64 kbps. If datais sent at full
rate from the central site to a slow-speed remote site, the interface at the remote site might become
congested, resulting in dropped packets which causes a degradation in voice quality.

Oversubscription of the link between the central site and the remote sites

It is common practice in Frame Relay or ATM networks to oversubscribe bandwidth when
aggregating many remote sites to a single central site. For example, there may be multiple remote
sites that connect to the WAN with a T1 interface, yet the central site hasonly asingle T1 interface.
While this configuration allows the deployment to benefit from statistical multiplexing, the router
interface at the central site can become congested during traffic bursts, thus degrading voice quality.

Bursting above Committed Information Rate (CIR)

Another common configuration is to allow traffic bursts above the CIR, which represents the rate
that the service provider has guaranteed to transport across its network with no loss and low delay.
For example, aremote site with a T1 interface might have a CIR of only 64 kbps. When more than
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64 kbpsworth of traffic is sent across the WAN, the provider marks the additional traffic as"discard
eligible." If congestion occursin the provider network, thistraffic will be dropped with no regard to
traffic classification, possibly having a negative effect on voice quality.

Traffic shaping provides a solution to these issues by limiting the traffic sent out an interface to arate
lower than the line rate, thus ensuring that no congestion occurs on either end of the WAN. Figure 3-14
illustrates this mechanism with a generic example, where R is the rate with traffic shaping applied.

Figure 3-14 Traffic Shaping Mechanism
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Voice-Adaptive Traffic Shaping (VATS)

VATS is an optional dynamic mechanism that shapes traffic on Frame Relay permanent virtual circuits
(PVCs) at different rates based on whether voice is being sent across the WAN. The presence of traffic
inthe LLQ voice priority queue or the detection of H.323 signaling on the link causes VATS to engage.
Typically, Frame Relay shapes traffic to the guaranteed bandwidth or CIR of the PVC at all times.
However, because these PV Cs are typically allowed to burst above the CIR (up to line speed), traffic
shaping keeps traffic from using the additional bandwidth that might be present in the WAN. With VATS
enabled on Frame Relay PV Cs, WAN interfaces are able to send at CIR when voice traffic is present on
the link. However, when voice is not present, non-voice traffic is able to burst up to line speed and take
advantage of the additional bandwidth that might be present in the WAN.

When VATS is used in combination with voice-adaptive fragmentation (VAF) (see Link Fragmentation
and Interleaving (LFI), page 3-41), al non-voicetrafficisfragmented and all traffic is shaped to the CIR
of the WAN link when voice activity is detected on the interface.

As with VAF, exercise care when enabling VATS because activation can have an adverse effect on
non-voice traffic. When voice is present on the link, data applications will experience decreased
throughput because they are throttled back to well below CIR. This behavior will likely result in packet
drops and delays for non-voice traffic. Furthermore, after voice traffic is no longer detected, the
deactivation timer (default of 30 seconds) must expire before traffic can burst back to line speed. It is
important, when using VATS, to set end-user expectations and make them aware that data applications
will experience slowdowns on aregular basis due to the presence of voice calls across the WAN. VATS
isavailablein Cisco |0S Release 12.2(15)T and later.

For more information on the Voice-Adaptive Traffic Shaping and Fragmentation features and how to
configure them, refer to the documentation at

http://www.cisco.com/en/US/docs/ios/12_2t/12 2t15/feature/guide/ft_vats.html
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Bandwidth Provisioning

Figure 3-15

Properly provisioning the network bandwidth is a major component of designing a successful 1P
network. You can cal cul ate the required bandwidth by adding the bandwidth requirementsfor each major
application (for example, voice, video, and data). This sum then represents the minimum bandwidth
requirement for any given link, and it should not exceed approximately 75% of the total available
bandwidth for the link. This 75% rule assumes that some bandwidth isrequired for overhead traffic, such
as routing and Layer 2 keep-alives. Figure 3-15 illustrates this bandwidth provisioning process.

Link Bandwidth Provisioning
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In addition to using no more than 75% of the total available bandwidth for data, voice, and video, the
total bandwidth configured for all LLQ priority queues should typically not exceed 33% of the total link
bandwidth. Provisioning more than 33% of the available bandwidth for the priority queue can be
problematic for a number of reasons. First, provisioning more than 33% of the bandwidth for voice can
result in increased CPU usage. Because each voice call will send 50 packets per second (with 20 ms
samples), provisioning for large numbers of callsin the priority queue can lead to high CPU levels due
to high packet rates. In addition, if more than one type of traffic is provisioned in the priority queue (for
example, voice and video), this configuration defeats the purpose of enabling QoS because the priority
gueue essentially becomes afirst-in, first-out (FIFO) queue. A larger percentage of reserved priority
bandwidth effectively dampens the QoS effects by making more of the link bandwidth FIFO. Finally,
allocating more than 33% of the available bandwidth can effectively starve any data queues that are
provisioned. Obviously, for very slow links (less than 192 kbps), the recommendation to provision no
more than 33% of the link bandwidth for the priority queue(s) might be unrealistic because asingle call
could require more than 33% of the link bandwidth. In these situations, and in situations where specific
business needs cannot be met while holding to this recommendation, it may be necessary to exceed the
33% rule.

From atraffic standpoint, an | P telephony call consists of two parts:

» Thevoice and video bearer streams, which consists of Real-Time Transport Protocol (RTP) packets
that contain the actual voice samples.

» Thecall control signaling, which consists of packets belonging to one of several protocols,
according to the endpointsinvolved in the call (for example, H.323, MGCP, SCCP, or (J)TAPI). Call
control functions are, for instance, those used to set up, maintain, tear down, or redirect a call.
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Bandwidth provisioning should include not only the bearer traffic but also the call control traffic. In fact,
in multisite WAN deployments, the call control traffic (as well as the bearer traffic) must traverse the
WAN, and failure to allocate sufficient bandwidth for it can adversely affect the user experience.

The next three sub-sections describe the bandwidth provisioning recommendations for the following
types of traffic:

» Voice and video bearer traffic in all multisite WAN deployments (see Provisioning for Bearer
Traffic, page 3-46)

« Call control traffic in multisite WAN deployments with centralized call processing (see
.Provisioning for Call Control Traffic with Centralized Call Processing, page 3-49)

« Call control trafficin multisite WAN deployments with distributed call processing (see Provisioning
for Call Control Traffic with Distributed Call Processing, page 3-53)

Provisioning for Bearer Traffic

Voice Bearer Traffic

The section describes bandwidth provisioning for the following types of traffic:
» Voice Bearer Traffic, page 3-46
» Video Bearer Traffic, page 3-49

Asillustrated in Figure 3-16, a voice-over-IP (Vol P) packet consists of the voice payload, | P header,
User Datagram Protocol (UDP) header, Real-Time Transport Protocol (RTP) header, and Layer 2 Link
header. When Secure Real-Time Transport Protocol (SRTP) encryption is used, the voice payload for
each packet isincreased by 4 bytes. The link header varies in size according to the Layer 2 media used.

Figure 3-16 Typical VolP Packet
‘ < VolIP Packet > ‘
Voice RTP UDP IP Link o
payload Header Header | Header Header K
X bytes 12 bytes 8 bytes 20 bytes X bytes

The bandwidth consumed by Vol P streamsis cal culated by adding the packet payload and all headers (in
bits), then multiplying by the packet rate per second, as follows:

Layer 2 bandwidth in kbps = [(Packets per second) * (X bytes for voice payload + 40 bytes for
RTP/UDP/IP headers + Y bytes for Layer 2 overhead) * 8 bits] / 1000

Layer 3 bandwidth in kbps = [(Packets per second) * (X bytes for voice payload + 40 bytes for
RTP/UDP/IP headers) * 8 bits] / 1000

Packets per second = [1/(sampling rate in msec)] # 1000
Voice payload in bytes = [(codec bit rate in kbps) * (sampling rate in msec)] / 8

Table 3-9 details the Layer 3 bandwidth per Vol P flow. Table 3-9 lists the bandwidth consumed by the
voice payload and | P header only, at a default packet rate of 50 packets per second (pps) and at arate of
33.3 pps for both non-encrypted and encrypted payloads. Table 3-9 does not include Layer 2 header
overhead and does not take into account any possible compression schemes, such as compressed
Real-Time Transport Protocol (cRTP). You can use the Service Parameters menu in Unified CM
Administration to adjust the codec sampling rate.
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Table 3-9 Bandwidth Consumption for Voice Payload and IP Header Only
Voice Payload |Packets per Bandwidth per

CODEC Sampling Rate |in Bytes Second Conversation
G.711 and G.722-64k 20 ms 160 50.0 80.0 kbps
G.711 and G.722-64k (SRTP) |20 ms 164 50.0 81.6 kbps
G.711 and G.722-64k 30 ms 240 33.3 74.7 kbps
G.711 and G.722-64k (SRTP) |30 ms 244 33.3 75.8 kbps
iLBC 20 ms 38 50.0 31.2 kbps
iLBC (SRTP) 20 ms 42 50.0 32.8 kbps
iLBC 30 ms 50 33.3 24.0 kbps
iLBC (SRTP) 30 ms 54 33.3 25.1 kbps
G.729A 20 ms 20 50.0 24.0 kbps
G.729A (SRTP) 20 ms 24 50.0 25.6 kbps
G.729A 30 ms 30 33.3 18.7 kbps
G.729A (SRTP) 30 ms 34 33.3 19.8 kbps

A more accurate method for provisioning isto include the Layer 2 headersin the bandwidth cal culations.
Table 3-10 lists the amount of bandwidth consumed by voice traffic when the Layer 2 headers are
included in the calculations.

Table 3-10 Bandwidth Consumption with Layer 2 Headers Included

Header Type and Size

ATM
53-Byte Cells

Ethernet PPP with a 48-Byte |Frame Relay |MLPPP MPLS WLAN
CODEC 14 Bytes 6 Bytes Payload 4 Bytes 10 Bytes 4 Bytes 24 Bytes
G.711 and G.722-64k |85.6 kbps |82.4 kbps  [106.0 kbps 81.6 kbps 84.0 kbps |81.6 kbps |89.6 kbps
at 50.0 pps
G.711 and G.722-64k (87.2 kbps |84.0 kbps [106.0 kbps 83.2 kbps 85.6 kbps |83.2kbps |N/A
(SRTP) at 50.0 pps
G.711 and G.722-64k |78.4kbps |76.3 kbps [84.8 kbps 75.7 kbps 77.3kbps |75.7 kbps |81.1 kbps
at 33.3 pps
G.711 and G.722-64k |79.5kbps |77.4 kbps |84.8 kbps 76.8 kbps 78.4kbps |76.8kbps |N/A
(SRTP) at 33.3 pps
iLBC at 50.0 pps 36.8 kbps |33.6 kbps |42.4 kbps 32.8 kbps 35.2kbps |32.8 kbps |40.8 kbps
iLBC (SRTP) at 38.4kbps |35.2kbps |42.4 kbps 34.4 kbps 36.8 kbps |34.4kbps |42.4 kbps
50.0 pps
iLBC at 33.3 pps 27.7kbps |25.6 kbps |28.3 kbps 25.0 kbps 26.6 kbps |25.0kbps |30.4 kbps
iLBC (SRTP) at 28.8kbps |26.6 kbps |42.4 kbps 26.1 kbps 27.7kbps |26.1kbps |31.5 kbps
33.3 pps
G.729A at 50.0 pps 29.6 kbps |26.4 kbps  |42.4 kbps 25.6 kbps 28.0kbps |25.6 kbps |33.6 kbps
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Table 3-10 Bandwidth Consumption with Layer 2 Headers Included (continued)
Header Type and Size
ATM
53-Byte Cells
Ethernet PPP with a 48-Byte |Frame Relay |MLPPP MPLS WLAN
CODEC 14 Bytes 6 Bytes Payload 4 Bytes 10 Bytes 4 Bytes 24 Bytes
G.729A (SRTP) at 31.2kbps |28.0kbps |42.4 kbps 27.2 kbps 29.6 kbps |27.2kbps |35.2 kbps
50.0 pps
G.729A at 33.3 pps 22.4kbps [20.3kbps |28.3 kbps 19.7 kbps 21.3kbps [19.8 kbps |25.1 kbps
G729A (SRTP) at 23.5kbps |21.4kbps |28.3 kbps 20.8 kbps 22.4kbps |20.8kbps |26.2 kbps
33.3 pps

While it is possible to configure the sampling rate above 30 ms, doing so usually resultsin very poor
voice quality. Asillustrated in Figure 3-17, as sampling size increases, the number of packets per second
decreases, resulting in asmaller impact to the CPU of the device. Likewise, asthe sample sizeincreases,
I P header overhead is lower because the payload per packet islarger. However, as sample size increases,
so does packetization delay, resulting in higher end-to-end delay for voice traffic. The trade-off between
packetization delay and packets per second must be considered when configuring sample size. Whilethis
trade-off is optimized at 20 ms, 30 ms sample sizes still provide a reasonable ratio of delay to packets

per second; however, with 40 ms sample sizes, the packetization delay becomes too high.

Figure 3-17 Voice Sample Size: Packets per Second vs. Packetization Delay
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For audio, it isrelatively easy to calculate a percentage of overhead per packet given the sample size of
each packet. For video, however, it is nearly impossible to calculate an exact percentage of overhead
because the payload varies depending upon how much motion is present in the video (that is, how many
pixels changed since the last frame).

To resolve thisinability to calculate the exact overhead ratio for video, Cisco recommends that you add
20% to the call speed regardless of which type of Layer-2 medium the packets are traversing. The
additional 20% gives plenty of headroom to allow for the differences between Ethernet, ATM, Frame
Relay, PPP, HDLC, and other transport protocols, as well as some cushion for the bursty nature of video
traffic.

Note that the call speed requested by the endpoint (for example, 128 kbps, 256 kbps, and so forth)
represents the maximum burst speed of the call, with some additional amount for a cushion. The average
speed of the call is typically much less than these values.

Provisioning for Call Control Traffic

When Unified Communications endpoints are separated from their call control application by a WAN,
or when two interconnected Unified Communications systems are separated by a WAN, consideration
must be given to the amount of bandwidth that must be provisioned for call control and signaling traffic
between these endpoints and systems. This section discusses WAN bandwidth provisioning for call
signaling traffic where centralized or distributed call processing models are deployed. For more
information on Unified Communications centralized and distributed call processing deployment models,
see Unified Communications Deployment Models, page 5-1.

.Provisioning for Call Control Traffic with Centralized Call Processing

In acentralized call processing deployment, the Unified CM cluster and the applications (such as
voicemail) are located at the central site, while several remote sites are connected through an I|P WAN.
The remote sites rely on the centralized Unified CMs to handle their call processing.

The following considerations apply to this deployment model:

» Each time aremote branch phone places acall, the control traffic traverses the I[P WAN to reach the
Unified CM at the central site, even if the call islocal to the branch.

- Thesignaling protocols that may traverse the IP WAN in this deployment model are SCCP
(encrypted and non-encrypted), SIP (encrypted and non-encrypted), H.323, MGCP, and CTI-QBE.
All the control traffic is exchanged between a Unified CM at the central site and endpoints or
gateways at the remote branches.

- If RSVPisdeployed within the cluster, the control traffic between the Unified CM cluster at the
central site and the Cisco RSV P Agents at the remote sites uses the SCCP protocol.

As aconseguence, you must provision bandwidth for control traffic that traverses the WAN between the
branch routers and the WAN aggregation router at the central site.

The control traffic that traverses the WAN in this scenario can be split into two categories:

» Quiescent traffic, which consists of keep-alive messages periodically exchanged between the branch
endpoints (phones, gateways, and Cisco RSV P Agents) and Unified CM, regardless of call activity.
This traffic is a function of the quantity of endpoints.

- Call-related traffic, which consists of signaling messages exchanged between the branch endpoints
and the Unified CM at the central site when a call needs to be set up, torn down, forwarded, and so
forth. This traffic is afunction of the quantity of endpoints and their associated call volume.
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Note

To obtain an estimate of the generated call control traffic, it is necessary to make some assumptions
regarding the average number of calls per hour made by each branch IP phone. In the interest of
simplicity, the calculations in this section assume an average of 10 calls per hour per phone.

If this average number does not satisfy the needs of your specific deployment, you can calculate the
recommended bandwidth by using the advanced formulas provided in Advanced Formulas, page 3-51.

Given the assumptions made, and initially considering the case of a remote branch with no signaling
encryption configured, the recommended bandwidth needed for call control traffic can be obtained from
the following formula:

Equation 1A: Recommended Bandwidth Needed for SCCP Control Traffic without Signaling
Encryption.

Bandwidth (bps) = 265 * (Number of IP phones and gateways in the branch)
Equation 1B: Recommended Bandwidth Needed for SIP Control Traffic without Signaling Encryption.
Bandwidth (bps) = 538 # (Number of |P phones and gateways in the branch)

If asite features a mix of SCCP and SIP endpoints, the two equations above should be employed
separately for the quantity of each type of phone used, and the results added.

Equation 1 and all other formulas within this section include a 25% over-provisioning factor. Control
traffic has abursty nature, with peaks of high activity followed by periods of low activity. For thisreason,
assigning just the minimum bandwidth required to a control traffic queue can result in undesired effects
such as buffering delays and, potentially, packet drops during periods of high activity. The default queue
depth for a Class-Based Weighted Fair Queuing (CBWFQ) queue in Cisco 10S equals 64 packets. The
bandwidth assigned to this queue determinesits servicing rate. Assuming that the bandwidth configured
is the average bandwidth consumed by this type of traffic, it is clear that, during the periods of high
activity, the servicing rate will not be sufficient to "drain” all theincoming packets out of the queue, thus
causing them to be buffered. Note that, if the 64-packet limit is reached, any subsequent packets are
either assigned to the best-effort queue or are dropped. It is therefore advisable to introduce this 25%
over-provisioning factor to absorb and smooth the variations in the traffic pattern and to minimize the
risk of atemporary buffer overrun. Thisis equivalent to increasing the servicing rate of the queue.

If encryption is configured, the recommended bandwidth is affected because encryption increases the
size of signaling packets exchanged between Unified CM and the endpoints. The following formula
takes into account the impact of signaling encryption:

Equation 2A: Recommended Bandwidth Needed for SCCP Control Traffic with Signaling Encryption.

Bandwidth with signaling encryption (bps) = 415 * (Number of I1P phones and gateways in the
branch)

Equation 2B: Recommended Bandwidth Needed for SIP Control Traffic with Signaling Encryption.

Bandwidth with signaling encryption (bps) = 619 = (Number of IP phones and gateways in the
branch)

If we now take into account the fact that the smallest bandwidth that can be assigned to a queue on a
Cisco |0S router is 8 kbps, we can summarize the values of minimum and recommended bandwidth for
various branch office sizes, as shown in Table 3-11.
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Table 3-11 Recommended Layer 3 Bandwidth for Call Control Traffic With and Without Signaling Encryption
Branch Office Size  |Recommended Recommended Recommended Recommended
(Number of Bandwidth for SCCP Bandwidth for SCCP Bandwidth for SIP Bandwidth for SIP
IP Phones and Control Traffic (no Control Traffic (with Control Traffic (no Control Traffic (with
Gateways) encryption) encryption) encryption) encryption)
1to 10 8 kbps 8 kbps 8 kbps 8 kbps
20 8 kbps 9 kbps 11 kbps 12 kbps
30 8 kbps 13 kbps 16 kbps 19 kbps
40 11 kbps 17 kbps 22 kbps 25 kbps
50 14 kbps 21 kbps 27 kbps 31 kbps
100 27 kbps 42 kbps 54 kbps 62 kbps
150 40 kbps 62 kbps 81 kbps 93 kbps
A
Note  Table 3-11 assumes 10 calls per hour per phone, and it does not include RSV P control traffic. To
determine the RSV P-related bandwidth to add to the values in this table, see Considerations for Calls
Using RSVP, page 11-62.
Y
Note  If an RSV P-based locations policy is used for inter-site calls, the values of Table 3-11 must be increased
to compensate for the control traffic of the Cisco RSV P Agent. For example, if 10% of the calls go over
the WAN, multiply the value from Table 3-11 by 1.1.
Advanced Formulas
The previous formulas presented in this section assume an average call rate per phone of 10 calls per
hour. However, this rate might not correspond to your deployment if the call patterns are significantly
different (for example, with call center agents at the branches). To calculate call control bandwidth
requirements in these cases, use the following formulas, which contain an additional variable (CH) that
represents the average calls per hour per phone:
Equation 3A: Recommended Bandwidth Needed for SCCP Control Traffic for a Branch with No
Signaling Encryption.
Bandwidth (bps) = (53 + 21 = CH) * (Number of IP phones and gateways in the branch)
Equation 3B: Recommended Bandwidth Needed for SIP Control Traffic for aBranch with No Signaling
Encryption.
Bandwidth (bps) = (138 + 40 *+ CH) * (Number of I1P phones and gateways in the branch)
Equation 4A: Recommended Bandwidth Needed for SCCP Control Traffic for a Remote Branch with
Signaling Encryption.
Bandwidth with signaling encryption (bps) = (73.5 + 33.9 = CH) * (Number of IP phones and
gateways in the branch)
Equation 4B: Recommended Bandwidth Needed for SIP Control Traffic for a Remote Branch with
Signaling Encryption.
Bandwidth with signaling encryption (bps) = (159 + 46 = CH) * (Number of |P phones and gateways
in the branch)
Cisco Unified Communications System 9.0 SRND
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N
Note  Equations 3A and 4A are based on the default SCCP keep-alive period of 30 seconds, while equations
3B and 4B are based on the default SIP keep-alive period of 120 seconds.

Considerations for Shared Line Appearances

Calls placed to shared line appearances, or calls sent to line groups using the Broadcast distribution
algorithm, have two net effects on the bandwidth consumed by the system:

» Because all the phones on which the lineis configured ring simultaneously, they represent aload on
the system corresponding to a much higher calls-per-hour (CH) value than the CH of the line. The
corresponding bandwidth consumption is therefore increased. The network infrastructure's
bandwidth provisioning requires adjustments when WAN-connected shared line functionality is
deployed. The CH value employed for Equations 3 and 4 must be increased according to the
following formula:

CHS = CHL * (Number line appearances) / (Number of lines)

Where CHS is the shared-line calls per hour to be used in Equations 3 and 4, and CHL isthe
calls-per-hour rating of the line. For example, if asiteis configured with 5 lines making an average
of 6 calls per hour but 2 of those lines are shared across 4 different phones, then:

Number of lines=5

Number of line appearances = (2 lines appear on 4 phones, and 3 lines appear on only one
phone) = (2x4) + 3 = 11 line appearances

CHL=6
CHS=6+ (11/5)=13.2

» Because each of the ringing phones requires a separate signaling control stream, the quantity of
packets sent from Unified CM to the same branch isincreased in linear proportion to the quantity of
phones ringing. Because Unified CM is attached to the network through a 100 Mbps or larger
interface, it can instantaneously generate avery large quantity of packetsthat must be buffered while
the queuing mechanism is servicing the signaling traffic. The servicing speed islimited by the WAN
interface's effective information transfer speed, which istypically two orders of magnitude smaller
than 100 Mbps.

This traffic may overwhelm the queue depth of the central site's WAN router. By default, the queue
depth available for each of the classes of traffic in Cisco 10Sis 64. In order to prevent any packets
from being dropped before they are queued for the WAN interface, you must ensure that the
signaling queue's depth is sized to hold all the packets from at least one full shared-line event for
each shared-line phone. Avoiding dropsis paramount in ensuring that the call does not create arace
condition where dropped packets are retransmitted, causing system response times to suffer.

Therefore, the quantity of packets required to operate shared-line phones is as follows:
— SCCP protocol: 13 packets per shared-line phone
— SIP protocol: 11 packets per shared-line phone

For example, with SCCP and with 6 phones sharing the same line, the queue depth for the signaling
class of traffic must be adjusted to a minimum of 78. Table 3-12 provides recommended queue
depths based on the quantity of shared line appearances within a branch site.
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Table 3-12 Recommended Queue Depth per Branch Site

Number of Shared Line Queue Depth (Packets)

Appearances SCCP SIP
5 65 55
10 130 110
15 195 165
20 260 220
25 325 275

When using aLayer 2 WAN technology such as Frame Relay, this adjustment must be made on the
circuit corresponding to the branch where the shared-line phones are located.

When using a Layer 3 WAN technology such as MPLS, there may be a single signaling queue
servicing multiple branches. In this case, adjustment must be made for the total of all branches
serviced.

Provisioning for Call Control Traffic with Distributed Call Processing

In distributed call processing deployments, several sites are connected through an IP WAN. Each site
contains a Unified CM cluster and can follow either the single-site model or the centralized call
processing model. A gatekeeper may be used for call admission control between sites.

The following considerations apply to this deployment model:
» Thesignaling protocol used to place a call across the WAN isH.323 or SIP.

- Control traffic is exchanged between the Cisco |OS gatekeeper and the Unified CM clusters at each
site, as well as between the Unified CM clusters themselves.

Therefore, bandwidth for control traffic must be provisioned on the WAN links between Unified CMsas
well as between each Unified CM and the gatekeeper. Because the topology islimited to hub-and-spoke,
with the gatekeeper typically located at the hub, the WAN link that connects each site to the other sites
usually coincides with the link that connects the site to the gatekeeper.

The control traffic that traverses the WAN belongs to one of the following categories:

» Quiescent traffic, which consists of registration messages periodically exchanged between each
Unified CM and the gatekeeper

» Call-related traffic, which in turn consists of two types of traffic:

— Call admission control traffic, exchanged between the Unified CMs and the call admission
control device (such as a gatekeeper or Cisco RSV P Agent) beforeacall can be set up and after
it has been torn down.

— Signaling traffic associated with a media stream, exchanged over an intercluster trunk when a
call needs to be set up, torn down, forwarded, and so on.

Because the total amount of control traffic depends on the number of calls that are set up and torn down
at any given time, it is necessary to make some assumptions about the call patterns and the link
utilization. The WAN links that connect each of the spoke sites to the hub site are normally provisioned
to accommodate different types of traffic (for example, data, voice, and video). Using a traditional
telephony analogy, we can view the portion of the WAN link that has been provisioned for voice as a
number of virtual tie lines.
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Assuming an average call duration of 2 minutes and 100 percent utilization of each virtual tie line, we
can derive that each tie line carries a volume of 30 calls per hour. This assumption allows us to obtain
the following formulathat expresses the recommended bandwidth for call control traffic as afunction of
the number of virtual tie lines.

Equation 6: Recommended Bandwidth Based on Number of Virtual Tie Lines.
Recommended Bandwidth (bps) = 116 * (Number of virtual tie lines)

If we take into account the fact that 8 kbps is the smallest bandwidth that can be assigned to a queue on
a Cisco 10S router, we can deduce that a minimum queue size of 8 kbps can accommodate the call

control traffic generated by up to 70 virtual tie lines. This amount should be sufficient for most large
enterprise deployments.

Wireless LAN Infrastructure

Wireless LAN infrastructure design becomes important when Unified Communications is added to the
wireless LAN (WLAN) portions of a converged network. With the introduction of Cisco Unified
Wireless endpoints, voice and video traffic has moved onto the WLAN and is now converged with the
existing data traffic there. Just as with wired LAN and wired WAN infrastructure, the addition of voice
and video in the WLAN requires following basic configuration and design best-practices for deploying
ahighly available network. In addition, proper WLAN infrastructure design requires understanding and
deploying QoS on the wireless network to ensure end-to-end voice and video quality on the entire
network. The following sections discuss these requirements:

« Architecture for Voice and Video over WLAN, page 3-54

« High Availability for Voice and Video over WLAN, page 3-58

» Capacity Planning for Voice and Video over WLAN, page 3-60

» Design Considerations for Voice and Video over WLAN, page 3-60

For more information about Voice over Wireless LANS, refer to the latest version of the Voice over
Wireless LAN Design Guide, available at

http://www.cisco.com/en/US/sol utions/ns340/ns414/ns742/ns820/landing_voice wireless.html

Architecture for Voice and Video over WLAN

I P telephony architecture has used wired devices since its inception, but enterprise users have long
sought the ability to communicate while moving through the company premises. Wireless | P networks
have enabled IP telephony to deliver enterprise mobility by providing on-premises roaming
communications to the users with wireless | P telephony devices.

Wireless | P telephony and wireless | P video telephony are extensions of their wired counterparts, which
leverage the same call elements. Additionally, wireless | P telephony and I P video telephony take
advantage of wireless 802.11-enabled media, thus providing a cordless | P voice and video experience.
The cordless experience is achieved by leveraging the wireless network infrastructure elements for the
transmission and reception of the control and media packets.

The architecture for voice and video over wireless LAN includes the following basic elements,
illustrated in Figure 3-18:

» Wireless Access Points, page 3-55
» Wireless LAN Controllers, page 3-56
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» Authentication Database, page 3-56

» Supporting Wired Network, page 3-57

» Wireless Unified Communications Endpoints, page 3-57
« Wired Call Elements, page 3-57

Figure 3-18 Basic Layout for a Voice and Video Wireless Network

Active Directory
(LADP)

Cisco Wireless
LAN Controller

Cisco
Access Point

{ Router 1
]

/

I
Switch

g A |
o000 G
Cisco QQ& Cisco Unified
Access Point ﬁtb .—‘ oM
) Dual-Mode -’
Smart Phones Switch
Wireless Wireless IP ) —
IP Phone Software . .
Voice and Mobile Collaboration —IP Bhon
Video Client Enterprise Tablets ) one

= Wireless Access Points
— Wireless LAN controllers

Authentication Database

—— Wireless Unified Communications endpoints

Supporting wired network

284266

Wired network call elements

Wireless Access Points

The wireless access points enable wireless devices (Unified Communications endpoints in the case of
voice and video over WLAN) to communicate with wired network elements. Access points function as
adapters between the wired and wireless world, creating an entry-way between these two media. Cisco
access points can be managed by awireless LAN controller (WLC) or they can function in autonomous
mode. When the access points are managed by a WLC they are referred as Lightweight Access Points,
and in this mode they use the Lightweight Access Point Protocol (LWAPP) or Control and Provisioning
of Wireless Access Points (CAPWAP) protocol, depending on the controller version, when
communicating with the WLC.

Figure 3-19illustrates the basic rel ationship between lightweight access points and WL Cs. Although the
example depicted in Figure 3-19 is for a CAPWAP WLC, from the traffic flow and relationship
perspective there are no discernible differences between CAPWAP and LWAPP, so the example also
applies to wireless LWAPP networks. Some advantages of leveraging WLCs and lightweight access

| oL-27282-05

Cisco Unified Communications System 9.0 SRND g



Chapter 3 Network Infrastructure |

B Wireless LAN Infrastructure

points for the wireless infrastructure include ease of management, dynamic network tuning, and high
availability. However, if you are using the managed mode instead of the autonomous mode in the access
points, you need to consider the network tunneling effect of the LWAP-WLC communication
architecture when designing your solution. This network tunneling effect is discussed in more depth in
the section on Wireless LAN Controller Design Considerations, page 3-65.

Figure 3-19 Lightweight Access Point
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Wireless LAN Controllers

Many corporate environments require deployment of wireless networks on alarge scale. The wireless
LAN controller (WLC) isadevice that assumes a central rolein the wireless network and helpsto make
it easier to manage such large-scale deployments. Traditional roles of access points, such as association
or authentication of wireless clients, are done by the WL C. Access points, called Lightweight Access
Points (LWAPs) in the Unified Communications environment, register themselves with a WLC and
tunnel all the management and data packets to the WL Cs, which then switch the packets between
wireless clients and the wired portion of the network. All the configurations are done on the WLC.
LWA Ps download the entire configuration from WLCs and act as a wireless interface to the clients.

Authentication Database

The authentication database is a core component of the wireless networks, and it holds the credentials
of the usersto be authenticated while the wireless association isin progress. The authentication database
provides the network administrators with a centralized repository to validate the credentials. Network
administrators simply add the wireless network users to the authentication database instead of having to
add the users to all the wireless access points with which the wireless devices might associate.

In atypical wireless authentication scenario, the WL C couples with the authentication database to allow
the wireless association to proceed or fail. Authentication databases commonly used are LDAP and
RADIUS, although under some scenarios the WL C can also store a small user database locally that can
be used for authentication purposes.
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Supporting Wired Network

The supporting wired network is the portion of the system that serves as a path between WLCs, APs, and
wired call elements. Because the APs need or might need to communicate to the wired world, part of the
wired network has to enable those communications. The supporting wired network consists of the
switches, routers, and wired medium (WAN links and optical links) that work together to communicate
with the various components that form the architecture for voice and video over WLAN.

Wireless Unified Communications Endpoints

The wireless Unified Communi cations endpoints are the components of the architecture for voice and
video over WLAN that users employ to communicate with each other. These endpoints can be voice-only
or enabled for both voice and video. When end users employ the wireless communi cations endpoints to
call adesired destination, the endpoints in turn forward the request to their associated call processing
server. If the call is allowed, the endpoints process the voice or video, encode it, and send it to the
receiving device or the next hop of processing. Typical Cisco wireless Unified Communications
endpoints are wireless | P phones, voice and video software clients running on desktop computers,
mobile smart phones connected through wireless media, and mobile collaboration enterprise tablets.

Wired Call Elements

Call Control

Whether the wireless Unified Communications endpoints initiate a session between each other or with
wired endpoints, wired call elements are involved in some way. Wired call elements are the supporting
Unified Communications infrastructure (gateways and call processing entities), with voice and video
endpoints coupled to that infrastructure.

Wired call elements are needed typically to address two requirements:
- Call Control, page 3-57
- Media Termination, page 3-57

Cisco wireless Unified Communications endpoints require a call control or call processing server to
route calls efficiently and to provide a feature-rich experience for the end users. The call processing
entity resides somewhere in the wired network, either in the LAN or across a WAN.

Call control for the Cisco wireless Unified Communications endpointsis achieved through a call control
protocol, either SIP or SCCP.

Media Termination

Media termination on wired Unified Communications endpoints occurs when the end users of the
wireless Unified Communications endpoints communicate with | P phones, PSTN users, or video
endpoints. Voice gateways, | P phones, video terminals, PBX trunks, and transcoders all serve as
termination points for media when a user communicates through them. This media termination occurs
by means of coding and decoding of the voice or video session for the user communication.
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High Availability for Voice and Video over WLAN

Providing high availability in Unified Communications solutions is a critical requirement for meeting
the modern demands of continuous connectivity. Unified Communications deployments designed for
high availability increase reliability and up time. Using real-time applications such asvoice or video over
WLAN without high availability could have very adverse effects on the end user experience, including
an inability to make voice or video calls.

Designing a solution for voice and video over WLAN with high availability requires focusing of the
following main areas:

» Supporting Wired Network High Availability, page 3-58
« WLAN High Availability, page 3-58
» Call Processing High Availability, page 3-60

Supporting Wired Network High Availability

When deploying voice and video over WLAN, the same high-availability strategies used in wired
networks can be applied to the wired components of the solution for voice and video over WLAN. For
example, you can optimize layer convergence in the network to minimize disruption and take advantage
of equal-cost redundant paths.

See LAN Design for High Availability, page 3-4, for further information about how to design highly
available wired networks.

WLAN High Availability

A unique aspect of high availability for voice and video over WLAN is high availability of radio
frequency (RF) coverage to provide Wi-Fi channel coverage that is not dependent upon asingle WLAN
radio. The Wi-Fi channel coverageis provided by the AP radios in the 2.4 GHz and 5 GHz frequency
bands. The primary mechanism for providing RF high availability is cell boundary overlap. In general,
a cell boundary overlap of 20% to 30% on non-adjacent channels is recommended to provide high
availability in the wireless network. For mission-critical environments there should be at |east two APs
visible at the required signal level (-67 dBm or better). An overlap of 20% means that the RF cells of
APs using non-adjacent channels overlap each other on 20% of their coverage area, while the remaining
80% of the coverage area is handled by a single AP. Figure 3-20 depicts a 20% overlap of AP
non-adjacent channel cellsto provide high availability. Furthermore, when determining the locations for
installing the APs, avoid mounting them on reflective surfaces (such as metal, glass, and so forth), which
could cause multi-path effects that result in signal distortion.
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Figure 3-20
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Careful deployment of APs and channel configuration within the wireless infrastructure are imperative
for proper wireless network operation. For this reason, Cisco reguires customers to conduct a complete
and thorough site survey before deploying wireless networks in a production environment. The survey
should include verifying non-overlapping channel configurations, Wi-Fi channel coverage, and required
data and traffic rates; eliminating rogue APs; and identifying and mitigating the impact of potential
interference sources.

Additionally, evaluate utilizing a5 GHz frequency band, which is generally less crowded and thus
usually less prone to interference. If Bluetooth is used then 5 GHz 802.11ais highly recommended.
Similarly, the usage of Cisco CleanAir technology will increasethe WLAN reliability by detecting radio
frequency interference in real time and providing a self-healing and self-optimizing wireless network.
For further information about Cisco CleanAir technology, refer to the product documentation available
at

http://www.cisco.com/en/U S/netsol/ns1070/index.html

For further information on how to provide high availability in a WLAN that supports rich media, refer
to the Voice over Wireless LAN Design Guide, available at

http://www.cisco.com/en/US/sol utions/ns340/ns414/ns742/ns820/landing_voice_wireless.html
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Call Processing High Availability

For information regarding call processing resiliency, see High Availability for Call Processing,
page 8-14.

Capacity Planning for Voice and Video over WLAN

A crucial piecein planning for voice and video over WLAN is adequately sizing the solution for the
desired call capacity. Capacity is defined as the number of simultaneous voice and video sessions over
WLAN that can be supported in a given area. Capacity can vary depending upon the RF environment,
the Unified Communications endpoint features, and the WLAN system features. For instance, asolution
using Cisco Unified Wireless IP Phones 7925G on a WLAN that provides optimized WLAN services
(such as the Cisco Unified Wireless Network) would have a maximum call capacity of 27 simultaneous
sessions per channel at adatarate of 24 Mbpsor higher for both 802.11aand 802.11g. On the other hand,
asimilar solution using only Cisco Cius making video calls at 720p and a video rate of 2,500 kbpson a
WLAN, where access points are configured as 802.11a/n with a data rate index of Modulation and
Coding Scheme 7 in 40 MHz channels, would have a maximum capacity of 7 video calls (two
bidirectional voice and video streams) per channel.

To achieve these capacities, there must be minimal wireless LAN background traffic and radio frequency
(RF) utilization, and Bluetooth must be disabled in the devices. It is also important to understand that
call capacities are established per non-overlapping channel because the limiting factor is the channel
capacity and not the number of access points (APs).

The call capacity specified by the actual wireless Unified Communications endpoint should be used for
deployment purposes because it is the supported capacity of that endpoint. For capacity information
about the wireless endpoints, refer to the following documentation:

» Cisco Unified | P Phones 7900 Series Design Guides

http://www.cisco.com/en/US/products/hw/phones/ps379/products_implementation_design_guides
_list.html

» Cisco Unified I P Phones 9900 Series Deployment Guide
http://www.cisco.com/en/US/products/ps10453/products_implementation_design_guides_list.html

» Cisco Cius Deployment Guide
http://www.cisco.com/en/US/products/ps11156/products_implementation_design_guides list.html

For further information about calculating call capacity inaWLAN, refer to the Voice over Wireless LAN
Design Guide, available at

http://www.cisco.com/en/US/sol utions/ns340/ns414/ns742/ns820/landing_voice wireless.html

Design Considerations for Voice and Video over WLAN

This section provides additional design considerationsfor deploying Unified Communications endpoints
over WLAN solutions. WLAN configuration specifics can vary depending on the voice or video WLAN
devices being used and the WLAN design. The following sections provide general guidelines and best

practices for designing the WLAN infrastructure:

« VLANS, page 3-61
« Roaming, page 3-61
» Wireless Channels, page 3-62
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» Wireless Interference and Multipath Distortion, page 3-63

« Multicast on the WLAN, page 3-63

» Wireless AP Configuration and Design, page 3-64

« Wireless LAN Controller Design Considerations, page 3-65
« WAN Quality of Service (QoS), page 3-37

VLANSs

Just as with awired LAN infrastructure, when deploying voice or video in awireless LAN, you should
enable at least two virtual LANs (VLANS) at the Access Layer. The Access Layer in awirelessLAN
environment includes the access point (AP) and thefirst-hop access switch. Onthe AP and access switch,
you should configure both a native VLAN for data traffic and a voice VLAN (under Cisco |OS) or
Auxiliary VLAN (under CatOS) for voice traffic. This auxiliary voice VLAN should be separate from
all the other wired voice VLANSsin the network. However, when the wireless clients (for example, smart
phones or software rich-media clients) do not support the concept of an auxiliary VLAN, alternative
packet marking strategies (for example, packet classification per port) must be applied to segregate the
important traffic such as voice and video and treat it with priority. When deploying a wireless
infrastructure, Cisco also recommends configuring a separate management VLAN for the management
of WLAN APs. This management VLAN should not have a WLAN appearance; that is, it should not
have an associated service set identifier (SSID) and it should not be directly accessible from the WLAN.

Roaming

To improve the user experience, Cisco recommends designing the cell boundary distribution with a 20%
to 30% overlap of non-adjacent channels to facilitate seamless roaming of the wireless client between
access points. Furthermore, when devicesroam at Layer 3, they move from one AP to another AP across
native VLAN boundaries. When the WLAN infrastructure consists of autonomous APs, a Cisco Wireless
LAN Controller allows the Cisco Unified Wireless endpoints to keep their | P addresses and roam at
Layer 3 while still maintaining an active call. Seamless Layer 3 roaming occurs only when the client is
roaming within the same mobility group. For details about the Cisco Wireless LAN Controller and
Layer 3 roaming, refer to the product documentation available at

http://www.cisco.com/en/US/products/hw/wirel ess/index.html

Seamless Layer 3 roaming for clients across a lightweight access point infrastructure is accomplished
by WLAN controllers that use dynamic interface tunneling. Cisco Wireless Unified Communications
endpoints that roam across WLAN controllers and VLANS can keep their |P address when using the
same SSID and therefore can maintain an active call.

In dual-band WLANS (those with 2.4 GHz and 5 GHz bands), it is possible to roam between 802.11b/g
and 802.11awith the same SSID, provided the client is capable of supporting both bands. However, this
can cause gaps in the voice path. If Cisco Unified Wireless | P Phones 7921 or 7925 are used, make sure
that firmware version 1.3(4) or higher isinstalled on the phones to avoid these gaps; otherwise use only
one band for voice. (The Cisco Unified Wireless IP Phone 7926 provides seamless inter-band roaming
from itsfirst firmware version.)
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Wireless Channels

Wireless endpoints and APs communicate by means of radios on particular channels. When
communicating on one channel, wireless endpoints typically are unaware of traffic and communication
occurring on other non-overlapping channels.

Optimal channel configuration for 2.4 GHz 802.11b/g/n requires a minimum of five-channel separation
between configured channels to prevent interference or overlap between channels. Non-overlapping
channels have 22 MHz of separation. Channel 1is2.412 GHz, channel 6 is 2.437 GHz, and channel 11
is2.462 GHz. In North America, with allowable channels of 1 to 11, channels 1, 6, and 11 are the three
usable non-overlapping channels for APs and wireless endpoint devices. However, in Europe where the
allowable channels are 1 to 13, multiple combinations of five-channel separation are possible. Multiple
combinations of five-channel separation are also possible in Japan, where the allowable channels are 1
to 14.

Optimal channel configuration for 5 GHz 802.11a and 802.11n requires a minimum of one-channel
separation to prevent interference or overlap between channels. In North America, there are 20 possible
non-overlapping channels: 36, 40, 44, 48, 52, 56, 60, 64, 100, 104, 108, 112, 116, 132, 136, 140, 149,
153, 157, and 161. Europe and Japan allow 16 possible non-overlapping channels: 36, 40, 44, 48, 52, 56,
60, 64, 100, 104, 108, 112, 116, 132, 136, and 140. Because of the larger set of non-overlapping
channels, 802.11a and 5 Ghz 802.11n allow for more densely deployed WLANS; however, Cisco
recommends not enabling all channels but using a 12-channel design instead.

Note that the 802.11a and 802.11n bands (when using channels operating at 5.25 to 5.725 GHz, which
are 15 of the 24 possible channels) do require support for Dynamic Frequency Selection (DFS) and
Transmit Power Control (TPC) on some channelsin order to avoid interference with radar (military,
satellite, and weather). Regulations require that channels 52 to 64, 100 to 116, and 132 to 140 support
DFS and TPC. TPC ensures that transmissions on these channels are not powerful enough to cause
interference. DFC monitors channels for radar pulses and, when it detects a radar pulse, DFC stops
transmission on the channel and switches to a new channel.

AP coverage should be deployed so that no (or minimal) overlap occurs between APs configured with
the same channel. Same- channel overlap should typically occur at 19 dBm of separation. However,
proper AP deployment and coverage on hon-overlapping channels requires a minimum overlap of 20%.
This amount of overlap ensures smooth roaming for wireless endpoints as they move between AP
coverage cells. Overlap of less than 20% can result in slower roaming times and poor voice quality.

Deploying wireless devices in a multi-story building such as an office high-rise or hospital introduces a
third dimension to wireless AP and channel coverage planning. Both the 2.4 GHz and 5.0 GHz wave
forms of 802.11 can pass through floors and ceilings as well as walls. For this reason, not only isit
important to consider overlapping cells or channels on the samefloor, but it is also necessary to consider
channel overlap between adjacent floors. With the 2.4 GHz wireless spectrum limited to only three
usable non-overlapping channels, proper overlap design can be achieved only through careful
three-dimensional planning.

Careful deployment of APsand channel configuration within the wireless infrastructure are imperative
for proper wireless network operation. For this reason, Cisco requires that a complete and thorough site
survey be conducted before deploying wireless networks in a production environment. The survey
should include verifying non-overlapping channel configurations, AP coverage, and required data and
traffic rates; eliminating rogue APs; and identifying and mitigating the impact of potential interference
sources.
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Wireless Interference and Multipath Distortion

Interference sources within awireless environment can severely limit endpoint connectivity and channel
coverage. In addition, objects and obstructions can cause signal reflection and multipath distortion.
Multipath distortion occurs when traffic or signaling travels in more than one direction from the source
to the destination. Typically, some of the traffic arrives at the destination before the rest of the traffic,
which can result in delay and bit errorsin some cases. You can reduce the effects of multipath distortion
by eliminating or reducing interference sources and obstructions, and by using diversity antennas so that
only asingle antennaisreceiving traffic at any onetime. Interference sources should be identified during
the site survey and, if possible, eliminated. At the very least, interference impact should be alleviated by
proper AP placement and the use of |ocation-appropriate directional or omni-directional diversity radio
antennas.

Possible interference and multipath distortion sources include:
- Other APs on overlapping channels

« Other 2.4 GHz and 5 Ghz devices, such as 2.4 GHz cordless phones, personal wireless network
devices, sulphur plasma lighting systems, microwave ovens, rogue APs, and other WLAN
equipment that takes advantage of the license-free operation of the 2.4 GHz and 5 Ghz bands

- Metal equipment, structures, and other metal or reflective surfaces such as metal |1-beams, filing
cabinets, equipment racks, wire mesh or metallic walls, fire doors and fire walls, concrete, and
heating and air conditioning ducts

« High-power electrical devices such as transformers, heavy-duty electric motors, refrigerators,
elevators, and elevator equipment

» High-power electrical devices such as transformers, heavy-duty electric motors, refrigerators,
elevators and elevator equipment, and any other power devices that could cause electromagnetic
interference (EM1)

Because Bluetooth-enabled devices use the same 2.4 GHz radio band as 802.11b/g/n devices, it is
possible that Bluetooth and 802.11b/g/n devices can interfere with each other, thus resulting in
connectivity issues. Due to the potential for Bluetooth devices to interfere with and disrupt 802.11b/g/n
WLAN voice and video devices (resulting in poor voice quality, de-registration, call setup delays, and/or
reduce per-channel-cell call capacity), Cisco recommends, when possible, that you deploy all WLAN
voice and video deviceson the 5 GHz Wi-Fi band using 802.11a and/or 802.11n protocols. By deploying
wireless clients on the 5 Ghz radio band, you can avoid interference caused by Bluetooth devices.
Additionally, Cisco CleanAir technology is recommended within the wireless infrastructure because it
enables real-time interference detection. For more information about Cisco CleanAir technology, refer
to the product documentation available at

http://www.cisco.com/en/US/netsol/ns1070/index.html

802.11n can operate on both the 2.4 GHz and 5 GHz bands; however, Cisco recommends using 5 GHz
for Unified Communications.

Multicast on the WLAN

By design, multicast does not have the acknowledgement level of unicast. According to 802.11
specifications, the access point must buffer all multicast packets until the next Delivery Traffic Indicator
Message (DTIM) periodismet. The DTIM period isamultiple of the beacon period. If the beacon period
is100 ms (typical default) and the DTIM valueis 2, then the access point must wait up to 200 ms before
transmitting a single buffered multicast packet. The time period between beacons (as a product of the
DTIM setting) is used by battery-powered devices to go into power save mode temporarily. This power
save mode helps the device conserve battery power.
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Multicast on WLAN presents a twofold problem in which administrators must weigh multicast traffic
quality requirements against battery life requirements. First, delaying multicast packets will negatively
affect multicast traffic quality, especially for applications that multicast real-time traffic such as voice
and video. In order to limit the delay of multicast traffic, DTIM periods should typically be set to avalue
of 1 so that the amount of time multicast packets are buffered islow enough to eliminate any perceptible
delay in multicast traffic delivery. However, when the DTIM period is set to avalue of 1, the amount of
time that battery-powered WLAN devices are able to go into power save mode is shortened, and
therefore battery life is shortened. In order to conserve battery power and lengthen battery life, DTIM
periods should typically be set to a value of 2 or more.

For WLAN networks with no multicast applications or traffic, the DTIM period should be set to avalue
of 2 or higher. For WLAN networks where multicast applications are present, the DTIM period should
be set to avalue of 2 with a100 ms beacon period whenever possible; however, if multicast traffic quality
suffersor if unacceptable delay occurs, then the DTIM value should be lowered to 1. If the DTIM value
is set to 1, administrators must keep in mind that battery life of battery-operated devices will be
shortened significantly.

Before enabling multicast applications on the wireless network, Cisco recommends testing these
applications to ensure that performance and behavior are acceptable.

For additional considerations with multicast traffic, see the chapter on Media Resources, page 17-1.

Wireless AP Configuration and Design

Proper AP selection, deployment, and configuration are essential to ensure that the wireless network
handles voice traffic in a way that provides high-quality voice to the end users.

AP Selection

For recommends on deploying access points for wireless voice, refer to the documentation at
http://www.cisco.com/en/US/products/ps5678/Products Sub_Category Home.html.

AP Deployment

The number of devices active with an AP affects the amount of time each device has access to the
transport medium, the Wi-Fi channel. As the number of devices increases, the traffic contention
increases. Associating more devices to the AP and the bandwidth of the medium can result in poor
performance and slower response times for all the endpoint devices associated to the AP.

While there is no specific mechanism prior to Cisco Wireless LAN Controller release 7.2 to ensure that
only alimited number of devices are associated to a single AP, system administrators can manage
device-to-AP ratios by conducting periodic site surveys and analyzing user and device traffic patterns.
If additional devices and users are added to the network in a particular area, additional site surveys
should be conducted to determine whether additional APsare required to handle the number of endpoints
that need to access the network.

Additionally, APs that support Cisco CleanAir technology should be considered because they provide
the additional function of remote monitoring of the Wi-Fi channel.

AP Configuration
When deploying wireless voice, observe the following specific AP configuration requirements:
- Enable Address Resolution Protocol (ARP) caching.

ARP caching is required on the AP because it enables the AP to answer ARP requests for the
wireless endpoint devices without requiring the endpoint to leave power-save or idle mode. This
feature results in extended battery life for the wireless endpoint devices.
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- Enable Dynamic Transmit Power Control (DTPC) on the AP.

This ensures that the transmit power of the AP matches the transmit power of the voice endpoints.
Matching transmit power helps eliminate the possibility of one-way audio traffic. Voice endpoints
adjust their transmit power based on the Limit Client Power (mW) setting of the AP to which they
are associated.

- Assign a Service Set |dentifier (SSID) to each VLAN configured on the AP.

SSIDs enable endpoints to select the wireless VLAN they will use for sending and receiving traffic.
Thesewireless VLANs and SSIDs map to wired VLANS. For voice endpoints, this mapping ensures
priority queuing treatment and access to the voice VLAN on the wired network.

» Enable QoS Element for Wireless Phones on the AP.

This feature ensures that the AP will provide QoS Basic Service Set (QBSS) information elements
in beacons. The QBSS element provides an estimate of the channel utilization on the AP, and Cisco
wireless voice devices use it to help make roaming decisions and to reject call attempts when loads
are too high. The APs al'so provide 802.11e clear channel assessment (CCA) QBSSin beacons. The
CCA-based QBSS values reflect true channel utilization.

» Configure two QoS policies on the AP, and apply them to the VLANSs and interfaces.

To ensure that voice traffic is given priority queuing treatment, configure a voice policy and a data
policy with default classificationsfor the respective VLANS. (See Interface Queuing, page 3-67, for
more information).

Wireless LAN Controller Design Considerations

When designing a wireless network that will service voice or video, it isimportant to consider the role
that the wireless LAN controller playswith regard to the voice and video media path if the access points
used are not autonomous or stand alone. Because all wireless traffic is tunneled to its correspondent
wireless LAN controller regardless of its point of origin and destination, it is critical to adequately size
the network connectivity entry points of the wireless controllers. Figure 3-21 is arepresentation of this
problem. If any Cisco Ciustriesto call another Cius, the traffic hasto be hairpinned in the wirelessLAN
controller and sent to the receiving device. Thisincludes the scenario where both devices are associated
to the same AP.

The switch ports where the wireless LAN controllers are connected should provide enough bandwidth
coverage for the traffic generated by the Unified Communications devices, whether they are video or
voice endpoints and whether their traffic is control or media traffic.
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Figure 3-21 Traffic Concentrated at the Wireless LAN Controller Network Entry Point
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Additionally, the switch interface and switch platform egress buffer levels should match the maximum
combined burst you plan to support in your wireless network.

Failureto select adequate buffer levels could lead to packet drops and severely affect the user experience
of video over awireless LAN, while lack of bandwidth coverage would cause packets to be queued and
in extreme cases cause delayed packets

WLAN Quality of Service (QoS)

Just as QoS is necessary for the LAN and WAN wired network infrastructure in order to ensure high
voice quality, QoSis also required for the wireless LAN infrastructure. Because of the bursty nature of
data traffic and the fact that real-time traffic such as voice and video are sensitive to packet loss and
delay, QoS tools are required to manage wireless LAN buffers, limit radio contention, and minimize
packet loss, delay, and delay variation.

However, unlike most wired networks, wireless networks are a shared medium, and wireless endpoints
do not have dedicated bandwidth for sending and receiving traffic. While wireless endpoints can mark
traffic with 802.1p CoS, ToS, DSCP, and PHB, the shared nature of the wireless network means limited
admission control and access to the network for these endpoints.
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Wireless QoS involves the following main areas of configuration:
- Traffic Classification, page 3-67
» User Priority Mapping, page 3-67
« Interface Queuing, page 3-67
» Wireless Call Admission Control, page 3-68

Traffic Classification

Aswith the wired network infrastructure, it isimportant to classify or mark pertinent wireless traffic as
close to the edge of the network as possible. Because traffic marking is an entrance criterion for queuing
schemes throughout the wired and wireless network, marking should be done at the wireless endpoint
device whenever possible. Marking or classification by wireless network devices should be identical to
that for wired network devices, as indicated in Table 3-13.

In accordance with traffic classification guidelines for wired networks, the Cisco wireless Unified
Communications endpoints mark voice media traffic or voice RTP traffic with DSCP 46 (or PHB EF),
video mediatraffic or video RTP traffic with DSCP 34 (or PHB AF41), and call control signaling traffic
(SCCPor SIP) with DSCP 24 (or PHB CS3). Oncethistrafficis marked, it can be given priority or better
than best-effort treatment and queuing throughout the network. All wireless voice and video devices that
are capable of marking traffic should do it in this manner. All other traffic on the wireless network should
be marked as best-effort or with some intermediary classification as outlined in wired network marking
guidelines. If the wireless voice or video devices are unable to do packet marking, alternate methods
such as port-based marking should be implemented to provide priority to video and voice traffic.

User Priority Mapping

While 802.1p and DSCP (Differentiated Service Code Point) are the standards to set priorities on wired
networks, 802.11eisthe standard used for wireless networks. Thisiscommonly referred as User Priority

(UP), and it isimportant to map the UP to its appropriate DSCP value. Table 3-13 lists the values for
Unified Communications traffic.

Table 3-13 QoS Traffic Classification

Traffic Type DSCP (PHB) 802.1p UP IEEE 802.11e UP
Voice 46 (EF) 5 6

Video 34 (AF41) 4 5

Voice and video control |24 (CS3) 3 4

For further information about 802.11e and its configuration, refer to your corresponding product
documentation available at

http://www.cisco.com/en/US/products/ps6302/Products_Sub_Category _Home.html
Interface Queuing
Once traffic marking has occurred, it is necessary to enable the wired network APs and devices to

provide QoS queuing so that voice and video traffic types are given separate queues to reduce the
chances of thistraffic being dropped or delayed asit traversesthewireless LAN. Queuing on thewireless
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network occurs in two directions, upstream and downstream. Upstream queuing concerns traffic
traveling from the wireless endpoint up to the AP, and from the AP up to the wired network. Downstream
gueuing concerns traffic traveling from the wired network to the AP and down to the wireless endpoint.

For upstream queuing, devices that support Wi-Fi Multimedia (WMM) are able to take advantage of
gueueing mechanisms, including priority queueing.

As for downstream QoS, Cisco APs currently provide up to eight queues for downstream traffic being
sent to wireless clients. The entrance criterion for these queues can be based on a number of factors,
including DSCP, access control lists (ACLS), and VLAN. Although eight queues are available, Cisco
recommends using only two queues when deploying wireless voice. All voice mediaand signaling traffic
should be placed in the highest-priority queue, and all other traffic should be placed in the best-effort
gueue. This ensures the best possible queuing treatment for voice traffic.

In order to set up this two-queue configuration for autonomous APs, create two QoS policies on the AP.
Name one policy Voice, and configure it with the class of service Voice < 10 ms Latency (6) as the
Default Classification for all packets on the VLAN. Name the other policy Data, and configure it with
the class of service Best Effort (0) as the Default Classification for all packets on the VLAN. Then
assign the Data policy to the incoming and outgoing radio interface for the data VLAN(S), and assign
the Voice policy to the incoming and outgoing radio interfaces for the voice VLAN(s). With the QoS
policies applied at the VLAN level, the AP is not forced to examine every packet coming in or going out
to determine the type of queuing the packet should receive.

For lightweight APs, the WLAN controller has built-in QoS profiles that can provide the same queuing
policy. Voice VLAN or voice traffic is configured to use the Platinum policy, which sets priority
gueueing for the voice queue. Data VLAN or data traffic is configured to use the Silver policy, which
sets best-effort queuing for the Data queue. These policies are then assigned to the incoming and
outgoing radio interfaces based on the VLAN.

The above configurations ensure that all voice and video mediaand signaling are given priority queuing
treatment in a downstream direction.

Because Wi-Fi Multimedia (WMM) access is based on Enhanced Distributed Channel Access (EDCA),
it isimportant to assign the right priorities to the traffic to avoid Arbitration Inter-Frame Space (AIFS)
alteration and delivery delay. For further information on Cisco Unified Wireless QoS, refer to the
Enterprise Mobility Design Guide, available at

http://www.cisco.com/en/US/sol utions/ns340/ns414/ns742/ns820/landing_ent_mob_design.html.

Wireless Call Admission Control

To avoid exceeding the capacity limit of a given AP channel, some form of call admission control is
required. Cisco APs and wireless Unified Communications clients now use Traffic Specification
(TSPEC) instead of QoS Basic Service Set (QBSS) for call admission control.

Wi-Fi Multimedia Traffic Specification (WMM TSPEC) is the QoS mechanism that enables WLAN
clients to provide an indication of their bandwidth and QoS requirements so that APs can react to those
requirements. When aclient is preparing to make a call, it sends an Add Traffic Stream (ADDTYS)
message to the AP with which it is associated, indicating the TSPEC. The AP can then accept or reject
the ADDTS request based on whether bandwidth and priority treatment are available. If thecall is
rejected, the client receives a Network Busy message. If the client is roaming, the TSPEC request is
embedded in the re-association request message to the new AP as part of the association process, and the
TSPEC response is embedded in the re-association response.
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Alternatively, endpoints without WMM TSPEC support, but using SIP as call signaling, can be managed
by the AP. Media snooping must be enabled for the service set identifier (SSID). The client's
implementation of SIP must match that of the Wireless LAN Controller, including encryption and port
numbers. For details about media snooping, refer to the Cisco Wireless LAN Controller Configuration
Guide, available at

http://www.cisco.com/en/US/docs/wirel ess/controller/7.0/configuration/guide/c70wlan.html

Currently there is no call admission control support for video. The QoS Basic Service Set (QBSS)
information element is sent by the AP only if QoS Element for Wireless Phones has been enable on the
AP. (Refer to Wireless AP Configuration and Design, page 3-64.)

Service Advertisement Framework (SAF)

The Cisco Service Advertisement Framework (SAF) enables networking applications to advertise and
discover information about networked services within an I P network. SAF consists of the following
functional components and protocols:

- SAF Clients advertise and consume information about services.

» SAF Forwarders distribute and maintain SAF service availability information.
» SAF Client Protocol is used between SAF Clients and SAF Forwarders.

« SAF Forwarder Protocol is used between SAF Forwarders.

The nature of the advertised service is unimportant to the network of SAF Forwarders. The SAF
Forwarder protocol is designed to dynamically distribute information about the availability of services
to SAF client applications that have registered to the SAF network.

Services that SAF Can Advertise

In theory, any service can be advertised through SAF. The first service to use SAF is Cisco Unified
Communications Call Control Discovery (CCD). CCD uses SAF to distribute and maintain information
about the availability of internal directory numbers (DNs) hosted by call control agents such as Cisco
Unified CM and Unified CME. CCD also distributes the corresponding number prefixesthat allow these
internal directory numbers to be reached from the PSTN ("To PSTN" prefixes).

The dynamic nature of SAF and the ability for call agentsto advertise the availability of their hosted DN
ranges and To PSTN prefixes to other call agentsin a SAF network, provides distinct advantages over
other static and more labor-intensive methods of dial plan distribution. For more information on SAF
CCD, see Call Routing and Dial Plan Distribution Using Call Control Discovery for the Service
Advertisement Framework, page 5-52.
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SAF Networks

SAF networks contain a number of functional components, as described in the following sections.

SAF Forwarders, SAF Clients, and non-SAF Networks

Cisco SAF Forwarder

In aCisco SAF network, service information is distributed though a network of SAF-capable nodes that
assume specific functions to efficiently distribute knowledge of services and facilitate their discovery.
Cisco SAF network nodes are classified by two functional responsibilities:

« SAF Forwarder
« SAF Client

To configure a Cisco SAF network, you must configure both SAF Forwarders and SAF Clients. The
flexibility of Cisco SAF allows you to configure a single edge router to act as a Cisco SAF Forwarder
and a Cisco SAF Client, if necessary.

The following platforms support the SAF Forwarder:

- Cisco Integrated Services Routers (1SR), | SR Generation 2 (ISR G2), and 7200 Series Routers with
Cisco 10S Release 15.0(1)M (See http://wwwin.cisco.com/ios/rel ease/15mt)

- Cisco 7600 Series Routers with Cisco 10S Release 12.2(33)SRE

» Cisco ASR 1000 Series Aggregation Services Routers with Cisco 10S Release 12.2XE 2.5.0
(RLS5)
The following platforms support the SAF Client:

» Cisco Integrated Services Routers (ISR) and ISR Generation 2 (ISR G2) with Cisco 10S
Release 15.0(1)M (See http://wwwin.cisco.com/ios/rel ease/15mt)

» Cisco Unified Communications Manager 8.0(1) and higher versions

The SAF Forwarder runs on a Cisco |OSrouter. A Cisco SAF Forwarder receives services advertised by
Cisco SAF Clients, distributes the services reliably throughout the network of SAF Forwarders, and
makes services available for Cisco SAF Clients to use.

Cisco SAF Forwarders use | P multicast to automatically discover and communicate as peers with other
Cisco SAF Forwarders on a LAN. On networks that do not support |P multicast, SAF Forwarders can
connect statically as peers by creating unicast point-to-point adjacencies with SAF neighbors.

To enable SAF within a network, you need to configure only a subset of the routers as SAF Forwarders.
Once peer relationships have been created between the SAF Forwarders, the TCP/IP-based SAF
messages exchanged between SAF Forwarders can traverse any | P network. Networks of non-SAF
routers and SAF routers can run any |P routing protocol.

The SAF Forwarder Protocol (SAF-FP) isa"service" routing protocol, not an I P routing protocol. The
SAF Forwarder Protocol routesinformation about services over | P networks. SAF-FP isbased on EIGRP
technology and takes advantage of many of the features historically developed for EIGRP-based IP
routing, applying this functionality to the distribution of service information.

The SAF-Forwarder Protocol has the following characteristics:
» Usesthe DUAL algorithm and split horizon rule to prevent routing loops
» Does not send periodic broadcasts, but sends updates only when changes occur
» Uses a keep-alive mechanism to track the availability of peer SAF Forwarders
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» Isscalable and provides fast convergence when a SAF Forwarder fails

» Provides methods for SAF peer (neighbor) authentication

A Cisco SAF Forwarder provides the basis of the relationship between a Cisco SAF Client and the SAF
network. Cisco SAF Forwarders may be located anywhere within the network but are normally located
at the edges, or boundaries, of a network. (See Figure 3-22.) The Client/Forwarder relationship is used
to maintain the state of each advertised service. If a Client removes a service or disconnects from the
Forwarder node, the node informs the SAF network about the servicesthat are no longer available. When
a SAF Forwarder node receives advertisements from other Forwarder nodes, it keeps a copy of the entire
advertisement and then forwards it to other SAF peers.

Figure 3-22
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Cisco SAF Client Overview

A Cisco SAF Client can be a producer of services (advertises services to the SAF network), a consumer
of services (requests one or more services from the SAF network), or both. SAF clients perform three
basic functions:

» Registering with the SAF network
» Publishing services
» Subscribing to services
SAF Clients take two forms (see Figure 3-23):
» Internal SAF clients

Aninternal SAF client resides on the same Cisco |10S platform as the SAF Forwarder. The
Client/Forwarder connection is established through an internal application programming interface
(API). Call control applications that reside in Cisco |OS, such as Cisco Unified Communications
Manager Express (Unified CME), can usetheinternal SAF client to connect to aco-resident internal
SAF Forwarder.

« External SAF clients

External SAF clients do not reside within Cisco I0S, and they use the SAF Client Protocol
(SAF-CP) to communicate to a Cisco 10S-based SAF Forwarder. An external Cisco SAF client,
such as the SAF client used by Cisco Unified CM, initiates a TCP/IP connection to a Cisco SAF
Forwarder through a configured I P address and port number.

Figure 3-23 External and Internal SAF Clients and SAF Forwarders
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Once the connection between the Client and Forwarder is established, the Cisco SAF Client sends a
Register message to the Cisco SAF Forwarder. This register message uses a handle (called a "client
label") to uniquely identify the Cisco SAF Client from all other Cisco SAF Clients connected to the
Cisco SAF Forwarder. Once the Cisco SAF Client has completed its registration with the SAF
Forwarder, it can then advertise (publish) services to, or request (subscribe) services from, the SAF
network.

When advertising a service, a Cisco SAF Client publishes (sends) advertisements that contain details of
the offered service to the Cisco SAF Forwarder. The Cisco SAF Client can send multiple publish
requests, each advertising a distinct service. The Cisco SAF Forwarder advertises all services published
by the Cisco SAF Client.
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When requesting a service, the Cisco SAF Client sends the Forwarder a subscribe request. The subscribe
request contains afilter that describes the set of servicesin which the Cisco SAF Client isinterested. In
response to this request, the Cisco SAF Forwarder sends the current set of services that match the filter
tothe Cisco SAF Client in aseries of notify requests. Multiple notify requests are sent in order to provide
flow control, and the Cisco SAF Client must respond to each notify request before the Cisco SAF
Forwarder sends the next request. Aswith apublish request, the Cisco SAF Client can generate multiple
subscribe requests, each with a different filter. The Cisco SAF Client can also generate an unsubscribe
reguest, which removes one of its existing subscriptions.

Cisco External SAF Client and SAF Forwarder Interaction

Client/Forwarder Authentication

During the establishment of the TCP/IP connection between an external SAF Client and SAF Forwarder,
ashared secret consisting of ausername and a password is used for authentication. The usernameis used
as an index to determine which password to use as the shared secret. When a Cisco SAF Client sends a
reguest, it sends attributes that include its username, the actual message contents, and the MD5 hash of
the password. When a Cisco SAF Forwarder receives areguest, it locates the username attribute and uses
it to accessitslocal copy of the password. It then computes the M D5 hash of itslocally stored password.
If the passwords match, the Cisco SAF Client is authenticated and the connection proceeds. A Cisco SAF
Forwarder can also elect to reject the request.

Client /Forwarder Keepalive

Once a SAF client has published its services to the SAF network, the Cisco SAF Forwarder uses a
keepalive mechanism to track the status of the Cisco SAF Client. A Cisco SAF Forwarder and a Cisco
SAF Client exchange a keepalive timer value at the time of registration. A Cisco SAF Forwarder
considers a Cisco SAF Client to have failed if it has not seen arequest from the Cisco SAF Clientin a
time period equal to the keepalive timer value. A Cisco SAF Client ensures that the interval between
requests never exceeds this value. If a Cisco SAF Client has no data to send, it generates a register
message to refresh the timer.

When a Cisco SAF Forwarder detects that the Cisco SAF Client has failed, it withdraws the services
advertised on behalf of that Cisco SAF Client from the network and removes any subscriptions that the
Cisco SAF Client had established. A Cisco SAF Client can be unregistered manually to cause a Cisco
SAF Forwarder to withdraw all services and subscriptions gracefully.

SAF Forwarder Deployment Options

To enable SAF in aUnified Communications network, you must add one or more SAF Forwardersto the
Unified Communications network. For Cisco |OS call control applications such as Unified CME, the
SAF Client and Forwarder are co-resident on the router and can be used to interconnect to other SAF
Forwardersin the SAF network. Non-10S call control applications that use an External SAF Client, such
as Unified CM, must connect to a Cisco |OS SAF Forwarder configured in the Unified Communications
network. SAF Forwarders that are not co-resident with call control applications can be placed anywhere
in the network. The number and location of these Forwarders largely depend on the degree of resilience
and redundancy required within the SAF network. To provide redundancy, a minimum of two SAF
Forwarders arerequired (see Figure 3-24.) Additional SAF Forwarders can be added to the SAF network
to provide additional redundancy and local SAF Forwarder resources for each grouping of Unified CM
clusters (see Figure 3-25). With the initial version of SAF for Cisco 10S Release 15.0(1) on Cisco ISR
and 7200 Series Routers, up to 50 clients can connect to a single SAF Forwarder.
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SAF Network with Two Dedicated SAF Forwarders and Two Unified CME SAF Forwarders

Figure 3-24
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Figure 3-25 SAF Network with Multiple Redundant Dedicated SAF Forwarders and Two Unified CME SAF Forwarders
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SAF Autonomous Systems

Similar to IP routing protocols, SAF uses the concept of an autonomous system (AS) to define the
boundaries of a SAF network and the common SAF Forwarders within that SAF network. (See

Figure 3-26.) The majority of SAF deployments require only asingle SAF AS; however, in some cases
(for example, where segregation of SAF servicesis required) multiple SAF ASs may be deployed. Each
external SAF client can connect and publish to asingle SAF AS. If you deploy multiple External SAF
clientsin aUnified CM cluster, the cluster can publish services into multiple SAF ASs and receive
advertisements from each AS. Internal SAF clients can publish and subscribe to any number of

Cisco 10S co-resident SAF ASs. Redistribution of SAF Services between SAF ASsis not available
today.
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Figure 3-26 SAF Autonomous Systems
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SAF Forwarder Loopback Addresses and Split Horizon

In Figure 3-27, if loopback addresses are used in the configuration of the SAF Forwarders, the split
horizon rule comes into effect and the central SAF Forwarder does not forward advertisements between
spoke Forwarders. To allow the central SAF Forwarder to forward advertisements between spoke
Forwarders (and hence avoid the need to configure a full mesh of SAF peers), use the no split horizon
command under the loopback interface of the central SAF Forwarder.
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Figure 3-27 SAF and Split Horizon
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For more information on Cisco 10S SAF configuration, refer to the Cisco |OS Service Advertisement
Framework Configuration Guide, available at

http://www.cisco.com/en/US/docs/ios/saf/configuration/guide/15 O/saf _15 0 book.html
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Securing the various componentsin a Cisco Unified Communications System is hecessary for protecting
the integrity and confidentiality of voice calls.

This chapter presents security guidelines pertaining specifically to Unified Communications technol ogy
and the voice network. For more information on data network security, refer to the Cisco SAFE
Blueprint documentation available at

http://www.cisco.com/en/US/netsol/ns744/networking_solutions_program_home.html

Following the guidelines in this chapter does not guarantee a secure environment, nor will it prevent all
penetration attacks on a network. You can achieve reasonable security by establishing a good security
policy, following that security policy, staying up-to-date on the latest developments in the hacker and
security communities, and maintaining and monitoring all systems with sound system administration
practices.

This chapter addresses centralized and distributed call processing, including clustering over the WAN
but not local failover mechanisms such as Survivable Remote Site Telephony (SRST). This chapter
assumes that all remote sites have a redundant link to the head-end or local call-processing backup in
case of head-end failure. Theinteraction between Network Address Translation (NAT) and | P Telephony,
for the most part, is not addressed here. This chapter also assumes that all networks are privately
addressed and do not contain overlapping | P addresses.

What's New in This Chapter

Table 4-1 lists the topics that are new in this chapter or that have changed significantly from previous
releases of this document.

Table 4-1 New or Changed Information Since the Previous Release of This Document
New or Revised Topic Described in: Revision Date
Cisco Unified Video Advantage has reached End-of-sale and end-of-life notice available at September 28, 2012

end-of-sale (E0S) and has been removed from this |http://www.cisco.com/en/US/prod/collateral/vide

chapter. 0/ps7190/ps5662/end_of life_notice ¢51-704911
.html
Minor updates for Cisco Unified Communications |Various sections throughout this chapter June 28, 2012

System Release 9.0
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General Security

This section covers general security features and practices that can be used to protect the voice data
within a network.

Security Policy

Note

Cisco Systems recommends creating a security policy associated with every network technology
deployed within your enterprise. The security policy defines which data in your network is sensitive so
that it can be protected properly when transported throughout the network. Having this security policy
helps you define the security levels required for the types of data traffic that are on your network. Each
type of data may or may not require its own security policy.

If no security policy exists for data on the company network, you should create one before enabling any
of the security recommendations in this chapter. Without a security policy, it is difficult to ascertain
whether the security that is enabled in a network is doing what it is designed to accomplish. Without a
security policy, thereis also no systematic way of enabling security for all the applications and types of
data that run in a network.

Whileitisimportant to adhere to the security guidelines and recommendations presented in this chapter,
they alone are not sufficient to constitute a security policy for your company. You must define a
corporate security policy before implementing any security technology.

This chapter details the features and functionality of a Cisco Systems network that are available to
protect the Unified Communications data on a network. It is up to the security policy to define which
data to protect, how much protection is needed for that type of data, and which security techniques to
use to provide that protection.

One of the more difficult issues with a security policy that includes | P Telephony is combining the
security policies that usually exist for both the data network and the traditional voice network. Ensure
that all aspects of the integration of the voice data onto the network are secured at the correct level for
your security policy or corporate environment.

The basis of agood security policy is defining how important your datais within the network. Once you
have ranked the data according to its importance, you can decide how the security levels should be
established for each type of data. You can then achieve the correct level of security by using both the
network and application features.

In summary, you can use the following process to define a security policy:
- Define the data that is on the network.
» Define the importance of that data.
« Apply security based on the importance of the data.
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Security in Layers

This chapter starts with hardening the I P phone endpoints in a Cisco Unified Communications Solution
and worksits way through the network from the phone to the access switch, to the distribution layer, into
the core, and then into the data center. (See Figure 4-1.) Cisco recommends building layer upon layer of
security, starting at the access port into the network itself. This design approach gives anetwork architect
the ability to place the devices where it is both physically and logically easy to deploy Cisco Unified
Communications applications. But with this ease of deployment, the security complexity increases
because the devices can be placed anywhere in a network as long as they have connectivity.

Figure 4-1 Layers of Security
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Secure Infrastructure

Asthe | P Telephony data crosses a network, that datais only as safe and secure as the devices that are
transporting the data. Depending on the security level that is defined in your security policy, the security
of the network devices might have to be improved or they might already be secure enough for the
transportation of |P Telephony traffic.

There are many best practices within adata network that, if used, will increase the entire security of your
network. For example, instead of using Telnet (which sends passwordsin clear text) to connect to any of
the network devices, use Secure Shell (SSH, the secure form of Telnet) so that an attacker would not be
able to see a password in clear text.

Gateways and gatekeepers can be configured with Cisco |OS feature sets that provide the required voice
functionality but support only Telnet and not Secure Shell (SSH). Cisco recommends that you use access
control lists (ACLs) to control who is permitted to connect to the routers using Telnet. It is more secure
to connect to the gatekeeper from a host that isin a secure segment of the network, because user names
and passwords are sent over Telnet in clear text.

You should also usefirewalls, access control lists, authentication services, and other Cisco security tools
to help protect these devices from unauthorized access.

Physical Security

IP Addressing

Just as atraditional PBX is usually locked in a secure environment, the | P network should be treated in
asimilar way. Each of the devices that carries |P Telephony traffic is really part of an IP PBX, and
normal general security practices should be used to control access to those devices. Once a user or
attacker has physical access to one of the devicesin a network, all kinds of problems could occur. Even
if you have excellent password security and the user or attacker cannot get into the network device, that
does not mean that they cannot cause havoc in a network by simply unplugging the device and stopping
all traffic.

For more information on general security practices, refer to the documentation at the following
locations:

« http://www.cisco.com/en/US/netsol/ns744/networking_solutions_program_home.html
» http://www.cisco.com/en/US/products/svcs/ps2961/ps2952/serv_group_home.html

IP addressing can be critical for controlling the data that flows in and out of the logically separated |P
Telephony network. The more defined the |P addressing is within a network, the easier it becomes to
control the devices on the network.

As stated in other sections of this document (see Campus Access Layer, page 3-5), you should use IP
addressing based on RFC 1918. This method of addressing allows deployment of an IP Telephony
system into a network without redoing the | P addressing of the network. Using RFC 1918 also allows
for better control in the network because the 1P addresses of the voice endpoints are well defined and
easy to understand. If the voice endpoints are all addressed within a 10.x.x.x. network, access control
lists (ACLs) and tracking of datato and from those devices are simplified.

If you have awell defined I P addressing plan for your voice deployments, it becomes easier to write
ACLsfor controlling the I P Telephony traffic and it also helps with firewall deployments.
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Using RFC 1918 enablesyou easily to deploy one VLAN per switch, which isabest practice for campus
design, and also enables you to keep the Voice VLAN free of any Spanning Tree Protocol (STP) loops.

If deployed correctly, route summarization could help to keep the routing table about the same as before
the voice deployment, or just slightly larger.

IPv6 Addressing

The introduction of 1Pv6 addressing has extended the network address space and increased the options
for privacy and security of endpoints. Though both IPv4 and IPv6 have similar security concerns, | Pv6
provides some advantages. For example, one of the major benefits with I1Pv6 is the enormous size of the
subnets, which discourages automated scanning and reconnaissance attacks.

For a comparison of IPv6 and IPv4 in terms of security, refer to the IPv6 and 1Pv4 Threat Comparison
and Best-Practice Evaluation, available at:

http://www.cisco.com/web/about/security/security _services/ciag/documents/v6-v4-threats.pdf

When considering IPv6 as your | P addressing method, adhere to the best practices documented in the
following campus and branch office design guides:

» Deploying IPv6 in Campus Networks

http://www.cisco.com/en/US/docs/sol utions/Enterprise/ Campus/Campl Pv6.html
» Deploying IPv6 in Branch Networks

http://www.cisco.com/en/U S/docs/sol utions/Enterprise/Branch/Brchl Pv6.html

Access Security

This section covers security features at the Accesslevel that can be used to protect the voice datawithin
a network.

Voice and Video VLANS

Before the phone has its | P address, the phone determines which VLAN it should be in by means of the
Cisco Discovery Protocol (CDP) negotiation that takes place between the phone and the switch. This
negotiation allows the phone to send packets with 802.1q tags to the switch in a"voice VLAN" so that
the voice data and all other data coming from the PC behind the phone are separated from each other at
Layer 2. Voice VLANsare not required for the phones to operate, but they provide additional separation
from other data on the network.

Voice VLANS can be assigned automatically from the switch to the phone, thus allowing for Layer 2
and Layer 3 separations between voice data and all other data on a network. A voice VLAN also allows
for a different |P addressing scheme because the separate VLAN can have a separate | P scope at the
Dynamic Host Configuration Protocol (DHCP) server.

Applications use CDP messaging from the phones to assist in locating phones during an emergency call.
The location of the phone will be much more difficult to determine if CDP is not enabled on the access
port to which that phone is attached.
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There is apossibility that information could be gathered from the CDP messaging that would normally
go to the phone, and that information could be used to discover some of the network. Not all devicesthat
can be used for voice or video with Unified CM are able to use CDP to assist in discovering the voice
VLAN.

Sony and Tandberg SCCP endpoints do not support Cisco Discovery Protocol (CDP) or 802.1Q VLAN
ID tagging. To allow device discovery when third-party devices are involved, use the Link Layer
Discovery Protocol (LLDP). LLDP for Media Endpoint Devices (LLDP-MED) is an extensionto LLDP
that enhances support for voice endpoints. LLDP-MED defines how aswitch port transitionsfrom LLDP
to LLDP-MED if it detects an LLDP-MED-capable endpoint. Support for both LLDP and LLDP-MED
on IP phones and LAN switches depends on the firmware and device models. To determine if
LLDP-MED is supported on particular phone or switch models, check the specific product release notes
or bulletins available at:

» http://www.cisco.com/en/US/products/hw/phones/ps379/prod_release_notes _list.html
« http://www.cisco.com/en/US/products/sw/iosswrel/ps5012/prod_bulletins_list.html

Note  If an 1P phone with LLDP-MED capability is connected to a Cisco Catalyst switch running an earlier
Cisco |0S release that does not support LLDP, the switch might indicate that an extra device has been
connected to the switch port. This can happen if the Cisco Catalyst switch is using Port Security to count
the number of devices connected. The appearance of an LL DP packet might cause the port count to
increase and cause the switch to disable the port. Verify that your Cisco Catalyst switch supports LLDP,
or increase the port count to a minimum of three, before deploying Cisco | P Phones with firmware that
supports LLDP-MED Link Layer protocol.

H.323 clients, Multipoint Control Units (M CUs), and gateways communicate with Unified CM using the
H.323 protocol. Unified CM H.323 trunks (such as H.225 and intercluster trunk variants as well as the
RASAggregator trunk type) use a random port range rather than the well-known TCP port 1720.
Therefore, you must permit a wide range of TCP ports between these devices and the Unified CM
servers. For port usage details, refer to the latest version of the Cisco Unified Communications Manager
TCP and UDP Port Usage guide, available at:

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

MCUs and gateways are considered infrastructure devices, and they typically reside within the
datacenter adjacent to the Unified CM servers. H.323 clients, on the other hand, typically reside in the
data VLAN.

Cisco Unified Videoconferencing M CUs configured to run in SCCP mode communicate with the TFTP
server(s) to download their configuration, with the Unified CM servers for signaling, and with other
endpoints for RTP media traffic. Therefore, TFTP must be permitted between the MCU and the TFTP
server(s), TCP port 2000 must be permitted between the MCUs and the Unified CM server(s), and UDP
ports for RTP media must be permitted between the MCUs and the voice, data, and gateway VLANSs

Switch Port

There are many security features within a Cisco switch infrastructure that can be used to secure a data
network. This section describes some of the features that can be used in Cisco Access Switchesto protect
the IP Telephony data within a network. (See Figure 4-2.) This section does not cover all of the security
features available for all of the current Cisco switches, but it does list the most common security features
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used across many of the switches that Cisco manufactures. For additional information on the security
features available on the particular Cisco gear deployed within your network, refer to the appropriate
product documentation available at

http://www.cisco.com

Figure 4-2 A Typical Access Layer Design to Which the Phones Attach
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Port Security: MAC CAM Flooding

A classic attack on a switched network is a MAC content-addressable memory (CAM) flooding attack.
Thistype of attack floods the switch with so many MAC addresses that the switch does not know which
port an end station or device is attached to. When the switch does not know which port adeviceis
attached to, it broadcasts the traffic destined for that device to the entire VLAN. In thisway, the attacker
is able to see all traffic that is coming to all the usersin aVLAN.

To disallow malicious MAC flooding attacks from hacker tools such as macof, limit the number of MAC
addresses allowed to access individual ports based on the connectivity requirements for those ports.
Malicious end-user stations can use macof to originate MAC flooding from random-source to
random-destination MAC addresses, both directly connected to the switch port or through the IP phone.
The macof tool is very aggressive and typically can fill a Cisco Catalyst switch content-addressable
memory (CAM) tablein lessthan ten seconds. The flooding of subsequent packetsthat remain unlearned
because the CAM tableisfilled, is as disruptive and unsecure as packets on a shared Ethernet hub for
the VLAN that is being attacked.

Either port security or dynamic port security can be used to inhibit a MAC flooding attack. A customer
with no requirement to use port security as an authorization mechanism would want to use dynamic port
security with the number of MAC addresses appropriate to the function attached to a particular port. For
example, a port with only a workstation attached to it would want to limit the number of learned MAC
addresses to one. A port with a Cisco Unified IP Phone and a workstation behind it would want to set
the number of learned MAC addresses to two (one for the |P phone itself and one for the workstation
behind the phone) if aworkstation is going to plug into the PC port on the phone. This setting in the past
has been three MAC addresses, used with the older way of configuring the port in trunk mode. If you
use the multi-VLAN access mode of configuration for the phone port, this setting will be two MAC
addresses, one for the phone and one for the PC plugged into the phone. If there will be no workstation
on the PC port, then the number of MAC addresses on that port should be set to one. These
configurations are for amulti-VLAN access port on a switch. The configuration could be different if the
port is set to trunk mode (not the recommended deployment of an access port with a phone and PC).
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Port Security: Gratuitous ARP

Note

Just like any other data device on the network, the phones are vulnerable to traditional data attacks. The
phones have features to prevent some of the common data attacks that can occur on a corporate network.
One such feature is Gratuitous ARP (Gratuitous Address Resol ution Protocol, or GARP). This feature
helps to prevent man-in-the-middle (MITM) attacks to the phone. A MITM attack involves an attacker
who tricks an end station into believing that he is the router and tricks the router into believing that he
isthe end station. This scheme makes all the traffic between the router and the end station travel through
the attacker, thus enabling the attacker to log all of the traffic or inject new traffic into the data
conversation.

The Gratuitous ARP feature configured on an | P phone protects the phone from a traditional MITM
attack on the signaling and RTP voice streams that are sourced from the phone to the network. It helps
protect the phones from having an attacker capture the signaling and RTP voice streams from the phone
if the attacker was able to get onto the voice segment of the network. This feature protects only the
phones; it does not protect the rest of the infrastructure from a Gratuitous ARP attack. Thisfeatureis of
less importance if you are running a Cisco infrastructure because the switch port provides features that
protect both the phones and the network gear. For a description of these switch port features see the
section on Switch Port, page 4-6.

The Gratuitous ARP feature does not apply to devices configured using IPv6 addressing. |Pv6 uses
neighbor discovery (ND) and not ARP.

The downstream signaling and RTP voice streams coming from another phone or coming across the
network are not protected by thisfeaturein the phone. Only the data coming from the phone that hasthis
feature enabled is protected. (See Figure 4-3.)

If the default gateway is running Hot Standby Router Protocol (HSRP), if the HSRP configuration uses
the burned-in MAC address rather than the virtual MAC address for the default gateway, and if the
primary router fails-over to a secondary router that has a new MAC address, the phones could maintain
the old MAC address of the default gateway. This scenario could cause an outage for up to 40 minutes.
Always use the virtual MAC address in an HSRP environment to avoid this potential problem.

Figure 4-3 Gratuitous ARP Protects the Phone that Has It but Not Other Traffic

Traffic from the phone
is protected

==/ ==

Traffic from the router is
redirected to the attacker
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Asshown in Figure 4-3, the traffic from the phone that has Gratuitous ARP is protected, but the attacker
could still seethe traffic coming from another endpoint because that endpoint might not have the ability
to protect the data flow.
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Port Security: Prevent Port Access

Prevent all port access except from those devices designated by their MAC addresses to be on the port.
Thisisaform of device-level security authorization. Thisrequirement is used to authorize access to the
network by using the single credential of the device's MAC address. By using port security (in its
non-dynamic form), a network administrator would be required to associate MAC addresses statically
for every port. However, with dynamic port security, network administrators can merely specify the
number of MAC addresses they would like the switch to learn and, assuming the correct devices are the
first devices to connect to the port, allow only those devices access to that port for some period of time.

The period of time can be determined by either afixed timer or an inactivity timer (non-persistent
access), or it can be permanently assigned. In the latter case, the MAC address learned will remain on
the port even in the event of areload or reboot of the switch.

No provision is made for device mobility by static port security or persistent dynamic port security.
Although it is not the primary requirement, MAC flooding attacks are implicitly prevented by port
security configurations that aim to limit access to certain MAC addresses.

From a security perspective, there are better mechanisms for both authenticating and authorizing port
access based on userid and/or password credentials rather than using MAC address authorization. MAC
addresses alone can easily be spoofed or falsified by most operating systems.

Port Security: Prevent Rogue Network Extensions

Port security prevents an attacker from flooding the CAM table of aswitch and from turning any VLAN
into a hub that transmits all received traffic to all ports. It also prevents unapproved extensions of the
network by adding hubs or switches into the network. Because it limits the number of MAC addresses
to a port, port security can also be used as a mechanism to inhibit user extension to the I T-created
network. For example, if auser plugs awireless access point (AP) into a user-facing port or data port on
a phone with port security defined for a single MAC address, the wireless AP itself would occupy that
MAC address and not allow any devices behind it to access the network. (See Figure 4-4.) Generally, a
configuration appropriate to stop MAC flooding is also appropriate to inhibit rogue access.

Figure 4-4 Limited Number of MAC Addresses Prevents Rogue Network Extensions

Only two MAC
addresses
allowed on the
port: Shutdown
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If the number of MAC addresses is not defined correctly, there is a possibility of denying access to the
network or error-disabling the port and removing all devices from the network.
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DHCP Snooping: Prevent Rogue DHCP Server Attacks

Dynamic Host Configuration Protocol (DHCP) Snooping prevents a non-approved DHCP or rogue
DHCP server from handing out |P addresses on a network by blocking all replies to a DHCP request
unlessthat port isallowed to reply. Because most phone deployments use DHCP to provide | P addresses
to the phones, you should use the DHCP Snooping feature in the switches to secure DHCP messaging.
Rogue DHCP servers can attempt to respond to the broadcast messages from aclient to give out incorrect
IP addresses, or they can attempt to confuse the client that is requesting an address.

When enabled, DHCP Snooping treats all portsin aVLAN as untrusted by default. An untrusted port is
auser-facing port that should never make any reserved DHCP responses. If an untrusted DHCP-snooping
port makes a DHCP server response, it will be blocked from responding. Therefore, rogue DHCP servers
will be prevented from responding. However, legitimately attached DHCP servers or uplinks to
legitimate servers must be trusted.

Figure 4-5illustrates the normal operation of a network-attached device that requests an IP address from

the DHCP server.
Figure 4-5 Normal Operation of a DHCP Request
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* DHCP defined by RFC 2131

However, an attacker can request not just asingle IP address but all of the I P addresses that are available
within a VLAN. (See Figure 4-6.) This means that there would be no addresses for a legitimate device
trying to get on the network, and without an IP address the phone cannot connect to Unified CM.
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Figure 4-6 An Attacker Can Take All Available IP Addresses on the VLAN
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DHCP Snooping: Prevent DHCP Starvation Attacks

DHCP address scope starvation attacks from tools such as Gobbler are used to create a DHCP
denial-of-service (DoS) attack. Because the Gobbler tool makes DHCP requests from different random
source MAC addresses, you can prevent it from starving a DHCP address space by using port security
to limit the number of MAC addresses. (See Figure 4-7.) However, a more sophisticated DHCP
starvation tool can make the DHCP requests from a single source MAC address and vary the DHCP
payload information. With DHCP Snooping enabled, untrusted ports will make a comparison of the
source MAC address to the DHCP payload information and fail the request if they do not match.

Figure 4-7 Using DHCP Snooping to Prevent DHCP Starvation Attacks
A
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OK DHCP
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DHCP Snooping prevents any single device from capturing all the IP addresses in any given scope, but
incorrect configurations of this feature can deny | P addresses to approved users.
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DHCP Snooping: Binding Information

Another function of DHCP Snooping isto record the DHCP binding information for untrusted ports that
successfully get IP addresses from the DHCP servers. The binding information isrecorded in atable on
the Cisco Catalyst switch. The DHCP binding table contains the | P address, MAC address, |ease length,
port, and VLAN information for each binding entry. The binding information from DHCP Snooping
remains in effect for the length of the DHCP binding period set by the DHCP server (that is, the DHCP
lease time). The DHCP binding information is used to create dynamic entries for Dynamic ARP
Inspection (DAI) to limit ARP responses for only those addresses that are DHCP-bound. The DHCP
binding information is also used by the IP source guard to limit sourcing of IP packets to only those
addresses that are DHCP-bound.

There is a maximum limit to the number of binding table entries that each type of switch can store for
DHCP Snooping. (Refer to the product documentation for your switch to determine this limit.) If you
are concerned about the number of entriesin your switch’s binding table, you can reduce the lease time
on the DHCP scope so that the entries in the binding table time-out sooner. The entries remain in the
DHCP binding table until the lease runs out. In other words, the entries remain in the DHCP Snooping
binding table as long at the DHCP server thinks the end station has that address. They are not removed
from the port when the workstation or phone is unplugged.

If you have a Cisco Unified IP Phone plugged into a port and then move it to a different port, you might
have two entries in the DHCP binding table with the same MAC and I P address on different ports. This
behavior is considered normal operation.

Requirement for Dynamic ARP Inspection

Dynamic Address Resolution Protocol (ARP) Inspection (DALI) isafeature used on the switch to prevent
Gratuitous ARP attacks on the devices plugged into the switch and on the router. Although it is similar
to the Gratuitous ARP feature mentioned previously for the phones, Dynamic ARP protects all the
devices on the LAN, and it is not just a phone feature.

In its most basic function, Address Resolution Protocol (ARP) enables a station to bind a MAC address
to an IP addressin an ARP cache, so that the two stations can communicate on aL AN segment. A station
sends out an ARP request as a MAC broadcast. The station that owns the |P address in that request will
give an ARP response (with its IP and MAC address) to the requesting station. The requesting station
will cache the response in its ARP cache, which has a limited lifetime. The default ARP cache lifetime
for Microsoft Windows is 2 minutes; for Linux, the default lifetime is 30 seconds; and for Cisco IP
phones, the default lifetime is 40 minutes.

ARP also makes the provision for a function called Gratuitous ARP. Gratuitous ARP (GARP) is an
unsolicited ARPreply. Initsnormal usage, itissent asaMAC broadcast. All stationsonalL AN segment
that receive a GARP message will cache this unsolicited ARP reply, which acknowledges the sender as
the owner of the IP address contained in the GARP message. Gratuitous ARP has a legitimate use for a
station that needs to take over an address for another station on failure.

However, Gratuitous ARP can also be exploited by malicious programs that want to illegitimately take
on the identity of another station. When a malicious station redirects traffic to itself from two other
stations that were talking to each other, the hacker who sent the GARP messages becomes the
man-in-the-middle. Hacker programs such as ettercap do this with precision by issuing "private” GARP
messages to specific MAC addresses rather than broadcasting them. In this way, the victim of the attack
does not see the GARP packet for its own address. Ettercap also keeps its ARP poisoning in effect by
repeatedly sending the private GARP messages every 30 seconds.
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Dynamic ARP Inspection (DAI) is used to inspect all ARP requests and replies (gratuitous or
non-gratuitous) coming from untrusted (or user-facing) ports to ensure that they belong to the ARP
owner. The ARP owner is the port that has a DHCP binding which matches the | P address contained in
the ARPreply. ARP packetsfrom a DAI trusted port are not inspected and are bridged to their respective
VLANS.

Dynamic ARP Inspection (DAI) requires that a DHCP binding be present to legitimize ARP responses
or Gratuitous ARP messages. If a host does not use DHCP to obtain its address, it must either be trusted
or an ARP inspection access control list (ACL) must be created to map the host's IP and MAC address.
(See Figure 4-8.) Like DHCP Snooping, DAI is enabled per VLAN, with all ports defined as untrusted
by default. To leverage the binding information from DHCP Snooping, DAI requires that DHCP
Snooping be enabled on the VLAN prior to enabling DAI. If DHCP Snooping is not enabled before you
enable DAI, none of the devicesin that VLAN will be able to use ARP to connect to any other devicein
their VLAN, including the default gateway. The result will be a self-imposed denial of service to any
devicein that VLAN.

Figure 4-8 Using DHCP Snooping and DAI to Block ARP Attacks
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Because of the importance of the DHCP Snooping binding table to the use of DAL, it isimportant to back
up the binding table. The DHCP Snooping binding table can be backed up to bootflash, File Transfer
Protocol (FTP), Remote Copy Protocol (RCP), slotO, and Trivial File Transfer Protocol (TFTP). If the
DHCP Snooping binding tableis not backed up, the Cisco Unified IP Phones could lose contact with the
default gateway during a switch reboot. For example, assume that the DHCP Snooping binding tableis
not backed up and that you are using Cisco Unified | P Phones with a power adapter instead of line
power. When the switch comes back up after a reboot, there will be no DHCP Snooping binding table
entry for the phone, and the phone will not be able to communicate with the default gateway unless the
DHCP Snooping binding table is backed up and loads the old information before traffic starts to flow
from the phone.

Incorrect configurations of this feature can deny network access to approved users. If a device has no
entry in the DHCP Snooping binding table, then that device will not be able to use ARP to connect to
the default gateway and therefore will not be able to send traffic. If you use static 1P addresses, those
addresses will have to be entered manually into the DHCP Snooping binding table. If you have devices
that do not use DHCP again to obtain their |P addresses when a link goes down (some UNIX or Linux
machines behave this way), then you must back up the DHCP Snooping binding table.
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802.1X Port-Based Authentication

Note

The 802.1X authentication feature can be used to identify and validate the device credentials of a Cisco
Unified |P Phone before granting it access to the network. 802.1X isaMAC-layer protocol that interacts
between an end device and a RADIUS server. It encapsul ates the Extensible Authentication Protocol
(EAP) over LAN, or EAPOL, to transport the authentication messages between the end devices and the
switch. In the 802.1X authentication process, the Cisco Unified IP Phone acts as an 802.1X supplicant
and initiates the request to access the network. The Cisco Catalyst Switch, acting as the authenticator,
passes the request to the authentication server and then either allows or restricts the phone from
accessing the network.

802.1X can also be used to authenticate the data devices attached to the Cisco Unified IP Phones. An
EAPOL pass-through mechanism is used by the Cisco Unified IP Phones, allowing the locally attached
PC to pass EAPOL messages to the 802.1X authenticator. The Cisco Catalyst Switch port needs to be
configured in multiple-authentication mode to permit one device on the voice VLAN and multiple
authenticated devices on the data VLAN.

Cisco recommends authenticating the | P phone before the attached data device is authenticated.

The multiple-authentication mode assigns authenticated devices to either a data or voice VLAN,
depending on the attributes received from the authentication server when access is approved. The
802.1X port is divided into a data domain and a voice domain.

In multiple-authentication mode, a guest VLAN can be enabled on the 802.1x port. The switch assigns
end clients to aguest VLAN when the authentication server does not receive a response to its EAPOL
identity frame or when EAPOL packets are not sent by the client. This allows data devices attached to a
Cisco IP Phone, that do not support 802.1X, to be connected to the network.

A voice VLAN must be configured for the IP phone when the switch port isin a multiple-host mode.
The RADIUS server must be configured to send a Cisco Attribute-Value (AV) pair attribute with avalue
of device-traffic-class=voice. Without this value, the switch treats the I P phone as a data device.

Dynamic VLAN assignment from a RADIUS server is supported only for data devices.

When a data or a voice device is detected on a port, its MAC address is blocked until authorization
succeeds. If the authorization fails, the MAC address remains blocked for 5 minutes.

When the 802.1x authentication is enabled on an access port on which avoice VLAN is configured and
to which a Cisco IP Phone is already connected, the phone loses connectivity to the switch for up to
30 seconds.

Most Cisco IP Phones support authentication by means of X.509 certificates using the EAP-Transport
Layer Security (EAP-TLS) or EAP-Flexible Authentication with Secure Tunneling (EAP-FAST)
methods of authentication. Some of the older models that do not support either method can be
authenticated using MAC Authentication Bypass (MAB), which enables a Cisco Catalyst Switch to
check the MAC address of the connecting device as the method of authentication.

To determine support for the 802.1X feature configuration, refer to the product guides for the Cisco
Unified IP Phones and the Cisco Catalyst Switches, available at http://www.cisco.com.

For configuration information, refer to the IP Telephony for 802.1x Design Guide, available at

http://www.cisco.com/en/US/docs/sol utions/Enterprise/Security/TrustSec_1.99/IP_Tele/| P_Teleph
ony_ DIG.html
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Endpoint Security

Cisco Unified IP Phones contain built-in features to increase security on an IP Telephony network.
These features can be enabled or disabled on a phone-by-phone basis to increase the security of an IP
Telephony deployment. Depending on the placement of the phones, a security policy will help determine
if these features need to be enabled and where they should be enabled. (See Figure 4-9.)

Figure 4-9 Security at the Phone Level

Access

The following security considerations apply to IP phones:
« PC Port on the Phone, page 4-15
« PC Voice VLAN Access, page 4-16
» Web Access Through the Phone, page 4-17
- Settings Access, page 4-17
» Authentication and Encryption, page 4-17
« VPN Client for P Phones, page 4-18

Before attempting to configure the security features on a phone, check the documentation at the
following link to make sure the features are available on that particular phone model:

http://www.cisco.com/en/US/products/sw/voicesw/index.html

PC Port on the Phone

The phone has the ability to turn on or turn off the port on the back of the phone, to which a PC would
normally be connected. This feature can be used as a control point to access the network if that type of
control is necessary.

Depending on the security policy and placement of the phones, the PC port on the back of any given
phone might have to be disabled. Disabling this port would prevent a device from plugging into the back
of the phone and getting network access through the phone itself. A phone in a common area such as a
lobby would typically have its port disabled. Most companies would not want someone to get into the
network on a non-controlled port because physical security isvery weak in alobby. Phonesin a normal
work area might also have their ports disabled if the security policy requires that no device should ever
get access to the network through a phone PC port. Depending on the model of phone deployed, Cisco
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Unified Communications Manager (Unified CM) can disable the PC port on the back of the phone.
Before attempting to enable this feature, check the documentation at the following link to verify that this
features is supported on your particular model of Cisco Unified |P Phone:

http://www.cisco.com/en/US/products/hw/phones/ps379/tsd_products_support_series_home.html

PC Voice VLAN Access

Because there are two VLANs from the switch to the phone, the phone needs to protect the voice VLAN
from any unwanted access. The phones can prevent unwanted access into the voice VLAN from the back
of the phone. A feature called PC Voice VLAN Access prevents any accessto the voice VLAN from the
PC port on the back of the phone. When disabled, this feature does not allow the devices plugged into
the PC port on the phone to "jump" VLANSs and get onto the voice VLAN by sending 802.1q tagged
information destined for the voice VLAN to the PC port on the back of the phone. The feature operates
one of two ways, depending on the phone that is being configured. On the more advanced phones, the
phone will block any traffic destined for the voice VLAN that is sent into the PC port on the back of the
phone. In the example shown in Figure 4-10, if the PC tries to send any voice VLAN traffic (with an
802.1q tag of 200 in this case) to the PC port on the phone, that traffic will be blocked. The other way
thisfeature can operate isto block all traffic with an 802.1q tag (not just voice VLAN traffic) that comes
into the PC port on the phone.

Currently, 802.1q tagging from an access port is not normally used. If that feature is a requirement for
the PC plugged into the port on the phone, you should use a phone that allows 802.1q tagged packets to
pass through the phone.

Before attempting to configure the PC Voice VLAN A ccess feature on aphone, check the documentation
at the following link to make sure the feature is available on that particular phone model:

http://www.cisco.com/en/US/products/hw/phones/ps379/tsd_products_support_series_home.html

Figure 4-10 Blocking Traffic to the Voice VLAN from the Phone PC Port
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Web Access Through the Phone

Each Cisco Unified |P Phone has a web server built into it to help with debugging and remote status of
the phone for management purposes. The web server also enables the phones to receive applications
pushed from Cisco Unified Communications Manager (Unified CM) to the phones. Access to this web
server can be enabled or disabled on a phone by means of the Web Access feature in the Unified CM
configuration. This setting can be global, or it could be enabled or disabled on a phone-by-phone basis.

If the web server is globally disable but it is needed to help with debugging, then the administrator for
Unified CM will have to enable this feature on the phones. The ability to get to this web page can be
controlled by an ACL in the network, leaving network operators with the capability to get to the web
page when needed.

With the Web Access feature disabled, the phones will be unable to receive applications pushed to them
from Unified CM.

Unified CM can be configured to use either HTTPS only or both HTTPS and HTTP for web traffic to
and from the IP phones. However, if HTTPS only is configured, this does not by itself close port 80 on
the IP phone's web server. It is preferable to use ACLs to restrict HTTP traffic, and configure

Unified CM for HTTPS only.

Settings Access

Each Cisco Unified IP Phone has a network settings page that lists many of the network elements and
detailed information that is needed for the phone to operate. This information could be used by an
attacker to start a reconnaissance on the network with some of the information that is displayed on the
phone's web page. For example, an attacker could look at the settings page to determine the default
gateway, the TFTP server, and the Unified CM P address. Each of these pieces of information could be
used to gain access to the voice network or to attack a device in the voice network.

This access can be disabled on a phone-by-phone basis to prevent end users or attackers from obtaining
the additional information such as Unified CM | P address and TFTP server information. With access to
the phone settings page disabled, end users | ose the ability to change many of the settings on the phone
that they would normally be able to control, such as speaker volume, contrast, and ring type. It might
not be practical to use this security feature because of the limitationsit places on end users with respect
to the phone interface.

For more information on the phone settings page, refer to the latest version of the Cisco Unified
Communications Manager Administration Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance_guides _list.html

Authentication and Encryption

Unified CM can be configured to provide multiple levels of security to the phoneswithin avoice system,
if those phones support those features. This includes device authentication and media and signaling
encryption using X.509 certificates. Depending on your security policy, phone placement, and phone
support, the security can be configured to fit the needs of your company.

For information on which Cisco Unified | P Phone models support specific security features, refer to the
documentation available at

http://www.cisco.com/en/US/products/hw/phones/ps379/tsd_products_support_series_home.html
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To enable security on the phones and in the Unified CM cluster, refer to the Cisco Unified
Communications Manager Security Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

When the Public Key Infrastructure (PK1) security features are properly configured in Unified CM, all
supported phones will have the following capabilities:

« Integrity — Does not allow TFTP file manipulation but does allow Transport Layer Security (TLS)
signaling to the phones when enabled.

« Authentication — The image for the phone is authenticated from Unified CM to the phone, and the
device (phone) is authenticated to Unified CM. All signaling messages between the phone and
Unified CM are verified as being sent from the authorized device.

» Encryption — For supported devices, signaling and media can be encrypted to prevent
eavesdropping.

» Secure Real-time Transport Protocol (SRTP) — Is supported to Cisco |OS gateways and on
phone-to-phone communications. Cisco Unity also supports SRTP for voicemail.

Unified CM supports authentication, integrity, and encryption for calls between two
Cisco Unified 1P Phones but not for all devices or phones. To determine if your device supports these
features, refer to the documentation available at

http://www.cisco.com/en/US/products/hw/phones/ps379/tsd_products_support_series_home.html

Unified CM uses certificates for securing identities and enabling encryption. The certificates can be
either Manufacturing Installed Certificates (MIC) or Locally Significant Certificates (LSC). MICs are
already pre-installed and LSCs are installed by Unified CM's Cisco Certificate Authority Proxy
Function (CAPF). Unified CM creates self-signed certificates, but signing of certificates by athird-party
certificate authority (CA) using PKCS #10 Certificate Signing Request (CSR) is also supported. When
using third-party CAs, the CAPF can be signed by the CA, but the phone L SCs are still generated by the
CAPF. When MICs are used, the Cisco CA and the Cisco Manufacturing CA certificates act as the root
certificates. When LSCs are generated for natively registered endpoints, the CAPF certificate is the root
certificate.

Auto-registration does not work if you configure the cluster for mixed mode, which is required for
device authentication. The cluster mixed-mode information is included in the CTL file downloaded by
the endpoints. The CTL file configuration requires using a CTL client to sign thefile. The CTL clientis
a separate application that isinstalled on a Windows PC, and it uses the Cisco Security Administrator
Security Token (SAST), USB hardware device, to sign the CTL file.

Application layer protocol inspection and Application Layer Gateways (AL Gs) that allow |P Telephony
traffic to traverse firewalls and Network Address Translation (NAT) also do not work with signaling
encryption. Not all gateways, phones, or conference are supported with encrypted media.

Encrypting media makes recording and monitoring of calls more difficult and expensive. It also makes
troubleshooting Vol P problems more challenging.

VPN Client for IP Phones

Cisco Unified IP Phones with an embedded VPN client provide a secure option for connecting phones
outside the network to the Unified Communications solution in the enterprise. This functionality does
not require an external VPN router at the remote location, and it provides a secure communications
tunnel for Layer 3 and higher traffic over an untrusted network between the phone at the deployed
location and the corporate network.
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The VPN client in Cisco Unified | P Phones uses Cisco SSL VPN technology and can connect to both
the Cisco ASA 5500 Series VPN head-end and the Cisco Integrated Services Routerswith the Cisco 10S
SSL VPN software feature. The voice traffic is carried in UDP and protected by Datagram Transport
Layer Security (DTLS) protocol as part of the VPN tunnel. The integrated VPN tunnel applies only to
voice and I P phone services. A PC connected to the PC port cannot use this tunnel and needs to establish
itsown VPN tunnel for any traffic from the PC.

Cisco Unified CM 9.x allows any V XI clients connected to an IP phone’s PC port to join the phone's
VPN tunnel. The VXI client must be configured in the phone’s device profileto allow it to use the tunnel.

For a phone with the embedded VPN client, you must first configure the phone with the VPN
configuration parameters, including the VPN concentrator addresses, VPN concentrator credential s, user
or phone ID, and credential policy. Because of the sensitivity of thisinformation, the phone must be
provisioned within the corporate network before the phone can attempt connecting over an untrusted
network. Deploying the phone without first staging the phone in the corporate network is not supported.

The settings menu on the phone's user interface allows the user to enable or disable VPN tunnel
establishment. When the VPN tunnel establishment is enabled, the phone starts to establish a VPN
tunnel. The phone can be configured with up to three VPN concentrators to provide redundancy. The
VPN client supportsredirection fromaV PN concentrator to other VPN concentrators asaload balancing
mechanism.

For instructions on configuring the phones for the VPN client, refer to the latest version of the Cisco
Unified Communications Manager Administration Guide, available at:

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

Quality of Service

Quality of Service (Qo0S) is avital part of any security policy for an enterprise network. Even though
most people think of QoS as setting the priority of traffic in a network, it also controls the amount of
datathat is allowed into the network. In the case of Cisco switches, that control point is at the port level
when the data comes from the phone to the Ethernet switch. The more control applied at the edge of the
network at the access port, the fewer problemswill be encountered as the data aggregates in the network.

QoS can be used to control not only the priority of the traffic in the network but al so the amount of traffic
that can travel through any specific interface. Cisco Smartports templates have been created to assist in
deploying voice QoS in a network at the access port level.

A rigorous QoS policy can control and prevent denial-of-service attacks in the network by throttling
traffic rates.

As mentioned previously in the lobby phone example, you can provide enough flow control of thetraffic
at the access port level to prevent any attacker from launching a denial-of-service (DoS) attack from that
port in the lobby. The configuration for that example was not as aggressive as it could be because the
QoS configuration allowed traffic sent to the port to exceed the maximum rate, but the traffic was
remarked to the level of scavenger class. Given amore aggressive QoS policy, any amount of traffic that
exceeded that maximum limit of the policy could just be dropped at the port, and that "unknown" traffic
would never make it into the network. QoS should be enabled across the entire network to give the IP
Telephony data high priority from end to end.

For more information on QoS, refer to the chapter on Network Infrastructure, page 3-1, and the
Enterprise QoS Solution Reference Network Design (SRND) Guide available at

http://www.cisco.com/go/designzone
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Access Control Lists

This section covers access control lists (ACLs) and their uses in protecting voice data.

VLAN Access Control Lists

You can use VLAN access control lists (ACLS) to control data that flows on a network. Cisco switches
have the capability of controlling Layers2to 4 withinaVLAN ACL. Depending on the types of switches
in anetwork, VLAN ACL s can be used to block traffic into and out of aparticular VLAN. They can also
be used to block intra-VLAN traffic to control what happens inside the VLAN between devices.

If you plan to deploy a VLAN ACL, you should verify which ports are needed to allow the phones to
function with each application used in your | P Telephony network. Normally any VLAN ACL would be
applied tothe VLAN that the phones use. Thiswould allow control at the access port, as close as possible
to the devices that are plugged into that access port.

Refer to the following product documentation for information on configuring VLAN ACLSs:
» Cisco Catalyst 3750 Switches

http://www.cisco.com/en/US/products/hw/switches/ps5023/products installation_and configurati
on_guides_list.html

» Cisco Catalyst 4500 Series Switches

http://www.cisco.com/en/US/products/hw/switches/ps4324/products_installation_and_configurati
on_guides_list.html

» Cisco Catalyst 6500 Series Switches

http://www.cisco.com/en/US/products/hw/switches/ps708/products_installation_and_configuratio
n_guides list.html

For more details on how to apply VLAN ACLs, refer to the following documentation:
» Cisco Catalyst 3750 Switches

http://www.cisco.com/en/US/products/hw/switches/ps5023/products_installation_and_configurati
on_guides_list.html

» Cisco Catalyst 4500 Series Switches

http://www.cisco.com/en/US/products/hw/switches/ps4324/products _installation_and_configurati
on_guides_list.html

» Cisco Catalyst 6500 Series Switches

http://www.cisco.com/en/US/products/hw/switches/ps708/products _installation_and_configuratio
n_guides list.html

ACLs provide the ability to control the network traffic in and out of aVLAN as well as the ability to
control the traffic within the VLAN.

VLAN ACLs are very difficult to deploy and manage at an access-port level that is highly mobile.
Because of these management issues, care should be taken when deploying VLAN ACLs at the access
port in the network.
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Router Access Control Lists

Aswith VLAN ACLs, routers have the ability to process both inbound and outbound ACL s by port. The
first Layer 3 deviceisthe demarcation point between voice data and other types of datawhen using voice
and data VL ANSs, where the two types of data are allowed to send traffic to each other. Unlikethe VLAN
ACLs, router ACL s are not deployed in every access device in your network. Rather, they are applied at
the edge router, where all datais prepared for routing across the network. Thisisthe perfect location to
apply aLayer 3 ACL to control which areas the devicesin each of the VLANS have the ability to access
within anetwork. Layer 3 ACL s can be deployed across your entire network to protect devicesfrom each
other at points where the traffic converges. (See Figure 4-11.)

Figure 4-11 Router ACLs at Layer 3
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There are many types of ACLs that can be deployed at Layer 3. For descriptions and examples of the
most common types, refer to Configuring Commonly Used IP ACLs, available (with Cisco partner login
required) at

http://cisco.com/en/US/partner/tech/tk648/tk361/technol ogies _configuration_example09186a0080
100548.shtml

Depending on your security policy, the Layer 3 ACLs can be as simple as not allowing IP traffic from
the non-voice VLANS to access the voice gateway in the network, or the ACLs can be detailed enough
to control the individual ports and the time of the day that are used by other devices to communicate to
IP Telephony devices. Asthe ACLs become more granular and detailed, any changes in port usagein a
network could break not only voice but also other applications in the network.

If there are software phones in the network, if web access to the phone is allowed, or if you use the
Attendant Console or other applicationsthat need accessto the voice VLAN subnets, the ACLs are much
more difficult to deploy and control.

For IP phones restricted to specific subnets and limited to avoice VLAN, ACLSs can be written to block
all traffic (by IP address or IP range) to Unified CMs, voice gateways, phones, and any other voice
application that is being used for voice-only services. This method simplifies the ACLs at Layer 3
compared to the ACLs at Layer 2 or VLAN ACLs.
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Firewalls can be used in conjunction with ACL s to protect the voice servers and the voice gateways from
devices that are not allowed to communicate with | P Telephony devices. Because of the dynamic nature
of the ports used by IP Telephony, having afirewall does help to control opening up alarge range of ports
needed for | P Telephony communications. Given the complexitiesthat firewallsintroduceinto anetwork
design, you must take care in placing and configuring the firewalls and the devices around the firewalls
to allow the traffic that is considered correct to pass while blocking the traffic that needs to be blocked.

IP Telephony networks have unique data flows. The phones use a client/server model for signaling for
call setup, and Unified CM controls the phones through that signaling. The data flows for the IP
Telephony RTP streams are more like a peer-to-peer network, and the phones or gateways talk directly
to each other viathe RTP streams. If the signaling flows do not go through the firewall so that the firewall
can inspect the signaling traffic, the RTP streams could be blocked because the firewall will not know
which ports need to be opened to allow the RTP streams for a conversation.

A firewall placed in acorrectly designed network can force all the datathrough that device, so capacities
and performance need to be taken into account. Performance includes the amount of latency, which can
be increased by afirewall if the firewall is under high load or even under attack. The general rulein an
IP Telephony deployment is to keep the CPU usage of the firewalls to less than 60% for normal usage.
If the CPU runs over 60%, it increases the chance of impacting | P phones, call setup, and registration.
If the CPU usage stays at a sustained level above 60%, the registered |P phones will be affected, quality
of callsin progresswill degrade, and call setup for new callswill suffer. Intheworst case, if the sustained
CPU usage stays above 60%, phones will start to unregister. When this happens, they will attempt to
re-register with Unified CM, thusincreasing the load on the firewalls even more. If this were to happen,
the effect would be arolling blackout of phones unregistering and attempting to re-register with
Unified CM. Until the CPU usage of the firewall decreases to under 60% sustained load, this rolling
blackout would continue and most (if not all) of the phones would be affected. If you are currently using
aCiscofirewall inyour network, you should monitor the CPU usage carefully when adding | P Tel ephony
traffic to your network so that you do not adversely affect that traffic.

There are many ways to deploy firewalls. This section concentrates on the Cisco Adaptive Security
Appliance (ASA) in the active/standby mode in both routed and transparent scenarios. Each of the
configurations in this section is in single-context mode within the voice sections of the firewall
configurations.

All of the Cisco firewalls can run in either multiple-context or single-context mode. In single-context
mode, the firewall is asingle firewall that controls all traffic flowing through it. In multiple-context
mode, the firewalls can be turned into many virtual firewalls. Each of these contexts or virtual firewalls
have their own configurations and can be controlled by different groups or administrators. Each time a
new context is added to a firewall, it will increase the load and memory requirements on that firewall.
When you deploy anew context, make sure that the CPU requirements are met so that voice RTP streams
are not adversely affected.

Adaptive Security Appliances have limited support for application inspection of IPv6 traffic for Unified
Communications application servers and endpoints. Cisco recommends not using IPv6 for Unified
Communications if ASAs are deployed in your network.

An ASA with No Payload Encryption model disables Unified Communications features.

A firewall provides a security control point in the network for applications that run over the network. A
firewall also provides dynamic opening of portsfor IP Telephony conversationsif that traffic is running
through the firewall.
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Using its application inspection capability, the firewall can inspect the traffic that runs though it to
determine if that traffic isreally the type of traffic that the firewall is expecting. For example, does the
HTTPtrafficreally look like HTTP traffic, or isit an attack? If it isan attack, then the firewall drops that
packet and does not allow it to get to the HT TP server behind the firewall.

Not all IP Telephony application servers or applications are supported with firewall application layer
protocol inspection. Some of these applications include Cisco Unity voicemail servers, Cisco Unified
Attendant Console, Cisco Unified Contact Center Enterprise, and Cisco Unified Contact Center Express.
ACLs can be written for these applications to allow traffic to flow through afirewall.

The timers for failover on the firewalls are set quite high by default. To keep from affecting voice RTP
streams as they go through the firewall if there is afailover, Cisco recommends reducing those timer
settingsto less than one second. If thisisdone, and if there is afailover, the amount of timethat the RTP
streams could be affected will be less because the firewalls will fail-over quicker and there will be less
impact on the RTP streams during the failover time.

When firewalls are placed between different Unified Communications components, the application
inspection must be enabled for all protocols used for communications between the components.
Application inspection can fail in call flow scenarios used by features such as Silent Monitoring by
Unified Communications Manager, when the firewall is between the remote agent phones and the
supervisor phones.

Unified Communications devices using TCP, such as Cisco Unified Communications Manager, support
the TCP SACK option to speed up data transfer in case of packet loss. But not all firewalls support the
TCP SACK option. In that case, TCP sessions established between Unified Communications devices
through such a firewall will encounter problems if they attempt to use the TCP SACK option, and the
TCP session might fail. Therefore, the firewalls should provide full support for the TCP SACK option.
If support is not available, then the firewalls should be able to modify the TCP packets during the
three-way handshake and to disable TCP SACK option support so that the endpoints will not attempt to
use this option.

To determine if the applications running on your network are supported with the version of firewall in
the network or if ACLs have to be written, refer to the appropriate application documentation available
at

http://www.cisco.com

The ASA firewall in routed mode acts as a router between connected networks, and each interface
requires an | P address on a different subnet. In single-context mode, the routed firewall supports Open
Shortest Path First (OSPF) and Routing Information Protocol (RIP) in passive mode. Multiple-context
mode supports static routes only. ASA version 8.x also supports Enhanced Interior Gateway Routing
Protocol (EIGRP). Cisco recommends using the advanced routing capabilities of the upstream and
downstream routers instead of relying on the security appliance for extensive routing needs. For more
information on the routed mode, refer to the Cisco Security Appliance Command Line Configuration
Guide, available at

http://www.cisco.com/en/US/products/ps6120/products_installation_and_configuration_guides lis
t.html
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The routed ASA firewall supports QoS, NAT, and VPN termination to the box, which are not supported
in the transparent mode (see Transparent ASA, page 4-24). With the routed configuration, each interface
on the ASA would have an |P address. In the transparent mode, there would be no IP address on the
interfaces other then the | P address to manage the ASA remotely.

The limitations of this mode, when compared to the transparent mode, are that the device can be seenin
the network and, because of that, it can be a point of attack. In addition, placing a routed ASA firewall
in a network changes the network routing because some of the routing can be done by the firewall. IP
addresses must also be availablefor all the interfaces on the firewall that are going to be use, so changing
the I P addresses of the routersin the network might also be required. If arouting protocol or RSVPisto
be allowed through the ASA firewall, then an ACL will have to be put on the inside (or most trusted)
interface to allow that traffic to pass to the outside (or lesser trusted) interfaces. That ACL must also
define all other traffic that will be allowed out of the most trusted interface.

Transparent ASA

The ASA firewall can be configured to be a Layer 2 firewall (also known as "bump in the wire" or
"stealth firewall"). In this configuration, the firewall does not have an IP address (other than for
management purposes), and all of the transactions are done at Layer 2 of the network. Even though the
firewall actsas abridge, Layer 3 traffic cannot pass through the security appliance unless you explicitly
permit it with an extended access list. The only traffic allowed without an access list is Address
Resolution Protocol (ARP) traffic.

This configuration has the advantage that an attacker cannot see the firewall because it is not doing any
dynamic routing. Static routing is required to make the firewall work even in transparent mode.

This configuration also makes it easier to place the firewall into an existing network because routing
does not have to change for the firewall. It also makes the firewall easier to manage and debug because
it is not doing any routing within the firewall. Because the firewall is not processing routing requests,
the performance of the firewall is usually somewhat higher with inspect commands and overall traffic
than the same firewall model and software that is doing routing.

With transparent mode, if you are going to pass data for routing, you will also have to define the ACLs
both inside and outside the firewall to allow traffic, unlike with the same firewall in routed mode. Cisco
Discovery Protocol (CDP) traffic will not pass through the device even if it is defined. Each directly
connected network must be on the same subnet. You cannot share interfaces between contexts; if you
plan on running multiple-context mode, you will have to use additional interfaces. You must define all
non-IP traffic, such as routing protocols, with an ACL to allow that traffic through the firewall. QoSis
not supported in transparent mode. Multicast traffic can be allowed to go through the firewall with an
extended ACL, but it is not a multicast device. In transparent mode, the firewall does not support VPN
termination other than for the management interface.

If arouting protocol or RSVP isto be allowed through the ASA firewall, then an ACL will have to be
put on the inside (or most trusted) interface to allow that traffic to pass to the outside (or lesser trusted)
interfaces. That ACL must also define all other traffic that will be allowed out of the most trusted
interface.

For more information on the transparent mode, refer to the Cisco Security Appliance Command Line
Configuration Guide, available at

http://www.cisco.com/en/US/products/ps6120/products_installation_and_configuration_guides lis
t.html
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Note  Using NAT in transparent mode requires ASA version 8.0(2) or later. For more information, refer to the
Cisco ASA 5500 Series Release Notes at
http://www.cisco.com/en/US/docs/security/asa/asa80/rel ease/notes/asarn80.html.

ASA Intercompany Media Engine Proxy

The ASA Cisco Intercompany Media Engine (IME) proxy is arequired component of the Cisco IME
solution for IME call processing. The IME enables secure business-to-business communication systems
that support enhanced Unified Communications features and that do not have to go through the PSTN
network. For more information about the IME call processing phase of the solution, see Cisco
Intercompany Media Engine, page 5-75. The IME-enabled ASA provides perimeter security functions
such as anti-spam blocking of non-IME calls and audio quality monitoring for the Fallback feature,
inspects SIP messages, and acts as a proxy for SIP to SIP/TLS and RTP/SRTP conversions. The
IME-enabled ASA terminates and re-initiates connections, which allowsit to inspect the SIP messaging
and apply SIP ALG processing. The ASA will convert the SIP/TL S traffic to TCP going toward
Unified CM if Unified CM is not secure, or it will connect through TLS if Unified CM is secure. The
following deployment models apply to the IME-enabled ASA:

« Basic (Inline)
« Offpath
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Basic Deployment

In abasic (inline) deployment, the Internet ASA is configured with the IME feature, and all
Internet-bound traffic from the Unified CM cluster will naturally traverse this IME-enabled ASA. As
shown in Figure 4-12, the IME-enabled ASA resides on the edge of the enterprise and proxies all
IME-related SIP trunk signaling and audio/video RTP media to remote enterprises.

Figure 4-12 Intercompany Media Engine ASA Basic (Inline) Deployment Model
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Offpath Deployment

In deployments where there are existing firewalls in the enterprise network, it might not be possible to
replace or upgrade the existing firewall to support the IME feature or to change the existing security
architecture by adding an IME-enabled ASA inline with the Internet firewall. In this scenario, the ASA
can be implemented in an offpath model for IME. Offpath is the recommended deployment method.

In an offpath deployment, inbound and outbound IME calls pass through an IME-enabled ASA that is
located inthe DM Z, asillustrated in figure 4-20. Unified CM is configured to direct all SIP signaling to
the IME-enabled ASA. All other Internet-bound traffic does not flow through the IME-enabled ASA.
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Figure 4-13 Intercompany Media Engine ASA Offpath Deployment Model
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Inbound IME calls from remote enterprises are addressed to the outside interface of the IME-enabled
ASA, which utilizes static NAT or PAT to create a mapping to each Unified CM node on theinside. This
behavior isthe same for both deployment options. For outbound IME calls, offpath deployment requires
that Unified CM send calls directly to the offpath IME-enabled ASA. Thisis accomplished viaa
mapping service protocol. Unified CM sends a mapping service request for the IME-enabled ASA to
provide an internal | P address and port number to be used as the destination | P address and port number
of the remote destination in the IME learned route. Unified CM then addresses the SIP Invite for this
IME call to thisinternal |P address, which will guarantee the packet is forwarded to the IM E-enabled
ASA. Once the packet is received by the IME-enabled ASA, it then forwards the calls to the external IP
address of the called party.

Mid-Call PSTN Fallback

The IME solution also provides a mechanism to allow calls to fall back to the PSTN if the quality of
service (QoS) degrades below an acceptable level. The IME-enabled ASAs on the originating and
terminating sides monitor all audio streams (not video) incoming from the internet and analyze the media
against an algorithm with configurable sensitivity settings. Based on the observed loss and jitter
measurements of an RTP stream, if the IME-enabled ASA determines call quality has deteriorated past
its sensitivity threshold, it sends a SIP Refer message to its Unified CM to trigger the fallback. While
the IME call remains active, the Unified CM on the originating side setsup a PSTN call in the
background to the specific IME fallback DID (obtained during SIP call setup) of the remote enterprise.
Once the terminating side Unified CM identifies the PSTN call as the fallback call for the IME call and
a connection is established, both Unified CMs instruct the endpoints to switch media to the respective
PSTN gateways. This change is seamless to the user. Any advanced features such as video are lost, but
the audio portion of the call remains intact.
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Cisco recommends starting with the default fallback sensitivity level and making revisions after
determining how many calls are in fact falling back to PSTN connectivity. For more details regarding
the IME solution and ASA configuration, refer to the Cisco Intercompany Media Engine Proxy
information in the Cisco ASA 5500 Series Configuration Guide using the CLI, available at

http://www.cisco.com/en/US/docs/security/asa/asa83/configuration/guide/config.html

Design Considerations

The IME-enabled ASA requires at least two external (global) IP addresses, one for SIP signaling and
one for mediatermination if PAT is used for incoming calls from remote enterprises. If NAT is
implemented, more may be required. The external | P address on the IM E-enabled ASA for SIP signaling
iswhat is advertised in IME learned routes.

The IME-enabled ASA also requires at least two internal | P addresses, one for SIP signaling and one for
media termination. PAT is used for incoming IME calls from Unified CM.

Note  Although the IME-enabled ASA interfaces are referred to as external and internal, if the ASA is
deployed in a DMZ, both interfaces may be on subnets that exist within the DMZ. At a minimum, the
external interface subnet needs to be accessible from the Internet, and the internal interface subnet must
be accessible from the intranet.

For any non-IME firewalls in the network that separate two components of the solution, it isimperative
to open the proper pinholes to allow IME communications between the following components:

- IME server and Unified CM

« IME server and GoDaddy Enrollment Server

- IME server and the peer-to-peer IME server network (Distributed Cache Ring)
» IME-enabled ASA (internal) and Unified CM

« IME-enabled ASA (internal) and IME internal endpoints (media)

« IME-enabled ASA (external) and remote enterprise IME-enabled ASA

For a complete list of ports for the IME solution components, refer to the Cisco Intercompany Media
Engine Installation and Configuration Guide, available at

http://cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

If thereis an intranet firewall between the IME-enabled ASA and the Unified CM that is performing
NAT, the following conditions must be met:

- Thisintranet firewall must be a Cisco ASA capable of SIP ALG functionality to allow the proper
fixup of incoming and outgoing SIP messaging.

» There must be a static NAT entry to translate Unified CM's real |P address to an address reachable
by the IME-enabled ASA.

The Cisco IME-enabled ASA typically has a default route for reaching Internet subnets. It also requires
IP routes to all potential subnets containing internal endpoints. This includes data subnets that may
include Cisco Unified Video Advantage cameras.

The IME solution requires its own Certificate Authority for validating ASA certificates used for
establishing SIP/TLS connections. The IME-enabled ASA must verify SIP SSL certificates against this
Certificate Authority (CA).

Cisco Unified Communications System 9.0 SRND
m. 0L-27282-05 |


http://www.cisco.com/en/US/docs/security/asa/asa83/configuration/guide/config.html
http://cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance_guides_list.html

| Chapter4 Unified Communications Security

Data Center W

N

Note GoDaddy.com is the only authorized certificate provider for establishing secure SIP TL S connections
with remote enterprises.

High Availability

IME-enabled ASAs can be deployed in an active/standby failover mode to provide stateless failover of
IME communications. If an outage occurs, all calls being established, as well as existing calls, will be
lost. Stateful failover is not supported.

With the off path deployment method, Unified CM is capable of configuring multiple IME Services (sets
of enrolled and excluded DIDs), each with its own IME firewall. This can add further resiliency to the
solution.

Capacity Planning

Each model of ASA israted for handling a certain number of audio and video calls. For current IME call
capacities for the ASA, see Capacity Planning, page 5-83.

With the offpath model, each IME Service (set of enrolled and excluded DIDs) configured in
Unified CM is associated with an IME-enabled ASA. Multiple IME Services can exist in Unified CM,
allowing an administrator to spread the load across multiple IME-enabled ASAS, thusincreasing overall

capacity.
N

Note  Cisco Unified CM 9.x currently does not support the ASA Phone Proxy and TLS Proxy features.

Data Center

Within the data center, the security policy should define what security is needed for the |P Telephony
applications servers. Because the Cisco Unified Communications servers are based on IP, the security
that you would put on any other time-sensitive data within a data center could be applied to those servers
aswell.

If clustering over the WAN is being used between data centers, any additional security that is applied
both within and between those data centers has to fit within the maximum round-trip timethat is allowed
between nodes in a cluster. In a multisite or redundant data center implementation that uses clustering
over the WAN, if your current security policy for application servers requires securing the traffic
between servers across data center firewalls, then Cisco recommends using IPSec tunnels for thistraffic
between the infrastructure security systems already deployed.

To design appropriate data center security for your data applications, Cisco recommends following the
guidelines presented in the Data Center Networking: Server Farm Security SRND (Server Farm Security
in the Business Ready Data Center Architecture), available at

http://www.cisco.com/go/designzone
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Gateways, Trunks, and Media Resources

Gateways and media resources are devices that convert an IP Telephony call into a PSTN call. When an
outside call is placed, the gateway or media resource is one of the few places within an IP Telephony
network to which all the voice RTP streams flow.

Because | P Telephony gateways and media resources can be placed almost anywhere in a network,
securing an | P Telephony gateway or media resource might be considered more difficult than securing
other devices, depending on your security policy. However, depending on which point trust is established
in the network, the gateways and media resources can be quite easy to secure. Because of the way the
gateways and media resources are controlled by Unified CM, if the path that the signaling takes to the
gateway or mediaresource isin what is considered a secure section of the network, a simple ACL can
be used to control signaling to and from the gateway or mediaresource. If the network is not considered
secure between the gateways (or mediaresources) and where the Unified CMsare located (such aswhen
agateway is located at a remote branch), the infrastructure can be used to build IPSec tunnels to the
gateways and media resources to protect the signaling. Most networks would most likely use a
combination of the two approaches (ACL and |1PSec) to secure those devices.

For H.323 videoconferencing devices, an ACL can be written to block port 1720 for H.225 trunks from
any H.323 client in the network. This method would block users from initiating an H.225 session with
each other directly. Cisco devices might use different ports for H.225, so refer to the product
documentation for your equipment to see which port is used. If possible, change the port to 1720 so that
only one ACL is needed to control signaling.

Because we use QoS at the edge of the network, if an attacker can get into the voice VL AN and determine
where the gateways and media resources are, QoS at the port would limit how much data the attacker
would be able to send to the gateway or media resource. (See Figure 4-14.)

Figure 4-14 Securing Gateways and Media Resources with IPSec, ACLs, and QoS
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Some gateways and media resources support Secure RTP (SRTP) to the gateways and media resources
from the phones, if the phone is enabled for SRTP. To determine if agateway or mediaresource supports
SRTP, refer to the appropriate product documentation at:

http://www.cisco.com

For more information on | PSec tunnels, refer to the Ste-to-Site IPSec VPN Sol ution Reference Networ k
Design (SRND), available at:

http://www.cisco.com/go/designzone

Putting Firewalls Around Gateways

Some very interesting issues arise from placing firewalls between a phone making acall and the gateway
to the PSTN network. Stateful firewalls ook into the signaling messages between Unified CM, the
gateway, and the phone, and they open a pinhole for the RTP streams to allow the call to take place. To
do the same thing with anormal ACL, the entire port ranges used by the RTP streams would have to be
open to the gateway.

There are two ways to deploy gateways within a network: behind a firewall and in front of a firewall. If
you place the gateway behind a firewall, all the media from the phones that are using that gateway have
to flow through the firewall, and additional CPU resources are required to run those streams through the
firewall. In turn, the firewall adds control of those streams and protects the gateway from

denial-of -service attacks. (See Figure 4-15.)

Figure 4-15 Gateway Placed Behind a Firewall
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The second way to deploy the gateway is outside the firewall. Because the only type of datathat is ever
sent to the gateway from the phonesis RTP streams, the access switch's QoS features control the amount
of RTP traffic that can be sent to that gateway. The only thing that Unified CM sends to the gateway is
the signaling to set up the call. If the gateway is put in an area of the network that is trusted, the only
communication that has to be allowed between Unified CM and the gateway is that signaling. (See
Figure 4-15.) This method of deployment decreases theload on the firewall because the RTP streams are
not going through the firewall.
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Unlike an ACL, most firewall configurations will open only the RTP stream port that Unified CM has
told the phone and the gateway to use between those two devices as long as the signaling goes through
the firewall. The firewall also has additional features for DoS attacks and Cisco Intrusion Prevention
System (1PS) signaturesto look at interesting traffic and determine if any attackers are doing something
they should not be doing.

As stated in the section on Firewalls, page 4-22, when a firewall islooking at all the signaling and RTP
streams from phones to a gateway, capacity could be an issue. Also, if data other than voice datais
running through the firewall, CPU usage must be monitored to make sure that the firewall does not affect
the calls that are running through the firewall.

Firewalls and H.323

SAF Service

H.323 utilizes H.245 for setting up the media streams between endpoints, and for the duration of that
call the H.245 session remains active between Unified CM and the H.323 gateway. Subsequent changes
to the call flow are done through H.245.

By default, a Cisco firewall tracks the H.245 session and the associated RTP streams of calls, and it will
time-out the H.245 session if no RTP traffic crosses the firewall for longer than 5 minutes. For
topologies where at least one H.323 gateway and the other endpoints are all on one side of the firewall,
the firewall will not see the RTP traffic. After 5 minutes, the H.245 session will be blocked by the
firewall, which stops control of that stream but does not affect the stream itself. For example, no
supplementary serviceswill be available. This default behavior can be changed in firewall configuration
so that the maximum anticipated call duration is specified.

The advantage of the configuration change from default is that it prevents H.323 from losing any call
functionality when all endpoints are on the same side of the firewall.

Unified CM employs the Cisco Service Advertisement Framework (SAF) network service for its Call
Control Discovery (CCD) feature (see Service Advertisement Framework (SAF), page 3-69). This
capability uses a SIP trunk or a non-gatekeeper controlled H.323 trunk associated with the Call Control
Discovery advertising service. The service advertises the call negotiation information for these trunks,
including the dynamic port number for the H.323 trunk, the standard port 5060 for the SIP trunk, and the
SIP route header information.

The Adaptive Security Appliances do not have application inspection for the SAF network service.
When Unified CM uses a SAF-enabled H.323 trunk to place a call, the ASA cannot inspect the SAF
packet to learn the ephemeral port number used in the H.225 signalling. Therefore, in scenarios where
call traffic from SAF-enabled H.323 trunks traverses the ASAs, ACLs must be configured on the ASAs
to allow this signaling traffic. The ACL configuration must account for all the ports used by the H.225
and H.245 signaling. ACL configuration is not required when SAF-enabled SIP trunks with the standard
5060 port are used.

Unified CM Trunk Integration with Cisco Unified Border Element

Unified CM trunks provide an additional point of 1P connectivity between the enterprise network and
external networks. Additional security measures must be applied to these interconnects to mitigate
threats inherent in data and | P telephony applications. Implementing a Cisco Unified Border Element
between the Unified CM trunks and the external network provides for more flexible and secure
interoperability options.

Cisco Unified Communications System 9.0 SRND
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The Cisco Unified Border Element is a Cisco |10S software feature that provides voice application
demarcation and security threat mitigation techniques applicable to both voice and data traffic. Cisco
Unified Border Element can be configured in conjunction with Cisco 10S Firewall, Authentication, and
VPN features on the same device to increase security for the Unified CM trunks integrated with service
provider networks or other external networks. These Cisco 10S security features can serve as a defense
against outside attacks and as a checkpoint for the internal traffic exiting to the service provider's
network through the router. Infrastructure access control lists (ACLs) can also be used to prevent
unauthorized access, DoS attacks, or distributed DoS (DDoS) attacks that originate from the service
provider or a network connected to the service provider's network, as well as to prevent intrusions and
data theft.

Cisco Unified Border Element is aback-to-back user agent (B2BUA) that provides the capability to hide
network topology on signaling and media. It enables security and operational independence of the
network and provides NAT service by substituting the Cisco Unified Border Element IP address on all
traffic.

Cisco Unified Border Element can be used to re-mark DSCP QoS parameters on media and signaling
packets between networks. This ensures that traffic adheres to QoS policies within the network.

Cisco 10S Firewall features, used in combination with Cisco Unified Border Element, provide
Application Inspection and Control (AIC) to match signaling messages and manage traffic. This helps
prevent SIP trunk DoS attacks and allows message filtering based on content and rate limiting.

Cisco Unified Border Element allows for SIP trunk registration. This capability is not available in
Unified CM SIP trunks.

Cisco Unified Border Element can register the enterprise network's E.164 DID numbers to the service
provider's SIP trunk on behalf of the endpoints behind it. If Cisco Unified Border Element is used to
proxy the network's E.164 DID numbers, the status of the actual endpoint is not monitored. Therefore
unregistered endpoints might still be seen as available.

Cisco Unified Border Element can connect RTP enterprise networks with SRTP over an external
network. This allows secure communications without the need to deploy SRTP within the enterprise. It
also supports RTP-SRTP interworking, but thisis limited to a small number of codecs, including G.711
mulaw, G.711 alaw, G.729abr8, G.729ar8, G.729br8, and G.729r8.

Certain SIP service providers require SIP trunks to be registered before they allow call service. This
ensures that calls originate only from well-known endpoints, thus making the service negotiation
between the enterprise and the service provider more secure. Unified CM does not support registration
on SIP trunks natively, but this support can be accomplished by using a Cisco Unified Border Element.
The Cisco Unified Border Element registers to the service provider with the phone numbers of the
enterprise on behalf of Cisco Unified Communications Manager.

For configuration and product details about Cisco Unified Border Element, refer to the documentation
at:

« http://www.cisco.com/en/US/products/sw/voicesw/ps5640/index.html

 http://www.cisco.com/en/U S/products/sw/voi cesw/ps5640/products_installation_and_configuration_
guides_list.html
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For alist of the Unified CM security features and how to enable them, refer to the Cisco Unified
Communications Manager Security Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

Before enabling any of the Unified CM security features, verify that they will satisfy the security
requirements specified in your enterprise security policy for these types of devicesin a network. For
more information, refer to the Cisco ASA 5500 Series Release Notes at

http://www.cisco.com/en/US/docs/security/asa/asa80/rel ease/notes/asarn80.html

Single Sign-On

The Single Sign-On (SSO) feature was introduced in Cisco Unified CM 8.5(1), and it allows end users
to log into a Windows domain and have secure access to the Unified Communication Manager's User
Options page and the Cisco Unified Communications Integration for Microsoft Office Communicator
(CUCIMOC) application.

Configuring Single Sign-On requires integration of Cisco Unified CM with third-party applications,
including Microsoft Windows Servers, Microsoft Active Directory, and the ForgeRock Open Access
Manager (OpenAM). For configuration details, refer to the latest version of the Cisco Unified
Communications Manager Features and Services Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance _guides_list.html

SELinux on the Unified CM and Application Servers

Security Enhanced Linux (SELinux) has replaced the Cisco Security Agent on Cisco Unified
Communications System application servers as the Host Intrusion Prevention software. SELinux
enforces policies, similar to the Cisco Security Agent, that ook at the behavior of the traffic to and from
the server, and the way the applications are running on that server, to determineif everything isworking
correctly. If something is considered abnormal, then SELinux's access rules prevent that activity from
happening.

Connection rate limiting for DoS protection, and network shield protection for blocking specific ports,
are configured using | PTables. The settings for the host-based firewall can be accessed using the
Operating System Administration page of the Cisco Unified Communications server.

SELinux cannot be disabled by an administrator, but it can be set to a permissive mode. It should be
made permissive strictly for troubleshooting purposes. Disabling SELinux requires root access and can
be done only by remote support from Cisco Technical Assistance Center (TAC).

General Server Guidelines

Your Unified CM and other IP Telephony application servers should not be treated as nhormal servers.
Anything you do while configuring the system could affect calls that are trying to be places or that are
in progress. As with any other business-class application, major configuration changes should be done
within maintenance windows to keep from disrupting phone conversations.
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Standard security policiesfor application servers might not be adequate for | P Telephony servers. Unlike
email servers or web servers, voice servers will not allow you to refresh a screen or re-send a message.
The voice communications are real-time events. Any security policy for |P Telephony servers should
ensure that work that is not related to configuring or managing the voice systems is not done on the IP
Telephony servers at any time. Activities that might be considered normal on application servers within
anetwork (for example, surfing the internet) should not take place on the IP Telephony servers.

In addition, Cisco provides a well defined patch system for the IP Telephony servers, and it should be
applied based on the patch policy withinyour I T organization. You should not patch the system normally
using the OS vendor’s patch system unlessiit is approved by Cisco Systems. All patches should be
downloaded from Cisco or from the OS vendor as directed by Cisco Systems, and applied according to
the patch installation process.

You should use the OS hardening techniques if your security policy requires you to lock down the OS
even more than what is provided in the default installation.

To receive security alerts, you can subscribe to the Cisco Notification service at:
http://www.cisco.com/cisco/support/notifications.html

Deployment Examples

This section presents examples of what could be done from a security perspective for alobby phone and
afirewall deployment. A good security policy should be in place to cover deployments similar to these

types.

Lobby Phone Example

The example in this section illustrates one possible way to configure a phone and a network for usein
an areawith low physical security, such asalobby area. None of the featuresin this example are required
for alobby phone, but if your security policy states more security is needed, then you could use the
features listed in this example.

Because you would not want anyone to gain access to the network from the PC port on the phone, you
should disable the PC port on the back of the phone to limit network access (see PC Port on the Phone,
page 4-15). You should also disabl e the settings page on the phone so that potential attackers cannot see
the | P addresses of the network to which the lobby phoneis connected (see Settings Access, page 4-17).
The disadvantage of not being able to change the settings on the phone usually will not matter for alobby
phone.

Because there is very little chance that alobby phone will be moved, you could use a static |P address
for that phone. A static |P address would prevent an attacker from unplugging the phone and then
plugging into that phone port to get a new I P address (see |P Addressing, page 4-4). Also, if the phone
isunplugged, the port state will change and the phone will no longer be registered with Unified CM. You
can track this event in just the lobby phone ports to see if someone is trying to attach to the network.

Using static port security for the phone and not allowing the MAC address to be learned would mean
that an attacker would have to change his MAC address to that of the phone, if he were able to discover
that address. Dynamic port security could be used with an unlimited timer to learn the MAC address (but
never unlearn it), so that it would not have to be added. Then the switch port would not have to be
changed to clear that MAC address unless the phone is changed. The MAC addressislistedin alabel on
the bottom of the phone. If listing the MAC address is considered a security issue, the label can be
removed and replaced with a"Lobby Phone" label to identify the device. (See Switch Port, page 4-6.)
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A single VLAN could be used and Cisco Discovery Protocol (CDP) could be disabled on the port so that
attackers would not be able to see any information from the Ethernet port about that port or switch to
which it is attached. In this case, the phone would not have a CDP entry in the switch for E911
emergency calls, and each lobby phone would need either a label or an information message to local
security when an emergency number is dialed.

A static entry in the DHCP Snooping binding table could be made because there would be no DHCP on
the port (see DHCP Snooping: Prevent Rogue DHCP Server Attacks, page 4-10). Once the static entry
isinthe DHCP Snooping binding table, Dynamic ARP Inspection could be enabled on the VLAN to keep
the attacker from getting other information about one of the Layer 2 neighbors on the network (see
Requirement for Dynamic ARP Inspection, page 4-12).

With a static entry in the DHCP Snooping binding table, IP Source Guard could be used. If an attacker
got the MAC address and the | P address and then started sending packets, only packets with the correct
IP address could be sent.

A VLAN ACL could be written to allow only the ports and | P addresses that are needed for the phones
to operate (see VLAN Access Control Lists, page 4-20). The following example contains a very small
ACL that can be applied to aport at Layer 2 or at the first Layer 3 device to help control access into the
network (see Router Access Control Lists, page 4-21). This example is based on a Cisco 7960 IP Phone
being used in alobby area, without music on hold to the phone or HTTP access from the phone.

Firewall Deployment Example (Centralized Deployment)

The example in this section is one way that firewalls could be deployed within the data center, with
Unified CMs behind them (see Figure 4-16). In this example, the Unified CMs are in a centralized
deployment, single cluster with all the phones outside the firewalls. Because the network in this
deployment already contained firewalls that are configured in routed mode within the corporate data
center, the load was reviewed before the placement of gateways was determined. After reviewing the
average load of the firewall, it was decided that all the RTP streams would not transverse the firewall in
order to keep thefirewalls under the 60% CPU |oad (see Putting Firewalls Around Gateways, page 4-31).
The gateways are placed outside the firewalls, and ACLs within the network are used to control the TCP
data flow to and from the gateways from the Unified CMs. An ACL is also written in the network to
control the RTP streams from the phones because the |P addresses of the phones are well defined (see
IP Addressing, page 4-4). The voice applications servers are placed within the demilitarized zone
(DMZ), and ACLs are used at the firewalls to control access to and from the Unified CMs and to the
usersin the network. This configuration will limit the amount of RTP streams through the firewall using
inspects, which will minimize the impact to the firewalls when the new voice applications are added to
the existing network.
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Figure 4-16 Firewall Deployment Example
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Securing Network Virtualization

This section describes the challenges with providing homogenous connectivity for communications
between virtual networks and a technique for overcoming these challenges. It assumes familiarity with
Virtual Route Forwarding and Network Virtualization. Network design principles for these technologies
are described in the Network Virtualization documentation available at
http://www.cisco.com/go/designzone.

This discussion is not meant as an endorsement to use virtualization as a method to increase the security
of aUnified Communications solution. Its purposeisto explain how such deployments can layer Unified
Communications onto the existing infrastructure. Refer to the Network Virtualization documentation for
evaluating the advantages and disadvantages of virtualization technol ogy.

When a network is based on virtualization technology, there is alogical separation of traffic at Layer 3,
and separate routing tables exist for each virtual network. Due to the lack of routing information, devices
in different virtual networks cannot communicate with one another. This environment works well for
client-server deployments where all user endpoints communicate with devices in the data center only,
but it has issues for providing peer-to-peer communication. Regardless of how the virtual networks are
arranged —whether by department, location, type of traffic (data or voice), or some other basis—the core
issueisthe same: endpointsin different Virtual Private Network Routing and Forwarding tables (VRFS)
do not have the capability to communicate to one another. Figure 4-17 shows a solution that uses a shared
VRF located in the data center to provide connectivity between a software-based phone located in one
VRF and a hardware phone located in another VRF. This solution may also apply to other variants of
thissituation. Network Virtualization requires that fire-walling of the data center be implemented for the
demarcation between the data center and the campus networks, and the following discussion shows how
this can be implemented.
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Scenario 1: Single Data Center

Figure 4-17 Single Data Center
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This scenario is the simplest to implement and is an incremental configuration change beyond the usual
network virtualization implementation. This design incorporates a data center router with the capability
to route packets to any VRF, and it is called the fusion router. (Refer to the Network Virtualization
documentation for details on the configuration of the fusion router.) The deployment scenario for
enabling peer-to-peer communications traffic utilizes the fusion router for routing between VRFs and
the firewall capabilities for securing access to the data center.

The following base requirements apply to this scenario:

« Campus routers send packets for other campus V RFs toward the fusion router via default routing,
so all router hops must route by default to the fusion router. The data center shared VRF has route
information about each campus VRF. All VRFs other than the shared VRF have no direct
connectivity.

« A Unified CM cluster islocated in a shared VRF in the data center, and communication within that
shared VRF is totally unhindered.

Cisco Unified Communications System 9.0 SRND
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- Theshared VRF islocated in the data center. If multiple data centers exist, the shared VRF spans
all the data centers.

The application layer gateway at the data center edge specifies access lists to open ports for TFTP and
SCCP or SIP sessions originated on the outside toward the Unified CM cluster in the data center. TFTP
isrequired to allow phonesto download their configuration and software images from their TFTP server,
and SCCP or SIPisrequired to allow them to register with the Unified CM cluster. Refer to Unified CM
product documentation for alist of appropriate port numbers for the particular version of software used.

In this scenario, all call signaling from communication devices in each VRF passes through the
application layer gateway, and inspection of that signaling allows the application layer gateway to
dynamically open the necessary UDP pinholes for each VRF for the RTP traffic to pass from the outside
of the firewall toward the fusion router. Without the inspection occurring on the firewalls, each RTP
stream that originates from an endpoint on the outside is not allowed to pass through the firewall. It is
the inspection of the call control signaling that allows the UDP traffic to be forwarded through the
firewall.

This deployment model provides a method to allow communication devices on a VRF-enabled network
to have peer-to-peer connectivity. The application layer gateway provides secure access to the shared
VLAN and the fusion router. All media streams between different VRFs do not take the most direct path
between endpoints. The mediais backhauled to the data center to be routed via the fusion router.

Scenario 2: Redundant Data Centers

When redundant data centers are involved, the scenario becomes more complicated. It is necessary to
ensure that the call setup signaling passes though the same application layer gateway that the
corresponding RTP stream isgoing to use. If the signaling and mediatake different paths, aUDP pinhole
is not opened. Figure 4-18 illustrates an example of a problematic scenario. The hardware phone on the
left is controlled by the subscribers in the data center on the left, and the corresponding call control
signaling passes through the left firewall. Pinholes are opened in that firewall for the RTP stream.
However, the routing might not guarantee that the RTP media stream follows the same path, and the
firewall on the right blocks that stream.
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Figure 4-18 Call Signaling and Media Take Different Paths
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Thesolution isto utilize Trusted Relay Point (TRP) functionality. (See Figure 4-19.) Subscribersin each
data center can invoke TRPs that provide anchoring of the media and ensure that the media streams flow
through the appropriate firewall. A phone controlled by a subscriber in the left data center must invoke
aTRPin that data center, and a phone controlled by a subscriber in the right data center must invoke a
TRP located in the right data center. The TRP provides an IP address that enables a specific host route
for mediathat can ensure the exact same routing path as the call signaling. Thisis used to ensure that
signaling and media pass via the same firewall, thus solving the issue.
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Figure 4-19 Redundant Data Centers with TRPs
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TRPs are media termination point resources that are invoked at the device level for any call involving
that device. Each device has a configuration checkbox that specifies whether a TRP should be invoked.

Conclusion

This chapter did not cover all of the security that could be enabled to protect the voice data within your
network. The techniques presented here are just a subset of all the tools that are available to network
administrators to protect all the data within a network. On the other hand, even these tools do not have
to be enabled within a network, depending on what level of security is required for the data within the
network overall. Choose your security methods wisely. As the security within a network increases, so
do the complexity and troubleshooting problems. It is up to each enterprise to define both the risks and
the requirements of its organization and then to apply the appropriate security within the network and
on the devices attached to that network.
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This chapter describes the deployment models for Cisco Unified Communications Systems.

Earlier versions of this chapter based the deployment models discussion on the call processing
deployment models for Cisco Unified Communications Manager (Unified CM) exclusively. The current
version of this chapter, by contrast, introduces a site-based approach to the design guidance for the
constituent technologies of the Cisco Unified Communications System. The intent is to offer design
guidance for the entire Cisco Unified Communications System, which includes much more than just the
call processing service.

For design guidance with earlier releases of Cisco Unified Communications, refer to the Cisco Unified
Communications Solution Reference Network Design (SRND) documentation available at

http://www.cisco.com/go/ucsrnd

What's New in This Chapter

Table 5-1 lists the topics that are new in this chapter or that have changed significantly from previous
releases of this document.

Table 5-1 New or Changed Information Since the Previous Release of This Document
New or Revised Topic Described in Revision Date
Minor correction to Cisco 10S extended ping Delay Testing, page 5-36 April 30, 2013

example

Cisco Unified Survivable Remote Site Telephony |Cisco Unified Survivable Remote Site Telephony |August 31, 2012

(SRST) Manager

Manager, page 5-18

Minor updatesfor Cisco Unified Communications |Various sections throughout this chapter June 28, 2012

System Release 9.0
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Deployment Model Architecture

Note

In general terms, the deployment model architecture followsthat of the enterpriseit is deployed to serve.
Deployment models describe the reference architecture required to satisfy the Unified Communications
needs of well-defined, typical topologies of enterprises. For example, a centralized call processing
deployment model caters to enterprises whose operational footprint is based on multiple sites linked to
one or few centralized headquarters offices.

In some cases, the deployment model of atechnology will depart from that of the enterprise, due to
technological constraints. For example, if an enterprise has a single campus whose scal e exceeds that of
asingle service instance (such as a call processing service provided by Cisco Unified Communications
Manager), then a single campus might require more than a single instance of a call processing cluster or
a single messaging product.

Another option for customers who exceed the sizing limits of a standard cluster isto consider deploying
a megacluster, which can provide increased scalability. For more information about megaclusters, see
Megacluster, page 8-26.

Unless otherwise specified, all information contained within this SRND that relates to call processing
deployments (including capacity, high availability, and general design considerations) appliesonly to a
standard cluster.

High Availability for Deployment Models

Unified Communications services offer many capabilitiesaimed at achieving high availability. They may
be implemented in various ways, such as:

» Failover redundancy

For services that are considered essential, redundant elements should be deployed so that no single
point of failure is present in the design. The redundancy between the two (or more) elementsis
automated. For exampl e, the clustering technology used in Cisco Unified Communications Manager
(Unified CM) allows for up to three servers to provide backup for each other. This type of
redundancy may cross technological boundaries. For example, a phone may have as its first three
preferred call control agents, three separate Unified CM servers belonging to the same call
processing cluster. Asafourth choice, the phone can al so be configured to rely on aCisco |OSrouter
for call processing services.

+ Redundant links

In some instances, it is advantageous to deploy redundant 1P links, such as P WAN links, to guard
against the failure of a single WAN link.

» Geographical diversity

Some products support the distribution of redundant service nodes across WAN links so that, if an
entire site is off-line (such as would be the case during an extended power outage exceeding the
capabilities of provisioned UPS and generator backup systems), another site in a different location
can ensure business continuance.
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Capacity Planning for Deployment Models

The capacities of various deployment models are typically integrally linked to the capacities of the
products upon which they are based. Where appropriate in this chapter, capacities are called out. For
some of the products supporting services covered in more detail in other sections of this document, the
capacities of those products are discussed in their respective sections.

Site-Based Design

Across all technologies that make up the Cisco Unified Communications System, the following common
set of criteria emerges as the main drivers of design:

Size
In this context, size generally refers to the number of users, which translates into a quantity of IP

telephones, voice mail boxes, presence watchers, and so forth. Size also can be considered in terms of
processing capacity for sites where few (or no) users are present, such as data centers.

Network Connectivity
The site's connectivity into the rest of the system has three main components driving the design:

» Bandwidth enabled for Quality of Service (QoS)
- Latency
« Reliability

These components are often considered adequate in the Local Area Network (LAN): QoS is achievable
with all LAN equipment, bandwidth istypically in the Gigabit range, latency is minimal (in the order of
afew milliseconds), and excellent reliability is the norm.

The Metropolitan Area Network (MAN) often approaches the LAN in all three dimensions: bandwidth
isstill typically in the multiple Megabit range, latency is typically in the low tens of milliseconds, and
excellent reliability is common. Packet treatment policies are generally available from MAN providers,
so that end-to-end QoS is achievable.

The Wide Area Network (WAN) generally requires extra attention to these components: the bandwidth
is at acost premium, the latencies may depend not only on effective serialization speeds but also on
actual transmission delaysrelated to physical distance, and thereliability can be impacted by a multitude
of factors. The QoS performance can also require extra operational costs and configuration effort.

Bandwidth has great influence on the types of Unified Communications services available at a site, and
on the way these services are provided. For example, if asite serving 20 users is connected with

1.5 Mbps of bandwidth to the rest of the system, the site's voice, presence, instant messaging, email, and
video services can readily be hosted at a remote datacenter site. If that same site is hosting 1000 users,
some of the services would best be hosted locally to avoid saturating the comparatively limited
bandwidth with signaling and media flows. Another alternative is to consider increasing the bandwidth
to allow services to be delivered across the WAN from a remote datacenter site.

The influence of latency on design varies, based on the type of Unified Communications service
considered for remote deployment. If avoice service ishosted acrossa WAN where the one-way latency
is 200 ms, for example, users might experience issues such as delay-to-dialtone or increased media
cut-through delays. For other services such as presence, there might be no problem with a 200 ms
latency.
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Reliability of the site's connectivity into the rest of the network is a fundamental consideration in
determining the appropriate deployment model for any technology. When reliability is high, most
Unified Communications components allow for the deployment of services hosted from a remote site;
when reliability isinconsistent, some Unified Communications components might not perform reliably
when hosted remotely; if the reliability is poor, co-location of the Unified Communications services at
the site might be required.

High Availability Requirements

The high availability of servicesis always adesign goal. Pragmatic design decisions are required when
balancing the need for reliability and the cost of achieving it. The following elements all affect adesign's
ability to deliver high availability:

- Bandwidth reliability, directly affecting the deployment model for any Unified Communications
service

» Power availability

Power lossisavery disruptive event in any system, not only because it prevents the consumption of
services while the power is out, but also because of the ripple effects caused by power restoration.
A site with highly available power (for example, a site whose power grid connection is stable,
backed-up by uninterruptible power supplies (UPSs) and by generator power) can typically be
chosen to host any Unified Communications service. If asite hasinconsistent power availability, it
would not be judicious to use it as a hosting site.

» Environmental factors such as heat, humidity, vibration, and so forth
» Availability of qualified personnel

Some Unified Communications services are delivered though the use of equipment such as servers
that require periodical maintenance. Some Unified Communications functions such as the hosting
of Unified Communications call agent servers are best deployed at sites staffed with qualified
personnel.

Site-Based Design Guidance

Throughout this document, design guidance is organized along the lines of the various Unified
Communications services and technologies. For instance, the call processing chapter contains not only
the actual description of the call processing services, but also design guidance pertaining to deploying
IP phones and Cisco Unified Communications servers based on a site's size, network connectivity, and
high availability requirements. Likewise, the call admission control chapter focuses on the technical
explanation of that technology while also incorporating site-based design considerations.

Generally speaking, most aspects of any given Unified Communications service or technology are
applicable to all deployments, no matter the site's size or network connectivity. When applicable,
site-based design considerations are called out. Services can be centralized, distributed, inter-networked,
and geographically diversified.

Centralized Services

For applications where enterprise branch sites are geographically dispersed and interconnected over a
Wide Area Network, the Cisco Unified Communications services can be deployed at a central location
while serving endpoints over the WAN connections. For example, the call processing service can be
deployed in a centralized manner, requiring only IP connectivity with the remote sites to deliver
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telephony services. Likewise, voice messaging services, such as those provided by the Cisco Unity
Connection platform, can also be provisioned centrally to deliver services to endpoints remotely
connected across an |P WAN.

Centrally provisioned Unified Communications services can be impacted by WAN connectivity
interruptions; for each service, the available local survivability options should be planned. As an
example, the call processing service as offered by Cisco Unified CM can be configured with local
survivability functionality such as SRST or Cisco Unified Communications Manager Express

(Unified CME). Likewise, a centralized voice messaging service such asthat of Cisco Unity Connection
can be provisioned to allow remote sites operating under SRST or Unified CME to access voice
messaging services at the central site, through the PSTN.

The centralization of services need not be uniform across all Unified Communications services. For
example, asystem can be deployed where multiple sites rely on acentralized call processing service, but
can also be provisioned with a de-centralized (distributed) voice messaging service such as Cisco Unity
Express. Likewise, a Unified Communications system could be deployed where call processing is
provisioned locally at each site through Cisco Unified Communications Manager Express, with a
centralized voice messaging service such as Cisco Unity Connection.

In many cases, the main criteriadriving the design for each service are the availability and quality of the
IP network between sites. The centralization of Unified Communications services offers advantages of
economy of scale in both capital and operational expenses associated with the hosting and operation of
equipment in situations where the IP connectivity between sites offers the following characteristics:

« Enough bandwidth for the anticipated traffic load, including peak hour access |oads such as those
generated by access to voicemail, access to centralized PSTN connectivity, and inter-site on-net
communications including voice and video

» High availability, where the WAN service provider adheres to a Service Level Agreement to
maintain and restore connectivity promptly

- Low latency, where local events at the remote site will not suffer if the round-trip time to the main
central site imparts some delays to the system's response times

Also, when a given service is deployed centrally to serve endpoints at multiple sites, there are often
advantages of feature transparency afforded by the use of the same processing resources for users at
multiple sites. For example, when two sites are served by the same centralized Cisco Unified
Communications Manager cluster, the users can share line appearances between the two sites. This
benefit would not be available if each site were served by different (distributed) call processing systems.

These advantages of feature transparency and economies of scale should be evaluated against the
relative cost of establishing and operating a WAN network configured to accommodate the demands of
Unified Communications traffic.

Distributed Services

Unified Communications services can also be deployed independently over multiple sites, in a
distributed fashion. For example, two sites (or more) can be provisioned with independent call
processing Cisco Unified CME nodes, with no reliance on the WAN for availability of service to their
co-located endpoints. Likewise, sites can be provisioned with independent voice messaging systems
such as Cisco Unity Express.

The main advantage of distributing Unified Communications services lies in the independence of the
deployment approach from the relative availability and cost of WAN connectivity. For example, if a
company operates a site in aremote location where WAN connectivity is not available, is very

| oL-27282-05

Cisco Unified Communications System 9.0 SRND



Chapter5  Unified Communications Deployment Models |

M Site-Based Design

expensive, or is not reliable, then provisioning an independent call processing node such as Cisco
Unified Communications Manager Express within the remote site will avoid any call processing
interruptions if the WAN goes down.

Inter-Networking of Services

If two sites are provisioned with independent services, they can still be interconnected to achieve some
degree of inter-site feature transparency. For example, a distributed call processing service provisioned
through Cisco Unified Communications Manager Express can be inter-networked through H.323 or SIP
trunks to permit IP calls between the sites. Likewise, separate instances of Cisco Unity Connection or
Cisco Unity Express can partake in the same messaging network to achieve the routing of messages and
the exchange of subscriber and directory information within a unified messaging network.

Geographical Diversity of Unified Communications Services

Some services can be provisioned in multiple redundant nodes across the IP WAN, allowing for
continued service through site disruptions such as |0ss of power, network outages, or even compromises
in the physical integrity of a site by events such as fire or earthquake.

To achieve such geographical diversity, the individual service must support redundant nodes as well as
the deployment of these nodes acrossthe latency and bandwidth constraints of the |PWAN. For example,
the call processing service of Unified CM does support the deployment of a single cluster's call

processing nodes across an |P WAN as long as the total end-to-end round-trip time between the nodes

does not exceed 80 ms and an appropriate quantity of QoS-enabled bandwidth is provisioned. By
contrast, Unified CME does not offer redundancy, and thus cannot be deployed in a geographically

diverse configuration.

Table 5-2 summarizes the ability of each Cisco Unified Communications service to be deployed in the

manners outlined above.

Table 5-2 Available Deployment Options for Cisco Unified Communications Services
Geographical
Service Centralized Distributed Inter-Networked Diversity
Cisco Unified CM Yes Yes Yes Yes
Cisco Unified CME No Yes Yes No
Cisco Business Edition 6000 |Yes Yes Yes Yes
Cisco Business Edition 5000 | Yes Yes Yes No
Cisco Business Edition 3000 |Yes No No No
Cisco Unity Express No Yes Yes, with Cisco Unified No
M essaging Gateway
Cisco Unity Connection Yes Yes (One Cisco Unity Yes, with Cisco Unified Yes
Connection per site) M essaging Gateway
Cisco Emergency Responder | Yes Yes (One Emergency Yes, through Emergency Yes
Responder group per site) |Responder clustering
Cisco Unified Communications System 9.0 SRND
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Table 5-2 Available Deployment Options for Cisco Unified Communications Services (continued)
Geographical
Service Centralized Distributed Inter-Networked Diversity
Cisco IM and Presence Yes Yes (one Cisco IM and Yes, through inter-domain | Yes
Presence Service per site) |federation
Cisco Unified Mobility Yes Yes, as Unified CM Single |No Yes
Number Reach

Because call processing is afundamental service, the basic call processing deployment models are
introduced in this chapter. For a detailed technical discussion on Cisco Unified Communications
Manager call processing, refer to the chapter on Call Processing, page 8-1.

Campus

In this call processing deployment model, the Unified Communications services and the endpoints are
co-located in the campus, and the QoS-enabled network between the service nodes, the endpoints, and
applicationsis considered highly available, offering virtually unlimited bandwidth with less than 15 ms
of latency end-to-end. Likewise, the quality and availability of power are very high, and services are
hosted in an appropriate data center environment. Communications between the endpoints traverses a
LAN or aMAN, and communications outside the enterprise goes over an external network such as the
PSTN. An enterprise would typically deploy the campus model over a single building or over a group of
buildings connected by a LAN or MAN.
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Figure 5-1

Example of a Campus Deployment
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The campus model typically has the following design characteristics:

Single Cisco Unified CM cluster. Some campus call processing deployments may require more than
one Unified CM cluster, for instance, if scale calls for more endpoints than can be serviced by a
single cluster or if a cluster needs to be dedicated to an application such as a call center.

Alternatively for smaller deployments, Cisco Business Edition 3000, 5000, or 6000 may be
deployed in the campus.

Maximum of 40,000 configured and registered Skinny Client Control Protocol (SCCP) or Session
Initiation Protocol (SIP) IP phones, Cisco Cius, video endpoints, mobile clients, and Cisco
Virtualization Experience Clients (VXC) per Unified CM cluster.

Maximum of 2,100 gateways and trunks (that is, the total number of H.323 gateways, H.323 trunks,
digital MGCP devices, and SIP trunks) per Unified CM cluster.

Trunks and/or gateways (1P or PSTN) for all calls to destinations outside the campus.

Co-located digital signal processor (DSP) resources for conferencing, transcoding, and media
termination point (MTP).

Other Unified Communications services, such as messaging (voicemail), presence, and mobility are
typically co-located.

l_ Cisco Unified Communications System 9.0 SRND
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- Interfacesto legacy voice services such as PBXs and voicemail systems are connected within the
campus, with no operational costs associated with bandwidth or connectivity.

» Multipoint Control Unit (MCU) resources are required for multipoint video conferencing.
Depending on conferencing requirements, these resources may be either SCCP or H.323, or both.

» H.323 and H.320 video gateways are needed to communicate with H.320 videoconferencing devices
on the public ISDN network.

« High-bandwidth audio is available (for example, G.711 or G.722) between devices within the site.

» High-bandwidth video (for example, 384 kbpsto 1.5 Mbps) is available between devices within the
site.

Best Practices for the Campus Model

Follow these guidelines and best practices when implementing the single-site model:

» Ensurethat theinfrastructureishighly available, enabled for QoS, and configured to offer resiliency,
fast convergence, and inline power.

« Know the calling patterns for your enterprise. Use the campus model if most of the calls from your
enterprise are within the same site or to PSTN users outside your enterprise.

» Use G.711 codecs for all endpoints. This practice eliminates the consumption of digital signal
processor (DSP) resources for transcoding, and those resources can be allocated to other functions
such as conferencing and media termination points (M TPs).

« Implement the recommended network infrastructure for high availability, connectivity options for
phones (in-line power), Quality of Service (QoS) mechanisms, and security. (See Network
Infrastructure, page 3-1.)

- Follow the provisioning recommendations listed in the chapter on Call Processing, page 8-1.

Multisite with Centralized Call Processing

In this call processing deployment model, endpoints are remotely located from the call processing
service, across a QoS-enabled Wide Area Network. Due to the limited quantity of bandwidth available
acrossthe WAN, acall admission control mechanism is required to manage the number of callsadmitted
on any given WAN link, to keep the load within the limits of the available bandwidth. On-net
communication between the endpoints traverses either aLAN/MAN (when endpoints are located in the
same site) or aWAN (when endpoints are located in different sites). Communication outside the
enterprise goes over an external network such as the PSTN, through a gateway or Cisco Unified Border
Element (CUBE) session border controller (SBC) that can be co-located with the endpoint or at a
different location (for example, when using a centralized gateway at the main site or when doing Tail
End Hop Off (TEHO) across the enterprise network).

The P WAN also carries call control signaling between the central site and the remote sites. Figure 5-2
illustrates a typical centralized call processing deployment, with a Unified CM cluster as the call
processing agent at the central site and a QoS-enabled IP WAN to connect all the sites. In this
deployment model, other Unified Communications services such as voice messaging, presence and
mobility are often hosted at the central site as well to reduce the overall costs of administration and
maintenance. I n situations where the availability of the WAN is unreliable or when WAN bandwidth
costs are high, it is possible to consider decentralizing some Unified Communications services such as
voice messaging (voicemail) so that the service's availability is not impacted by WAN outages.
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Figure 5-2
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The multisite model with centralized call processing has the following design characteristics:

- Single Unified CM cluster. Some centralized call processing deployments may require more than
one Unified CM cluster, for instance, if scale calls for more endpoints than can be serviced by a
single cluster or if a cluster needs to be dedicated to an application such as a call center.

» For smaller deployments, Cisco Business Edition 3000 may be deployed in centralized call
processing configurations for up to 9 remote sites.

» Cisco Business Edition 5000 may be deployed in centralized call processing configurations for up
to 19 remote sites.

» Cisco Business Edition 6000 may be deployed in centralized call processing configurations for up
to 49 remote sites.

»  Maximum of 40,000 configured and registered Skinny Client Control Protocol (SCCP) or Session
Initiation Protocol (SIP) IP phones, Cisco Cius, video endpoints, mobile clients, and Cisco
Virtualization Experience Clients (VXC) per Unified CM cluster.

- Maximum of 2,000 locations or branch sites per Unified CM cluster.
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Maximum of 2,100 gateways and trunks (that is, the total number of H.323 gateways, H.323 trunks,
digital MGCP devices, and SIP trunks) per Unified CM cluster.

PSTN connectivity for all off-net calls.

Digital signal processor (DSP) resourcesfor conferencing, transcoding, and mediatermination point
(MTP) aredistributed locally to each site to reduce WAN bandwidth consumption on calls requiring
DSPs.

Capability to integrate with legacy private branch exchange (PBX) and voicemail systems.
Interfaces to legacy voice services such as PBXs and voicemail systems can connected within the
central site, with no operational costs associated with bandwidth or connectivity. Connectivity to
legacy systems located at remote sites may require the operational expenses associated with the
provisioning of extra WAN bandwidth.

MCU resources are required for multipoint video conferencing. Depending on conferencing
requirements, these resources may be either SCCP or H.323, or both, and may all be located at the
central site or may be distributed to the remote sites if local conferencing resources are required.

H.323/H.320 video gateways are needed to communicate with H.320 videoconferencing devices on
the public ISDN network. These gateways may all belocated at the central site or may be distributed
to the remote sitesif local ISDN accessis required.

The system allows for the automated selection of high-bandwidth audio (for example, G.711 or
G.722) between devices within the site, while selecting low-bandwidth audio (for example, G.729)
between devicesin different sites.

The system allows for the automated selection of high-bandwidth video (for example, 384 kbps to
1.5 Mbps) between devices in the same site, and low-bandwidth video (for example, 128 kbps)
between devices at different sites.

A minimum of 768 kbps or greater WAN link speed should be used when video is to be placed on
the WAN.

Call admission control is achieved through Enhanced Locations CAC or RSVP.

For voice and video calls, automated alternate routing (AAR) provides the automated rerouting of
calls through the PSTN when call admission control denies a call due to lack of bandwidth. AAR
relies on a gateway being available to route the call from the calling phone toward the PSTN, and
another gateway to accept the call from the PSTN at the remote site, to be connected to the called
phone.

Call Forward Unregistered (CFUR) functionality provides the automated rerouting of calls through
the PSTN when an endpoint is considered unregistered due to aremote WAN link failure. CFUR
relies on a gateway being available to route the call from the calling phone toward the PSTN, and
another gateway to accept the call from the PSTN at the remote site, to be connected to the called
phone.

Survivable Remote Site Telephony (SRST) for video. SCCP video endpoints located at remote sites
become audio-only devices if the WAN connection fails.

Cisco Unified Communications Manager Express (Unified CME) may be used for remote site
survivability instead of an SRST router.

Cisco Unified Communications Manager Express (Unified CME) can be integrated with the Cisco
Unity Connection server in the branch office or remote site. The Cisco Unity Connection server is
registered to the Unified CM at the central site in normal mode and can fall back to Unified CME
in SRST mode when Unified CM is not reachable, or during a WAN outage, to provide the users at
the branch offices with access to their voicemail with MWI.
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- Aswith other call processing typesthat support multisite centralized call processing, Cisco Business
Edition 3000 allows PSTN routing through both central and remote site gateways. Providing alocal
gateway at remote sites for local PSTN breakout is a necessary requirement for countries providing
emergency services for users located at remote sites. The local gateway at the remote site provides
call routing to thelocal PSAP of the remote sitelocation. Local PSTN breakout at remote sites might
also be needed or required for countries having strict regulations reguiring separation of 1P
telephony networks from the PSTN. Where regulations allow, local PSTN breakout through the
remote site gateway can be used to enable toll bypass or tail-end hop off (TEHO). Business
Edition 3000 provides country-based dial plan configuration to enable routing to configured PSTN
gateways as well as policy mechanisms to control PSTN access restrictions (as applicable based on
local country regulations). Business Edition 3000 supports local PSTN breakout only through the
MGCP-controlled Cisco 2901 Integrated Services Router (ISR). Local breakout at aremote site can
also be provided through analog trunks using a Cisco SPA8800 | P Telephony Gateway or through
SIP trunks using Cisco Unified Border Element on a Cisco SPA8800 or SPA8900 IP Telephony
Gateway (sometimes referred to as “CUBE Lite").

» Business Edition 3000 does not support SRST or remote site survivability.
Connectivity options for the IP WAN include:

« Leased lines

« Frame Relay

« Asynchronous Transfer Mode (ATM)

- ATM and Frame Relay Service Inter-Working (SIW)

« Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN)

- Voice and Video Enabled IP Security Protocol (1PSec) VPN (V3PN)

Routers that reside at the WAN edges require quality of service (QoS) mechanisms, such as priority
gueuing and traffic shaping, to protect the voice traffic from the data traffic across the WAN, where
bandwidth is typically scarce. In addition, a call admission control scheme is needed to avoid
oversubscribing the WAN links with voice traffic and deteriorating the quality of established calls. For
centralized call processing deployments, locations (static or RSV P-enabled) configured within
Unified CM provide call admission control. (Refer to the chapter on Call Admission Control, page 11-1,
for more information on locations.)

A variety of Cisco gateways can provide the remote siteswith TDM and/or | P-based PSTN access. When
the IP WAN is down, or if all the available bandwidth on the IP WAN has been consumed, calls from
users at remote sites can be rerouted through the PSTN. The Cisco Unified Survivable Remote Site
Telephony (SRST) feature, available for both SCCP and SIP phones, provides call processing at the
branch offices for Cisco Unified IP Phones if they lose their connection to the remote primary,
secondary, or tertiary Unified CM or if the WAN connection is down. Cisco Unified SRST functionality
isavailable on Cisco 10S gateways running the SRST feature or on Cisco Unified CME running in SRST
mode. Unified CME running in SRST mode provides more features for the phones than SRST on a
Cisco 10S gateway.
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Best Practices for the Centralized Call Processing Model

Follow these guidelines and best practices when implementing multisite centralized call processing
deployments:

Minimize delay between Unified CM and remote locations to reduce voice cut-through delays (also
known as clipping).

Configure Enhanced Locations CAC or RSVPin Unified CM to provide call admission control into
and out of remote branches. See the chapter on Call Admission Control, page 11-1, for details on
how to apply this mechanism to the various WAN topologies.

The number of 1P phones and line appearances supported in Survivable Remote Site Telephony
(SRST) mode at each remote site depends on the branch router platform, the amount of memory
installed, and the Cisco 10S release. SRST on a Cisco |OS gateway supports up to 1,500 phones,
while Unified CME running in SRST mode supports 450 phones. (For the latest SRST or

Unified CME platform and code specifications, refer to the SRST and Unified CME documentation
available at http://www.cisco.com.) Generally speaking, however, the choice of whether to adopt a
centralized call processing or distributed call processing approach for a given site depends on a
number of factors such as:

— IPWAN bandwidth or delay limitations
— Criticality of the voice network

— Feature set needs

— Scalability

— Ease of management

— Cost

If adistributed call processing model is deemed more suitable for the customer's business needs, the
choices include installing a Unified CM cluster at each site or running Unified CME at the remote
sites.

At the remote sites, use the following features to ensure call processing survivability in the event of
aWAN failure:

— For SCCP phones, use SRST on a Cisco |10S gateway or Unified CME running in SRST mode.
— For SIP phones, use SIP SRST.
— For MGCP phones, use MGCP Gateway Fallback.

SRST or Unified CME in SRST mode, SIP SRST, and MGCP Gateway Fallback can reside with
each other on the same Cisco |OS gateway.

Remote Site Survivability

When deploying Cisco Unified Communications across a WAN with the centralized call processing
model, you should take additional steps to ensure that data and voice services at the remote sites are
highly available. Table 5-3 summarizes the different strategies for providing high availability at the
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remote sites. The choice of one of these strategies may depend on several factors, such as specific
business or application requirements, the priorities associated with highly available data and voice
services, and cost considerations.

Table 5-3 Strategies for High Availability at the Remote Sites

High Availability for |High Availability for
Strategy Data Services? Voice Services?
Redundant IP WAN links in branch router Yes Yes
Redundant branch router platforms + Redundant IP | Yes Yes
WAN links
Data-only ISDN backup + SRST or Unified CME Yes Yes
Data and voice ISDN backup Yes Yes (see rules below)
Cisco Unified Survivable Remote Site Telephony No Yes
(SRST) or Unified CME in SRST mode

The first two solutionslisted in Table 5-3 provide high availability at the network infrastructure layer by
adding redundancy to the IP WAN access points, thus maintaining IP connectivity between the remote
IP phones and the centralized Unified CM at all times. These solutions apply to both data and voice
services, and are entirely transparent to the call processing layer. The options range from adding a
redundant IP WAN link at the branch router to adding a second branch router platform with aredundant
[P WAN link.

Thethird and forth solutionsin Table 5-3 use an I SDN backup link to provide survivability during WAN
failures. The two deployment options for ISDN backup are:

« Data-only ISDN backup

With this option, ISDN is used for data survivability only, while SRST or Unified CME in SRST
mode is used for voice survivability. Note that you should configure an access control list on the
branch router to prevent traffic from telephony signaling protocols such as Skinny Client Control
Protocol (SCCP), H.323, Media Gateway Control Protocol (MGCP), or Session Initiation Protocol
(SIP) from entering the ISDN interface, so that signaling from the IP phones does not reach the
Unified CM at the central site. Thisisto ensure that the telephony endpoints located at the branch
detect the WAN's failure and rely on local SRST resources.

- Dataand voice ISDN backup

With this option, ISDN is used for both data and voice survivability. In this case, SRST or
Unified CME in SRST mode is not used because the | P phones maintain | P connectivity to the
Unified CM cluster at all times. However, Cisco recommends that you use ISDN to transport data
and voice traffic only if all of the following conditions are true:

— Thebandwidth allocated to voicetraffic on the ISDN link isthe same as the bandwidth allocated
to voice traffic on the IP WAN link.

— TheISDN link bandwidth is fixed.

— All therequired QoS features have been deployed on the router's ISDN interfaces. Refer to the
chapter on Network Infrastructure, page 3-1, for more details on QoS.

The fifth solution listed in Table 5-3, Survivable Remote Site Telephony (SRST) or Unified CME in
SRST mode, provides high availability for voice services only, by providing a subset of the call
processing capabilities within the remote office router and enhancing the IP phones with the ability to
“re-home” to the call processing functionsin the local router if aWAN failure is detected. Figure 5-3
illustrates a typical call scenario with SRST or Unified CME in SRST mode.
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Figure 5-3 Survivable Remote Site Telephony (SRST) or Unified CME in SRST Mode

Central site Central site

Unified CM
cluster

Voice traffic

Branch office Branch office

74353

Normal operation | WAN failure

Under normal operations shown in the left part of Figure 5-3, the branch office connects to the central
siteviaan IP WAN, which carries data traffic, voice traffic, and call signaling. The IP phones at the
branch office exchange call signaling information with the Unified CM cluster at the central site and
place their calls across the IP WAN. The branch router or gateway forwards both types of traffic (call
signaling and voice) transparently and has no knowledge of the IP phones.

If the WAN link to the branch office fails, or if some other event causes loss of connectivity to the
Unified CM cluster, the branch | P phones re-register with the branch router in SRST mode. The branch
router, SRST, or Unified CME running in SRST mode, queries the | P phones for their configuration and
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Note

uses thisinformation to build its own configuration automatically. The branch IP phones can then make
and receive calls either within the branch's network or through the PSTN. The phone displays the
message “Unified CM fallback mode,” and some advanced Unified CM features are unavailable and are
grayed out on the phone display.

When WAN connectivity to the central site is reestablished, the branch 1P phones automatically
re-register with the Unified CM cluster and resume normal operation. The branch SRST router deletes
its information about the I P phones and reverts to its standard routing or gateway configuration.
Unified CME running in SRST mode at the branch can choose to save the learned phone and line
configuration to the running configuration on the Unified CME router by using the auto-provision
option. If auto-provision none is configured, none of the auto-provisioned phone or line configuration
information is written to the running configuration of the Unified CME router. Hence, no configuration
change is required on Unified CME if the IP phone is replaced and the MAC address changes.

When WAN connectivity to the central site is reestablished, or when Unified CM is reachable again,
phonesin SRST mode with active callswill not immediately re-register to Unified CM until those active
calls are terminated.

The remote site survivability features explained above are not supported with Business Edition 3000.

Unified CME in SRST Mode

When Unified CME is used in SRST mode, it provides more call processing features for the | P phones
than are available with the SRST feature on a router. In addition to the SRST features such as call
preservation, auto-provisioning, and failover, Unified CME in SRST mode also provides most of the
Unified CME telephony features for the SCCP phones, including:

- Paging

« Conferencing

< Hunt groups

- Basic automatic call distribution (B-ACD)
» Call park, call pickup, call pickup groups
« Overlay-DN, softkey templates

« Cisco IP Communicator

» Cisco Unified Video Advantage

« Integration with Cisco Unity with MW!I support at remote sites, with distributed Microsoft
Exchange or IBM Lotus Domino server

Unified CME in SRST mode provides call processing support for SCCP phones in case of a WAN
failure. However, Unified CME in SRST mode does not provide fallback support for MGCP phones or
endpoints. To enable SIP and MGCP phones to fall back if they lose their connection to the SIP proxy
server or Unified CM, or if the WAN connection fails, you can additionally configure both the SIP SRST
feature and the M GCP Gateway Fallback feature on the same Unified CME server running as the SRST
fallback server.
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Best Practices for Unified CME in SRST Mode

Use the Unified CME | P address as the | P address for SRST reference in the Unified CM
configuration.

The Connection Monitor Duration is atimer that specifies how long phones monitor the WAN link
before initiating afallback from SRST to Unified CM. The default setting of 120 seconds should be
used in most cases. However, to prevent phonesin SRST mode from falling back and re-homing to
Unified CM with flapping links, you can set the Connection Monitor Duration parameter on
Unified CM to alonger period so that phones do not keep registering back and forth between the
SRST router and Unified CM. Do not set the value to an extensively longer period because thiswill
prevent the phones from falling back from SRST to Unified CM for along amount of time.

Phones in SRST fallback mode will not re-home to Unified CM when they are in active state.
Phones in SRST fallback mode revert to non-secure mode from secure conferencing.

Configure auto-provision none to prevent writing any learned ephone-dn or ephone configuration
to the running configuration of the Unified CME router. This eliminates the need to change the
configuration if the IP phoneis replaced or the MAC address changes.

For moreinformation on using Unified CME in SRST mode, refer to the Cisco Unified Communications
Manager Express System Administrator Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps4625/products_installation_and_configuratio
n_guides_list.html

For more information on SIP SRST, refer to the Cisco Unified SIP SRST System Administrator Guide,
available at

http://www.cisco.com/en/US/products/sw/voicesw/ps2169/products_installation_and_configuratio
n_guides_list.html

For more information on MGCP Gateway fallback, refer to the information on MGCP gateway fallback
in the Cisco CallManager and Cisco |0S Interoperability Guide, available at

http://www.cisco.com/en/US/docs/ios/12_3/vvf_c/interop/ccm_c.html

Best Practices for SRST Router

Use a Cisco Unified SRST router, rather than Unified CME in SRST mode, for the following
deployment scenarios.

For supporting a maximum of 1,500 phones on a single SRST router. (Unified CME in SRST mode
supports a maximum of 450 phones.)

For up to 3,000 phones, use two SRST routers. Dial plans must be properly configured to route the
calls back and forth between the SRST routers.

For simple, one-time configuration of basic SRST functions.
For SRTP media encryption, which is available only in Cisco Unified SRST (Secure SRST).
For support of the Cisco VG248 Voice Gateway.

For routing calls to and from phones that are unreachable or not registered to the SRST router, use the
alias command.
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Cisco Unified Survivable Remote Site Telephony Manager

Figure 5-4

Cisco Unified Survivable Remote Site Telephony (SRST) Manager simplifies the deployment of Cisco
Unified CME running SRST as well as traditional SRST in the branch. (See Figure 5-4.) It is
Linux-based software running inside a virtual machine on Cisco supported virtualized platforms (for
example, Cisco UCS). Cisco Unified SRST Manager supports only the centralized call processing
deployment model, wherethe Cisco Unified CM cluster runsin the central location. Cisco Unified SRST
Manager can be deployed in the central location along with the Cisco Unified CM cluster or in the remote
branch location. Figure 5-4 illustrates the deployment of Cisco Unified SRST Manager in the central
location. During normal operation, Cisco Unified SRST Manager regularly retrieves configurations (for
example, calling search space, partition, hunt group, call park, call pickup, and so forth, if configured)
from Cisco Unified CM and uploads them to provision the branch router with similar functionality for
use in SRST mode. Thus, Cisco Unified SRST Manager reduces manual configuration required in the
branch SRST router and enables users to have a similar calling experience in both SRST and normal
modes.

Cisco Unified Survivable Remote Site Telephony Manager Deployed in the Central Location
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Cisco Unified SRST Manager consumes bandwidth from the WAN link when uploading the Unified CM
configurations to provision the branch router. The Cisco Unified SRST Manager software does not
perform packet marking, therefore the Cisco Unified SRST Manager traffic will travel as best-effort on
the network. Cisco recommends maintaining this best-effort marking, which is|P Precedence 0 (DSCP 0
or PHB BE), to ensure that it does not interfere with real-time high priority voice traffic. To ensure that
Cisco Unified SRST Manager traffic does not cause congestion and to reduce the chances of packet drop,
Cisco recommends scheduling the configuration upload to take place during non-peak hours (for
example, in the evening hours or during the weekend). The configuration upload schedule can be set
from the Cisco Unified SRST Manager web interface.
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Consider the following guidelines when you deploy Cisco Unified SRST Manager:

» Cisco Unified SRST Manager is not supported with the Cisco Unified Communications 500 Series
platform or the Cisco Business Edition 3000 and 5000 platforms.

» The branch voice gateway must be co-resident with (reside on) the SRST router.

« Thereisno high availability support with Cisco Unified SRST Manager. If Cisco Unified SRST
Manager is unavailable, configuration upload is not possible.

» Cisco Unified SRST Manager is not supported in deployments where NAT is used between the
headquarters and branch locations.

Voice Over the PSTN as a Variant of Centralized Call Processing

Note

Centralized call processing deployments can be adapted so that inter-site voice mediais sent over the
PSTN instead of the WAN. With this configuration, the signaling (call control) of all telephony endpoints
isstill controlled by the central Unified CM cluster, therefore this Voice over the PSTN (VoPSTN) model
variation still requires a QoS-enabled WAN with appropriate bandwidth configured for the signaling
traffic.

You can implement VOPSTN in one of the following ways:

» Using the automated alternate routing (AAR) feature. (For more information on AAR, see the
section on Automated Alternate Routing, page 9-117.)

» Using a combination of dial plan constructs in both Unified CM and the PSTN gateways.

VOPSTN can be an attractive option in deployments where IP WAN bandwidth is either scarce or
expensive with respect to PSTN charges, or where IP WAN bandwidth upgrades are planned for a later
date but the Cisco Unified Communications system is already being deployed.

VOPSTN deployments offer basic voice functionality that is a reduced subset of the Unified CM feature
set.

In particular, regardless of the implementation choice, the system designer should address the following
issues, among others:

» Centralized voicemail requires:

— A telephony network provider that supports redirected dialed number identification service
(RDNIS) end-to-end for all locations that are part of the deployment. RDNIS isrequired so that
callsredirected to voicemail carry the redirecting DN, to ensure proper voicemail box selection.

— If thevoicemail system is accessed through an M GCP gateway, the voicemail pilot number must
be afully qualified E.164 number.

« The Extension Mobility feature is limited to IP phones contained within a single branch site.

- All on-net (intra-cluster) callswill be delivered to the destination phone with the same call treatment
as an off-net (PSTN) call. Thisincludes the quantity of digits delivered in the call directories such
as Missed Calls and Received Calls.

- Each inter-branch call generates two independent call detail records (CDRs): one for the call leg
from the calling phone to the PSTN, and the other for the call leg from the PSTN to the called phone.

- Thereisno way to distinguish the ring type for on-net and off-net calls.

« All destination phones require afully qualified Direct Inward Dial (DID) PSTN number that can be
called directly. Non-DID DNs cannot be reached directly from a different branch site.
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» With VOPSTN, music on hold (MoH) is limited to cases where the holding party is co-located with
the MoH resource. If MoH servers are deployed at the central site, then only calls placed on hold by
devices at the central site will receive the hold music.

- Transfersto adestination outside the branch site will result in the hairpinning of the call through the
branch's gateway. Traffic engineering of the branch's gateway resources must be adjusted
accordingly.

- Call forwarding of any call coming into the branch's gateway to a destination outside the branch site
will result in hairpinning of the call through the gateway, thus using two trunk ports. This behavior

applies to:
— Callsforwarded to a voicemail system located outside the branch
— Callsforwarded to an on-net abbreviated dialing destination located in a different branch

The gateway port utilization resulting from these call forwarding flows should be taken into account
when sizing the trunks connecting the branch to the PSTN.

- Conferencing resources must be co-located with the phone initiating the conference.

» VOPSTN does not support applications that require streaming of 1P audio from the central site (that
is, not traversing a gateway). These applications include, but are not limited to:

— Centralized music on hold (MoH) servers
— Interactive Voice Response (IVR)
— CTI-based applications

« Use of the Attendant Console outside of the central site can require a considerable amount of
bandwidth if the remote sites must access large user account directories without caching them.

- Because all inter-branch media (including transfers) are sent through the PSTN, the gateway trunk
group must be sized to accommodate all inter-branch traffic, transfers, and centralized voicemail
access.

- Ciscorecommendsthat you do not deploy shared lines across branches, such that the devices sharing
the line are in different branches.

In addition to these general considerations, the following sections present recommendations and issues
specific to each of the following implementation methods:

« VOPSTN Using AAR, page 5-20
« VOPSTN Using Dial Plan, page 5-22

VoPSTN Using AAR

This method consists of configuring the Unified CM dial plan asin atraditional centralized call
processing deployment, with the automated alternate routing (AAR) feature also properly configured.
AAR providestransparent re-routing over the PSTN of inter-site calls when the locations mechanism for
call admission control determines that there is not enough available WAN bandwidth to accept an
additional call.

To use the PSTN as the primary (and only) voice path, you can configure the call admission control
bandwidth of each location (branch site) to be 1 kbps, thus preventing all callsfrom traversing the WAN.
With this configuration, all inter-site calls trigger the AAR functionality, which automatically re-routes
the calls over the PSTN.
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The AAR implementation method for VOPSTN offers the following benefits:

An easy migration path to acomplete Cisco Unified Communications deployment. When bandwidth
becomes available to support voice media over the WAN, the dial plan can be maintained intact, and
the only change needed is to update the location bandwidth value for each site.

Support for some supplementary features, such as callback on busy.

In addition to the general considerationslisted for VoOPSTN, the following design guidelines apply to the
AAR implementation method:

AAR functionality must be configured properly.

As ageneral rule, supported call initiation devices include | P phones, gateways, and line-side
gateway-driven analog phones.

Inter-branch calls can use AAR only if the destination devices are |P phones or Cisco Unity ports.
Inter-branch calls to other endpoints must use a fully qualified E.164 number.
All on-net, inter-branch calls will display the message, "Network congestion, rerouting.”

If destination phones become unregistered (for example, due to WAN connectivity interruption),
AAR functionality will not beinvoked and abbreviated dialing will be possible only if Call Forward
Unregistered (CFUR) is configured. If the destination phone has registered with an SRST router,
then it can also be reached by directly dialing its PSTN DID number.

If originating phones become unregistered (for example, due to WAN connectivity interruption),
they will go into SRST (or Unified CME as SRST) mode. To preserve abbreviated dialing
functionality under these conditions, configure the SRST (or Unified CME as SRST) router with an
appropriate set of translation rules to match the abbreviated dialing form of the destination and
translate it into the form required by the PSTN to route calls to the destination.

Shared lines within the same branch should be configured in a partition included only in that
branch's calling search spaces. Inter-site access to the shared line requires one of the following:

— Theoriginating site dials the DID number of the shared line.

— If inter-site abbreviated dialing to the shared line is desired, use a translation pattern that
expands the user-dialed abbreviated string to the DID number of the shared line.

A

Note Inthis case, direct dialing of the shared line's DN from another branch would trigger
multiple AAR-based PSTN calls.
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VoPSTN Using Dial Plan

This method relies on a specific dial plan configuration within Unified CM and the PSTN gateways to
route all inter-site calls over the PSTN. The dial plan must place IP phone DN's at each siteinto a
different partition, and their calling search space must provide access only to the site'sinternal partition
and a set of route patterns that point to the local PSTN gateway.

Abbreviated inter-site dialing can still be provided via a set of translations at each branch site, one for
each of the other branch sites. These translations are best accomplished with H.323 gateways and
translation rules within Cisco |OS.

The dial plan method for implementing VoPSTN offers the following benefits:
- Easier configuration because AAR is not needed.

- Abbreviated dialing automatically works even under WAN failure conditions on either the
originating or destination side, because the Cisco |OS translation ruleswithin the H.323 gateway are
effective in SRST mode.

In addition to the general considerationslisted for VOPSTN, the following design guidelines apply to the
dial plan implementation method:

» Thereis no support for supplementary features such as callback on busy.

» Some CTIl-based applications do not support overlapping extensions (that is, two or more phones
configured with the same DN, although in different partitions).

» Thereisno easy migration to a complete Cisco Unified Communications deployment because the
dial plan needs to be redesigned.
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Multisite with Distributed Call Processing

The model for a multisite deployment with distributed call processing consists of multiple independent
sites, each with its own call processing agent cluster connected to an IP WAN that carries voice traffic
between the distributed sites. Figure 5-5 illustrates a typical distributed call processing deployment.

Figure 5-5 Multisite Deployment with Distributed Call Processing
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Each site in the distributed call processing model can be one of the following:
« A single site with its own call processing agent, which can be either:
— Cisco Unified Communications Manager (Unified CM)
— Cisco Business Edition 5000 and Business Edition 6000
— Cisco Unified Communications Manager Express (Unified CME)
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— Other IP PBX
A centralized call processing site and all of its associated remote sites

A legacy PBX with Voice over IP (VolP) gateway

The multisite model with distributed call processing has the following design characteristics:

Maximum of 40,000 configured and registered Skinny Client Control Protocol (SCCP) or Session
Initiation Protocol (SIP) IP phones, Cisco Cius, video endpoints, mobile clients, and Cisco
Virtualization Experience Clients (VXC) per Unified CM cluster.

Maximum of 2,100 gateways and trunks (that is, the total number of H.323 gateways, H.323 trunks,
digital MGCP devices, and SIP trunks) per Unified CM cluster.

TDM or |P-based PSTN for all external calls.

Digital signal processor (DSP) resourcesfor conferencing, transcoding, and mediatermination point
(MTP) aredistributed locally to each site to reduce WAN bandwidth consumption on calls requiring
DSPs.

Voicemail, unified messaging, and Cisco IM and Presence components.
Capability to integrate with legacy private branch exchange (PBX) and voicemail systems.

Cisco Unified Communications Manager Session Management Edition (SME) clusters, H.323
gatekeepers, or Session Initiation Protocol (SIP) proxy servers can be used to provide intercluster
call routing and dial plan aggregation in multisite distributed call processing deployments.

MCU resources are required in each cluster for multipoint video conferencing. Depending on
conferencing requirements, these resources may be either SCCP or H.323, or both, and may all be
located at the regional sites or may be distributed to the remote sites of each cluster if local
conferencing resources are required.

H.323/H.320 video gateways are needed to communicate with H.320 videoconferencing devices on
the public ISDN network. These gateways may all be located at the regional sites or may be
distributed to the remote sites of each cluster if local ISDN accessis required.

High-bandwidth audio (for example, G.711 or G.722) between devices in the same site, but
low-bandwidth audio (for example, G.729) between devicesin different sites.

High-bandwidth video (for example, 384 kbpsto 1.5 Mbps) between devices in the same site, but
low-bandwidth video (for example, 128 kbps) between devices at different sites.

Minimum of 768 kbps or greater WAN link speeds. Video is not recommended on WAN
connections that operate at speeds lower than 768 kbps.

Call admission control is achieved through Enhanced Locations CAC or RSVP.

AnIPWAN interconnectsall thedistributed call processing sites. Typically, the PSTN servesas abackup
connection between the sites in case the IP WAN connection fails or does not have any more available
bandwidth. A site connected only through the PSTN is a standalone site and is not covered by the
distributed call processing model. (See Campus, page 5-7.)

Connectivity options for the IP WAN include:

Leased lines

Frame Relay

Asynchronous Transfer Mode (ATM)

ATM and Frame Relay Service Inter-Working (SIW)

Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN)
Voice and Video Enabled IP Security Protocol (1PSec) VPN (V3PN)
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Best Practices for the Distributed Call Processing Model

A multisite deployment with distributed call processing has many of the same requirements as asingle
site or amultisite deployment with centralized call processing. Follow the best practicesfrom these other
models in addition to the ones listed here for the distributed call processing model. (See Campus,
page 5-7, and Multisite with Centralized Call Processing, page 5-9.)

Cisco Unified Communications Manager Session Management Edition clusters, H.323 gatekeepers, or
Session Initiation Protocol (SIP) proxy servers can be used to provide intercluster call routing and dial
plan aggregation in multisite distributed call processing deployments. The following best practices apply
to the use of these dial plan aggregation devices:

Unified CM Session Management Edition Clusters

Cisco Unified Communications Manager Session Management Edition is commonly used for
intercluster call routing and dial plan aggregation in distributed call processing deployments.
Intercluster call routing can be number based using standard numeric route patterns and/or URI based
using the Intercluster Look-up Service (ILS). Unified CM Session Management Edition supports
multiple protocols (SIP, H.323, MGCP, and SCCP), has sophisticated trunk and digit manipulation
features, supports Enhanced Locations CAC and RSV P, and uses the same code and user interface as
Unified CM. Unified CM Session Management Edition cluster deployments typically consist of many
trunks and no (or very few) Unified Communications endpoints. Unified CM Session Management
Edition clusters can use al of the high availability features (such as clustering over the WAN,
CallManager Groups, and Run on all Unified CM Nodes) that are available to Unified CM clusters.

For detailed information on Unified CM Session Management Edition cluster deployments, refer to the
Cisco Unified Communizations Manager Session Management Edition Deployment Guide, available at

http://www.cisco.com/en/US/products/ps10661/products_implementation_design_guides list.html

Gatekeeper Deployments
» Cisco |0S gatekeepers can be used to provide call admission control into and out of each site.

« To provide high availability of the gatekeeper, use Hot Standby Router Protocol (HSRP) gatekeeper
pairs, gatekeeper clustering, and alternate gatekeeper support. In addition, use multiple gatekeepers
to provide redundancy within the network. (See Gatekeeper Design Considerations, page 8-37.)

» Sizethe platforms appropriately to ensure that performance and capacity requirements can be met.

» Useonly onetype of codec on the WAN because the H.323 specification does not allow for Layer 2,
IP, User Data Protocol (UDP), or Real-time Transport Protocol (RTP) header overhead in the
bandwidth request. (Header overhead is allowed only in the payload or encoded voice part of the
packet.) Using one type of codec on the WAN simplifies capacity planning by eliminating the need
to over-provision the IP WAN to allow for the worst-case scenario.

For more information on the various functions performed by gatekeepers, refer to the following sections:
» For gatekeeper call admission control, see Call Admission Control, page 11-1.
» For gatekeeper scalability and redundancy, see Call Processing, page 8-1.
» For gatekeeper dial plan resolution, see Dial Plan, page 9-1.
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SIP Proxy Depoloyments
SIP proxies such as the Cisco Unified SIP Proxy provide call routing and SIP signaling normalization.

The following best practices apply to the use of SIP proxies:

» Provide adequate redundancy for the SIP proxies.

» Ensure that the SIP proxies have the capacity for the call rate and number of calls required in the

network.

» Planning for call admission control is outside the scope of this document.

Call Processing Agents for the Distributed Call Processing Model

Your choice of call processing agent will vary, based on many factors. The main factors, for the purpose
of design, are the size of the site and the functionality required.

For adistributed call processing deployment, each site has its own call processing agent. The design of
each site varies with the call processing agent, the functionality required, and the fault tolerance
required. For example, in a site with 500 phones, a Unified CM cluster containing two servers can
provide one-to-one redundancy, with the backup server being used as a publisher and Trivial File
Transfer Protocol (TFTP) server.

The requirement for 1P-based applications also greatly affects the choice of call processing agent
because only Unified CM provides the reguired support for many Cisco | P applications.

Table 5-4 lists recommended call processing agents.

Table 5-4 Recommended Call Processing Agents

Call Processing Agent

Recommended Size

Comments

Cisco Unified Communications
Manager Express (Unified CME)

Up to 450 phones

» For small remote sites
» Capacity depends on Cisco 10S platform

Cisco Business Edition 5000

Up to 575 phones

- For small sites
» Supports centralized or distributed call processing

Cisco Business Edition 6000 Up to 1,200 phones « For small to medium sites
» Supports centralized or distributed call processing
Cisco Unified Communications 50 to 40,000 phones - Small to large sites, depending on the size of the

Manager (Unified CM)

Unified CM cluster
- Supports centralized or distributed call processing

Legacy PBX with Vol P gateway

Depends on PBX

« Number of IP WAN calls and functionality depend on
the PBX-to-Vol P gateway protocol and the gateway
platform

Unified CM Session Management Edition

Unified Communications deployments using Cisco Unified Communications Manager Session
Management Edition are a variation of the multisite distributed call processing deployment model and
are typically employed to interconnect large numbers of unified communications systems through a
single front-end system, in this case the Unified CM Session Management Edition. This section
discusses the relevant design considerations for deploying Unified CM Session Management Edition.

l_ Cisco Unified Communications System 9.0 SRND
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Cisco Unified CM Session Management Editionisessentially aUnified CM cluster with trunk interfaces
only and no | P endpoints. It enables aggregation of multiple unified communications systems, referred
to as leaf systems.

Session Management Edition deployments can be used to migrate a deployment of multiple PBXs and
associated phones to a Unified CM cluster with I P phones and relatively few trunks. The Session
Management Edition cluster may start with alarge number of trunks interconnecting third-party PBXs;
and migrate over time to a Unified CM cluster deployment with thousands of |P phones.

With Cisco Unified CM 8.0 and later releases, Unified CM Session Management Edition supports the
following features:

« H.323 Annex M1 intercluster trunks
« SlPintercluster trunks

e SIPtrunks

» H.323 trunks

e« MGCP trunks

« Voicecalls

- Video calls

« Encrypted calls

- Faxcalls

Unified CM Session Management Edition may also be used to connect to third-party unified
communications systems such as PSTN connections, PBXs, and centralized unified communications
applications. (See Figure 5-6.) However, as with any standard Unified CM cluster, third-party
connections to Unified CM Session Management Edition should be system tested for interoperability
prior to use in a production environment.
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Figure 5-6 Multisite Deployment with Unified CM Session Management Edition
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When to Deploy Unified CM Session Management Edition

Cisco recommends deploying Unified CM Session Management Edition if you want to do any of the
following:

« Create and manage a centralized dial plan

Rather than configuring each unified communications system with a separate dial plan and trunks
to connect to all the other unified communications systems, Unified CM Session Management
Edition allows you to configure the leaf unified communications systems with asimplified dial plan
and trunk(s) pointing to the Session Management cluster. Unified CM Session Management Edition
holdsthe centralized dial plan and corresponding reachability information about all the other unified
communications systems.

« Provide centralized PSTN access

Unified CM Session Management Edition can be used to aggregate PSTN access to one (or more)
centralized PSTN trunks. Centralized PSTN access is commonly combined with the reduction, or
elimination, of branch-based PSTN circuits.

« Centralize applications

The deployment of a Unified CM Session Management Edition enables commonly used
applications such as conferencing or videoconferencing to connect directly to the Session
Management cluster, thus reducing the overhead of managing multiple trunks to leaf systems.
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Aggregate PBXs for migration to a Unified Communications system

Unified CM Session Management Edition can provide an aggregation point for multiple PBXs as
part of the migration from legacy PBXsto a Cisco Unified Communications System.

Differences Between Unified CM Session Management Edition and Standard Unified CM Clusters

The Unified CM Session Management Edition software is exactly the same as Unified CM. However,
the software has been enhanced significantly to satisfy the requirements and the constraints of this new
deployment model. Unified CM Session Management Edition is designed to support a large number of
trunk-to-trunk connections, and as such it is subject to the following design considerations:

Capacity

It isimportant to correctly size the Unified CM Session Management cluster based on the expected
BHCA traffic load between leaf Unified Communications systems (for example, Unified CM
clusters and PBXs), to and from any centralized PSTN connections, and to any centralized
applications. Determine the average BHCA and Call Holding Time for users of your Unified
Communications system and share thisinformation with your Cisco account Systems Engineer (SE)
or Cisco Partner to size your Unified CM Session Management Edition cluster correctly.

Trunks

Where possible, avoid the use of static MTPs on Unified CM trunks (do not enable M TP required
on the SIP or H.323 trunks of leaf Unified CM or Unified CM Session Management Edition
clusters). Trunks that do not use “MTP required” offer more codec choices; support voice, video,
and encryption; and do not anchor trunk callsto MTP resources. Dynamically inserted MTPs can be
used on trunks (for example, for DTMF translation from in-band to out-of-band). If SIP Early Offer
isrequired by athird-party unified communications system, use either the “Early Offer support for
voice and video calls (insert MTP if needed)” on Unified CM SIP trunks or the Delayed Offer to
Early Offer feature with Cisco Unified Border Element.

Unified CM versions

Both the Unified CM Session Management Edition and Unified CM leaf clusters should be
deployed with Cisco Unified CM 7.1(2) or later release. Cisco Unified CM 8.5 or later release is
recommended because those versions include features that improve and simplify call routing
through Unified CM and Session Management Edition clusters. Earlier versions of Unified CM can
be deployed but might experience problems that can be resolved only by upgrading your cluster to
Unified CM 7.1(2) or later release.

Interoperability

Even though most vendors do conform to standards, differences can and do exist between protocol
implementations from various vendors. As with any standard Unified CM cluster, Cisco strongly
recommends that you conduct end-to-end system interoperability testing with any unverified
third-party unified communications system before deploying the system in a production
environment. The interoperability testing should verify call flows and features from Cisco and
third-party leaf systems through the Unified CM Session Management cluster. To learn which
third-party unified communications systems have been tested by the Cisco Interoperability team,
refer to the information available on the Cisco Interoperability Portal at

http://www.cisco.com/en/U S/solutions/ns340/ns414/ns728/interOp_ucSessionM gr.html
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- Load balancing for inbound and outbound calls

Configure trunks on the Unified CM Session Management Edition and leaf unified communications
systems so that inbound and outbound calls are evenly distributed across the Unified CM servers
within the Session Management cluster. For more information on load balancing for trunk calls,
refer to the chapter on Cisco Unified CM Trunks, page 14-1.

» Design guidance and assistance

For detailed information on Unified CM Session Management Edition designs and deployments,
refer to the Cisco Unified Communications Manager Session Management Edition Deployment
Guide, available at

http://www.cisco.com/en/US/products/ps10661/products_implementation_design_guides list.html

Unified CM Session Management Edition designs should be reviewed by your Cisco SE in
conjunction with the Cisco Unified CM Session Management Team.

Hybrid Session Management Edition and SAF CCD Deployments

Session Management Edition deployments provide internal dial plan aggregation. Cisco Service
Advertisement Framework (SAF) Call Control Discovery (CCD) deployments distribute both the
internal dial plan and the corresponding external "To PSTN" dial plan to participating SAF CCD Unified
Communications systems. Combining Session Management Edition and SAF CCD enables Session
Management Edition to act asthe central Session Manager for all leaf Unified Communications systems,
while also using SAF CCD to distribute both the internal and external "To PSTN" dial plansto all SAF
CCD participating Unified CM leaf clusters.

A Session Management Edition and SAF hybrid deployment uses a specific configuration of SAF CCD
to allow all calls between leaf clusters to be routed only through the Session Management Edition
cluster. The SAF configuration consists of two parts:

» Advertising SAF CCD routes to leaf clusters from/through Session Management Edition
- Advertising SAF CCD routes from leaf clustersto Session Management Edition

Note  Thisdiscussion assumes that you have already configured your Cisco |OS SAF Forwarders and basic
SAF CCD configuration on Unified CM (that is, Advertising Service, Requesting Service, SAF enabled
Trunks, and so forth). This design uses a single SAF Autonomous System (AS).

Advertising SAF CCD Routes to Leaf Clusters from/through Session Management Edition

On the Session Management Edition cluster, create the DN patterns, DN Groups, and corresponding
"to DID" rules for the internal number ranges and external "To PSTN" numbers hosted by each
SAF-enabled leaf cluster. Publishthese DN patternsto the SAF A S by associating them with one or more
SAF-enabled trunks and advertising services. These DN patterns and corresponding routes to Session
Management Edition are learned by all SAF-enabled leaf clusters. While Session Management Edition
isreachable through the IP WAN, all intercluster calls are routed through Session Management Edition.
When Session Management Edition isunreachable, intercluster callsarerouted through the leaf cluster's
local PSTN gateway after the called number has been modified using the learned DN pattern's "to DID"
rule.
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Advertising SAF CCD Routes from Leaf Clusters to Session Management Edition

The purpose of advertising each leaf cluster's hosted DN ranges to the SAF ASisto allow the Session
Management Edition cluster to learn about these DN ranges and leaf cluster reachability. These number
ranges are also learned by all other leaf clusters. (See Figure 5-7.) To prevent direct |eaf-to-leaf routes
from being used, in each leaf cluster, block learned routes from all other leaf clusters. Routes can be
blocked based on whether they match either the IP address the SAF nodes in each of the leaf clusters or
(preferably) the Remote Call Control Entity Name for each leaf cluster. (Thisisthe Unified CM Cluster
ID in the Unified CM Enterprise Parameters menu.)

Figure 5-7 Advertising SAF CCD Routes in a Session Management Edition Deployment
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Operational Considerations for Session Management Edition and SAF CCD Deployments

The following operational considerations apply to deployments of Cisco Unified CM Session
Management Edition with Service Advertisement Framework (SAF) Call Control Discovery (CCD).

Leaf Clusters Learning Their Own DN Ranges from Session Management Edition

As can be seen in the SAF CCD routing tablesin Figure 5-7, leaf clusterslearn about the reachability of
their own DN ranges from Session Management Edition. These DN ranges can be blocked in the same
way that intercluster DN ranges and routes are blocked. If these Session Management Edition SAF CCD
routes are not blocked, they are selected only for intra-cluster callsif the calling search space of the
calling device has the SAF CCD learned routes partition ordered above the internal DN’s partition. In
most cases, the internal DN partition will be ordered above the SAF CCD partition, so that intra-cluster
calls are not routed through Session Management Edition.

Routing Calls to the PSTN When IP Routes from Session Management Edition to Leaf Clusters Are Not Available
Two configuration options are available when re-routing calls to the PSTN:

« Re-route callsto the PSTN through a PSTN gateway associated with Session Management Edition

If the Session Management Edition cluster has PSTN access and you wish to re-route calls that are
unreachable through an IP path from Session Management Edition to the destination leaf cluster,
make sure each leaf cluster advertises a"to DID" rule for each advertised DN range or group to
Session Management Edition. This"to DID" ruleis used by Session Management Edition to modify
the called number and to route the call through the inbound trunk's Automated Alternate Routing
(AAR) calling search space (CSS).

« Re-route callsto the PSTN from the originating leaf cluster

If the Session Management Edition cluster does not have PSTN access and you wish to re-route calls
that are unreachable from Session Management Edition to the destination leaf cluster through the
PSTN at the originating leaf cluster, make sure each leaf cluster does not advertisesa"to DID" rule
for each advertised DN range or group to Session Management Edition. In this case, if asignaling
path cannot be established from Session Management Edition to the destination leaf cluster, Session
Management Edition signals the call failure to the originating leaf cluster, which in turn usesits
"to DID" rule (learned from Session Management Edition) to modify the called number and route
the call through the calling device's Automated Alternate Routing (AAR) calling search space
(CSS).

Calls to Non-SAF Unified Communications Systems over Static Session Management Edition Trunks

Session Management Edition can use SAF CCD to advertise the DN ranges of non-SAF Unified
Communications systems to all SAF-enabled leaf clusters. Calls from leaf clusters to non-SAF Unified
Communications systems through the Session Management Edition cluster use SAF trunks to reach
Session Management Edition. Session Management Edition then uses a configured route pattern and
corresponding static (standard) trunk to reach the non-SAF Unified Communications system.

PSTN Fallback for Calls to Non-SAF Unified Communications Systems
There are two options for PSTN fallback if the non-SAF Unified Communications system is not
reachable through a static trunk from Session Management Edition:

« Re-route callsto the PSTN from the originating leaf cluster.

With this option, a single trunk is configured from Session Management Edition to the destination
Unified Communications system. If a signaling path cannot be established from Session
Management Edition to the destination Unified Communications system, Session Management
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Edition signals the call failure to the originating leaf cluster, which in turn usesits "to DID" rule
(learned from Session Management Edition) to modify the called number and route the call through
the calling device's Automated Alternate Routing (AAR) calling search space (CSS).

» Re-route callsto the PSTN from Session Management Edition.

With this option, create two trunks as part of aroute list and route group. The first-choice trunk is
configured from Session Management Edition to the destination Unified Communications system,
while the second-choice trunk is configured from Session Management Edition to its local PSTN
gateway. If a signaling path cannot be established from Session Management Edition to the
destination Unified Communications system, Session Management Edition chooses the second
trunk to the PSTN. The route group that contains the PSTN trunk can be used to modify the internal
called number to its PSTN equivalent.

Clustering Over the IP WAN

Note

You may deploy asingle Unified CM cluster across multiple sitesthat are connected by an IP WAN with
QoS features enabled. This section provides a brief overview of clustering over the WAN. For further
information, refer to the chapter on Call Processing, page 8-1.

Clustering over the WAN can support two types of deployments:
» Local Failover Deployment Model, page 5-37

Local failover requires that you place the Unified CM subscriber and backup servers at the same
site, with no WAN between them. This type of deployment is ideal for two to four sites with
Unified CM.

« Remote Failover Deployment Model, page 5-43

Remote failover allows you to deploy primary and backup call processing servers split across the
WAN. Using this type of deployment, you may have multiple sites with Unified CM subscribers
being backed up by Unified CM subscribers at another site.

Remote failover deployments might require higher bandwidth because a large amount of intra-cluster
traffic flows between the subscriber servers.

You can also use a combination of the two deployment models to satisfy specific site requirements. For
example, two main sites may each have primary and backup subscribers, with another two sites
containing only a primary server each and utilizing either shared backups or dedicated backups at the
two main sites.

Some of the key advantages of clustering over the WAN are:
« Single point of administration for users for all sites within the cluster
« Feature transparency
« Shared line appearances
- Extension mobility within the cluster
» Unified dial plan

These features make this solution ideal as a disaster recovery plan for business continuance sites or as a
single solution for multiple small or medium sites.
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WAN Considerations

For clustering over the WAN to be successful, you must carefully plan, design, and implement various
characteristics of the WAN itself. The Intra-Cluster Communication Signaling (ICCS) between
Unified CM servers consists of many traffic types. The ICCS traffic types are classified as either priority
or best-effort. Priority |CCS traffic is marked with |P Precedence 3 (DSCP 24 or PHB CS3). Best-effort
ICCS traffic is marked with IP Precedence O (DSCP 0 or PHB BE). The various types of ICCS traffic
are described in Intra-Cluster Communications, page 5-34, which also provides further guidelines for
provisioning. The following design guidelines apply to the indicated WAN characteristics:

- Delay

The maximum one-way delay between any two Unified CM servers should not exceed 40 ms, or
80 ms round-trip time. Measuring the delay is covered in Delay Testing, page 5-36. Propagation
delay between two sitesintroduces 6 microseconds per kilometer without any other network delays
being considered. This equates to a theoretical maximum distance of approximately 6,000 km for
40 ms delay or approximately 3,720 miles. These distances are provided only as relative guidelines
and in reality will be shorter due to other delay incurred within the network.

o Jitter

Jitter is the varying delay that packets incur through the network due to processing, queue, buffer,
congestion, or path variation delay. Jitter for the IP Precedence 3 ICCS traffic must be minimized
using Quality of Service (QoS) features.

» Packet loss and errors

The network should be engineered to provide sufficient prioritized bandwidth for all ICCS traffic,
especially the priority ICCS traffic. Standard QoS mechanisms must be implemented to avoid
congestion and packet loss. If packets are lost dueto line errors or other “real world” conditions, the
ICCS packet will be retransmitted because it uses the TCP protocol for reliable transmission. The
retransmission might result in a call being delayed during setup, disconnect (teardown), or other
supplementary services during the call. Some packet loss conditions could result in alost call, but
this scenario should be no more likely than errors occurring on aT1 or E1, which affect callsviaa
trunk to the PSTN/ISDN.

« Bandwidth

Provision the correct amount of bandwidth between each server for the expected call volume, type
of devices, and number of devices. This bandwidth isin addition to any other bandwidth for other
applications sharing the network, including voice and video traffic between the sites. The bandwidth
provisioned must have QoS enabled to provide the prioritization and scheduling for the different
classes of traffic. The general rule of thumb for bandwidth isto over-provision and under-subscribe.

e Quality of Service

The network infrastructure relies on QoS engineering to provide consistent and predictable
end-to-end levels of service for traffic. Neither QoS nor bandwidth alone is the solution; rather,
QoS-enabled bandwidth must be engineered into the network infrastructure.

Intra-Cluster Communications

In general, intra-cluster communications means all traffic between servers. Thereis also areal-time
protocol called Intra-Cluster Communication Signaling (ICCS), which provides the communications
with the Cisco CallManager Service process that is at the heart of the call processing in each server or
node within the cluster.
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The intra-cluster traffic between the servers consists of the following:

S,

Database traffic from the IBM Informix Dynamic Server (IDS) database that provides the main
configuration information. The IDS traffic may be re-prioritized in line with Cisco QoS
recommendations to a higher priority data service (for example, |P Precedence 1 if required by the
particular business needs). An example of thisis extensive use of Extension Mobility, which relies
on DS database configuration.

Firewall management traffic, which is used to authenticate the subscribersto the publisher to access
the publisher's database. The management traffic flows between all serversin acluster. The
management traffic may be prioritized in line with Cisco QoS recommendations to a higher priority
data service (for example, 1P Precedence 1 if required by the particular business needs).

ICCS real-time traffic, which consists of signaling, call admission control, and other information
regarding calls as they are initiated and completed. |CCS uses a Transmission Control Protocol
(TCP) connection between all servers that have the Cisco CallManager Service enabled. The
connections are afull mesh between these servers. Thistrafficis priority ICCStraffic and is marked
dependant on release and service parameter configuration.

CTI Manager real-time traffic is used for CTI devices involved in calls or for controlling or
monitoring other third-party devices on the Unified CM servers. This traffic is marked as priority
ICCS traffic and exists between the Unified CM server with the CTI Manager and the Unified CM
server with the CTI device.

Note  For detailed information on various types of traffic between Unified CM servers, refer to the TCP and
UDP port usage documents at
http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance guides_list.html.

Unified CM Publisher

The publisher server replicates a partial read-only copy of the master database to all other serversin the
cluster. Most of the database modifications are done on the publisher. If changes such as administration
updates are made in the publisher’s master database during a period when another server in the cluster
is unreachable, the publisher will replicate the updated database when communications are
re-established. Database modifications for user-facing call processing features are made on the
subscriber servers to which the IP phones are registered. These features include:

Call Forward All (CFA)

M essage Waiting Indication (MWI)

Privacy Enable/Disable

Do Not Disturb (DND) Enable/Disable

Extension Mobility Login (EM)

Monitor (for future use; currently no updates at the user level)

Hunt Group Logout

Device Mobility

CTI Certificate Authority Proxy Function (CAPF) status for end users and application users
Credential hacking and authentication
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Each subscriber replicates these changes to every other server in the cluster. Any other configuration
changes cannot be made on the database during the period when the publisher is unreachable or offline.
Most normal operations of the cluster, including the following, will not be affected during the period of
publisher failure:

- Call processing
- Failover
« Registration of previously configured devices

Other services or applications might also be affected, and their ability to function without the publisher
should be verified when deployed.

Call Detail Records (CDR) and Call Management Records (CMR)

Call detail records and call management records, when enabled, are collected by each subscriber and
uploaded to the publisher periodically. During a period that the publisher is unreachable, the CDRs and
CMRs are stored on the subscriber’s local hard disk. When connectivity is re-established to the
publisher, all outstanding CDRs are uploaded to the publisher, which stores the records in the CDR
Analysis and Reporting (CAR) database.

Delay Testing

The maximum round-trip time (RTT) between any two servers must not exceed 80 ms. This time limit
must include all delaysin the transmission path between the two servers. Verifying the round trip delay
using the ping utility on the Unified CM server will not provide an accurate result. The ping issent asa
best-effort tagged packet and is not transported using the same QoS-enabled path as the ICCS traffic.
Therefore, Cisco recommends that you verify the delay by using the closest network device to the
Unified CM servers, ideally the access switch to which the server is attached. Cisco 10S provides a
extended ping capable to set the Layer 3 type of service (ToS) bits to make sure the ping packet is sent
on the same QoS-enabled path that the ICCS traffic will traverse. The time recorded by the extended
ping is the round-trip time (RTT), or the time it takes to traverse the communications path and return.

The following exampl e shows a Cisco | OS extended ping with the | P Precedence bits set to 3 (ToS byte
value set to 96):

Access_SWH#ping

Protocol [ip]:

Target IP address: 10.10.10.10

Repeat count [5]:

Datagram size [100]:

Timeout in seconds [2]:

Extended commands [n]: y

Source address or interface:

Type of service [0]: 96

Set DF bit in IP header? [no]:

Validate reply data? [no]:

Data pattern [0xABCD]:

Loose, Strict, Record, Timestamp, Verbose[none]:
Sweep range of sizes [n]:

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.10.10.10, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
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The expected error rate should be zero. Any errors, dropped packets, or other impairments to the IP
network can have an impact to the call processing performance of the cluster. This may be noticeable by
delay in dial tone, slow key or display response on the I P phone, or delay from off-hook to connection
of the voice path. Although Unified CM will tolerate random errors, they should be avoided to avoid
impairing the performance of the cluster.

If the Unified CM subscribersin acluster are experiencing impairment of the ICCS communication due
to higher than expected delay, errors, or dropped packets, some of the following symptoms might occur:

- |P phones, gateways, or other devices on aremote Unified CM server within the cluster might
temporarily be unreachable.

» Calls might be disconnected or might fail during call setup.

» Users might experience longer than expected delays before hearing dial tone.

« Busy hour call completions (BHCC) might be low.

« ThelCCS (SDL session) might be reset or disconnected.

« Thetimetaken to upgrade a subscriber and synchronizeits database with the publisher will increase.
In summary, perform the following tasks to troubleshoot ICCS communication problems:

- Verify the delay between the servers.

» Check all links for errors or dropped packets.

« Verify that QoS is correctly configured.

« Verify that sufficient bandwidth is provisioned for the queues and across the WAN to support all
the traffic.

Local Failover Deployment Model

The local failover deployment model provides the most resilience for clustering over the WAN. Each of
the sitesin this model contains at least one primary Unified CM subscriber and one backup subscriber.
This configuration can support up to four sites. The maximum number of phones and other devices will
be dependant on the quantity and type of servers deployed. The maximum total number of 1P phones for
all sitesis 40,000. (See Figure 5-8.)
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Figure 5-8 Example of Local Failover Model
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Observe the following guidelines when implementing the local failover model:

Configure each site to contain at least one primary Unified CM subscriber and one backup
subscriber.

Configure Unified CM groups and device poolsto allow devices within the site to register with only
the servers at that site under all conditions.

Cisco highly recommends that you replicate key services (TFTP, DNS, DHCP, LDAP, and | P Phone
Services), all mediaresources (conference bridges and music on hold), and gateways at each site to
provide the highest level of resiliency. You could also extend this practice to include a voicemail
system at each site.

Under a WAN failure condition, sites without access to the publisher database will lose some
functionality. For example, system administration at the remote site will not be able to add, modify,
or delete any part of the configuration. However, users can continue to access the user-facing
features listed in the section on Unified CM Publisher, page 5-35.

Under WAN failure conditions, calls made to phone numbers that are not currently communicating
with the subscriber placing the call, will result in either a fast-busy tone or a call forward (possibly
to voicemail or to a destination configured under Call Forward Unregistered).

Cisco Unified Communications System 9.0 SRND
m‘ 0L-27282-05 |



| Chapter5

Unified Communications Deployment Models

Clustering Over the IP WAN

The maximum allowed round-trip time (RTT) between any two serversin the Unified CM cluster is
80 ms.

N

Note At ahigher round-trip delay time and higher busy hour call attempts (BHCA), voice
cut-through delay might be higher, causing initial voice clipping when avoice call is
established.

A minimum of 1.544 Mbps (T1) bandwidth is required for Intra-Cluster Communication Signaling
(ICCS) for 10,000 busy hour call attempts (BHCA) between sites that are clustered over the WAN.
This is a minimum bandwidth requirement for call control traffic, and it applies to deployments
where directory numbers are not shared between sites that are clustered over the WAN. The
following equation may be used as a guideline to calculate the bandwidth for more than 10,000
BHCA between non-shared directory numbers at a specific delay:

Total Bandwidth (Mbps) = (Total BHCA/10,000) * (1 + 0.006 * Delay), where
Delay = RTT delay in ms

This call control traffic is classified as priority traffic. Priority |CCS traffic is marked with IP
Precedence 3 (DSCP 24 or PHB CS3).

In addition to the bandwidth required for Intra-Cluster Communication Signaling (ICCS) traffic, a
minimum of 1.544 Mbps (T1) bandwidth is required for database and other inter-server traffic for
every subscriber server remote to the publisher.

For customers who also want to deploy CTI Manager over the WAN (see Figure 5-9), the following
formula can be used to calculate the bandwidth (Mbps) for the CTI Intra-Cluster Communication
Signaling (ICCS) traffic between the Unified CM subscriber running the CTI Manager service and
the Unified CM subscriber to which the CTI controlled endpoint is registered:

With Unified CM 8.6(1) and earlier releases, CTI ICCS bandwidth (Mbps)
= (Total BHCA/10,000) * 1.25

With Unified CM 8.6(2) and later releases, CTIl ICCS bandwidth (Mbps)
= (Total BHCA/10,000) * 0.53

Figure 5-9 CTI Over the WAN
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For deployments where the JTAPI application is remote from the Unified CM subscriber (see
Figure 5-10), the following formula can be used to calculate the Quick Buffer Encoding (QBE)
JITAPI bandwidth for atypical JTAPI application with Unified CM 8.6(2) and |ater releases:

JTAPI bandwidth (Mbps) = (Total BHCA/10,000) * 0.28

The bandwidth may vary depending on the JTAPI application. Check with the application
developer or provider to validate the bandwidth requirement.
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Figure 5-10 J/TAPI Over the WAN
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Example 5-1 Bandwidth Calculation for Two Sites

Consider two sites, Site 1 and Site 2, with Unified CM clustered over the WAN across these two sites
that are 80 ms round-trip time apart. Site 1 has one publisher, one combined TFTP and music on hold
(MoH) server, and two Unified CM subscriber servers. Site 2 has one TFTP/MoH server and two
Unified CM subscriber servers. Site 1 has 5000 phones, each having one DN; and Site 2 has 5000
phones, each having one DN. During the busy hour, 2500 phonesin Site 1 call 2500 phonesin Site 2,
each at 3 BHCA. During that same busy hour, 2500 phonesin Site 2 also call 2500 phonesin Site 1, each
at 3 BHCA. In this case:

Total BHCA during the busy hour = 2500+3 + 2500+3 = 15,000
Total bandwidth required between the sites = Total |CCS bandwidth + Total database bandwidth

Because total BHCA is 15,000 (greater than 10,000), we can use the formula to calculate:
Total 1CCS bandwidth = (15,000/10,000) * (1 + 0.006+80) = 2.22 Mbps

Total database bandwidth = (Number of servers remote to the publisher) * 1.544 = 3 x 1.544
=4.632 Mbps

Total bandwidth required between the sites = 2.22 Mbps + 4.632 Mbps = 6.852 Mbps
(Approximately 7 Mbps)

« When directory numbers are shared between sites that are clustered over the WAN, additional
bandwidth must be reserved. This overhead or additional bandwidth (in addition to the minimum
1.544 Mbps bandwidth) for 10,000 BHCA between shared DNs can be calculated using the
following equation:

Overhead = (0.012 * Delay * Shared-line) + (0.65 * Shared-line), where;
Delay = RTT delay over the IP WAN, in ms

Shared-line = Average number of additional phones on which a directory number is shared
across the WAN.

The following equation may be used as a guideline to calculate the bandwidth for more than
10,000 BHCA between shared directory numbers at a specific delay:

Total bandwidth (Mbps) = (Total BHCA/10,000) * (1 + 0.006 * Delay
+ 0.012 * Delay * Shared-line + 0.65 * Shared-line), where:

Delay = RTT delay in ms

Shared-line = Average number of additional phones on which a directory number is shared
across the WAN.
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Example 5-2 Bandwidth Calculation for Two Sites with Shared Directory Numbers

Consider two sites, Site 1 and Site 2, with Unified CM clustered over the WAN across these two sites
that are 80 ms round-trip time apart. Site 1 has one publisher, one combined TFTP and music on hold
(MoH) server, and two Unified CM subscriber servers. Site 2 has one TFTP/MoH server and two
Unified CM subscriber servers. Site 1 has 5000 phones, each having one DN; and Site 2 has 5000
phones, each sharing a DN with the 5000 phonesin Site 1. Thus, each DN is shared across the WAN
with an average of one additional phone. During the busy hour, 2500 phonesin Site 1 call 2500 phones
in Site 2, each at 3 BHCA.. This also causes the phones in Site 1 to ring. During that same busy hour,
2500 phonesin Site 2 call 2500 phonesin Site 1, each at 3 BHCA. This also causes the phonesin Site 2
toring. In this case:

Y

Total BHCA during the busy hour = 2500 * 3 + 2500 * 3 = 15,000
Total bandwidth required between the sites = Total |CCS bandwidth + Total database bandwidth

Because total BHCA is 15,000 (greater than 10,000), we can use the formulato calculate:
Total 1CCS bandwidth = (15,000/10,000) * (1 + 0.006+80 + 0.012:80+1 + 0.65+%1) = 4.635 Mbps

Total database bandwidth = (Number of servers remote to the publisher) * 1.544 = 3« 1.544
= 4.632 Mbps

Total bandwidth required between the sites = 4.635 Mbps + 4.632 Mbps = 9.267 Mbps
(Approximately 10 Mbps)

Note  The bandwidth requirements stated above are strictly for ICCS, database, and other inter-server traffic.
If calls are going over the IP WAN, additional bandwidth must be provisioned for voice or mediatraffic,
depending on the voice codec used for the calls.

Subscriber serversin the cluster read their local database. Database modifications can occur in both
the local database as well as the publisher database, depending on the type of changes. Informix
Dynamic Server (IDS) database replication is used to synchronize the databases on the various
serversin the cluster. Therefore, when recovering from failure conditions such as the loss of WAN
connectivity for an extended period of time, the Unified CM databases must be synchronized with
any changes that might have been made during the outage. This process happens automatically when
database connectivity is restored to the publisher and other serversin the cluster. This process can
take longer over low bandwidth and/or higher delay links. In rare scenarios, manual reset or repair
of the database replication between servers in the cluster might be required. Thisis performed by
using the commands such as utils dbreplication repair all and/or utils dbreplication reset all at
the command line interface (CLI). Repair or reset of database replication using the CLI on remote
subscribers over the WAN causes all Unified CM databases in the cluster to be re-synchronized, in
which case additional bandwidth above 1.544 Mbps might be required. With longer delays and
lower bandwidth between the publisher and subscriber nodes, it can take longer for database
replication repair or reset to complete.

~

Note  Repairing or resetting of database replication on multiple subscribers at the same remote
location can result in increased timefor database replication to compl ete. Cisco recommends
repairing or resetting of database replication on these remote subscribers one at atime.
Repairing or resetting of database replication on subscribers at different remote locations
may be performed simultaneously.
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- If remote branches using centralized call processing are connected to the main sites via clustering
over the WAN, pay careful attention to the configuration of call admission control to avoid
oversubscribing the links used for clustering over the WAN.

— If the bandwidth is not limited on the links used for clustering over the WAN (that is, if the
interfaces to the links are OC-3s or STM-1s and there is ho requirement for call admission
control), then the remote sites may be connected to any of the main sites because all the main
sites should be configured as location Hub_None. This configuration still maintains
hub-and-spoke topology for purposes of call admission control.

— If you are using the Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN)
feature, al sitesin Unified CM locations and the remote sites may register with any of the main
sites.

— If bandwidth is limited between the main sites, call admission control must be used between
sites, and all remote sites must register with the main site that is configured as location
Hub_None. This main site is considered the hub site, and all other remote sites and
clustering-over-the-WAN sites are spokes sites.

» During a software upgrade, all serversin the cluster should be upgraded during the same
maintenance period, using the standard upgrade procedures outlined in the software release notes.
The software upgrade time will increase for higher round-trip delay time over the IP WAN. Lower
bandwidths such as 1.544 Mbps (T1 link) can also cause the software upgrade process to take longer
to complete, in which case additional bandwidth above 1.544 Mbps might be required if afaster
upgrade process is desired.

Unified CM Provisioning for Local Failover

Provisioning of the Unified CM cluster for the local failover model should follow the design guidelines
for capacities outlined in the chapter on Call Processing, page 8-1. If voice or video calls are allowed
across the WAN between the sites, then you must configure Unified CM locations in addition to the
default location for the other sites, to provide call admission control between the sites. If the bandwidth
is over-provisioned for the number of devices, it is still best practice to configure call admission control
based on locations. If the locations-based call admission control rejects a call, automatic failover to the
PSTN can be provided by the automated alternate routing (AAR) feature.

To improve redundancy and upgrade times, Cisco recommends that you enable the Cisco Trivial File
Transfer Protocol (TFTP) service on two Unified CM servers. More than two TFTP servers can be
deployed in a cluster, however this configuration can result in an extended period for rebuilding all the
TFTPfileson al TFTP servers.

You can run the TFTP service on either a publisher or a subscriber server, depending on the site and the
available capacity of the server. The TFTP server option must be correctly set in the DHCP servers at
each site. If DHCPisnot in use or if the TFTP server is manually configured, you should configure the
correct address for the site.

Other services, which may affect normal operation of Unified CM during WAN outages, should also be
replicated at all sites to ensure uninterrupted service. These services include DHCP servers, DNS
servers, corporate directories, and | P phone services. On each DHCP server, set the DNS server address
correctly for each location.

IP phones may have shared line appearances between the sites. During a WAN outage, call control for
each line appearance is segmented, but call control returnsto asingle Unified CM server once the WAN
isrestored. During the WAN restoration period, there is additional traffic between the two sites. If this
situation occurs during a period of high call volume, the shared lines might not operate as expected
during that period. This situation should not last more than afew minutes, but if it is aconcern, you can
provision additional prioritized bandwidth to minimize the effects.
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Gateways for Local Failover

Normally, gateways should be provided at all sites for access to the PSTN. The device pools should be
configured to register the gateways with the Unified CM servers at the same site. Call routing (route
patterns, route lists, and route groups) should also be configured to select the local gateways at the site
as the first choice for PSTN access and the other site gateways as a second choice for overflow. Take
special care to ensure emergency service access at each site.

You can centralize access to the PSTN gateways if accessis not required during a WAN failure and if
sufficient additional bandwidth is configured for the number of calls across the WAN. For E911
requirements, additional gateways might be needed at each site.

Voicemail for Local Failover

Cisco Unity Connection or other voicemail systems can be deployed at all sites and integrated into the
Unified CM cluster. This configuration provides voicemail access even during a WAN failure and
without using the PSTN. Using Voice Mail Profiles, you can allocate the correct voicemail system for
the site to the | P phones in the same location. You can configure a maximum of four voicemail systems
per cluster that use the SMDI protocol, that are attached directly to the COM port on a subscriber, and
that use the Cisco Messaging Interface (CMI).

Music on Hold and Media Resources for Local Failover

Music on hold (MoH) servers and other media resources such as conference bridges should be
provisioned at each site, with sufficient capacity for the type and number of users. Through the use of
media resource groups (MRGs) and mediaresource group lists (MRGL ), mediaresources are provided
by the on-site resource and are available during a WAN failure.

Remote Failover Deployment Model

The remote failover deployment model provides flexibility for the placement of backup servers. Each of
the sites contains at least one primary Unified CM subscriber and may or may not have a backup
subscriber. This model allows for multiple sites, with IP phones and other devices normally registered
to alocal subscriber when using 1:1 redundancy and the 50/50 load balancing option described in the
chapter on Call Processing, page 8-1. Backup subscribers are located across the WAN at one or more of
the other sites. (See Figure 5-11.)
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Figure 5-11 Remote Failover Model with Four Sites
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When implementing the remote failover model, observe all guidelines for the local failover model (see
Local Failover Deployment Model, page 5-37), with the following modifications:

» Configure each site to contain at least one primary Unified CM subscriber and an optional backup
subscriber as desired. If a backup subscriber over the IP WAN is not desired, a Survivable Remote
Site Telephony (SRST) router may be used as a backup call processing agent.

» You may configure Unified CM groups and device poolsto allow devices to register with servers
over the WAN as a second or third choice.

» Signaling or call control traffic requires bandwidth when devices are registered across the WAN
with aremote Unified CM server in the same cluster. This bandwidth might be more than the ICCS
traffic and should be calculated using the bandwidth provisioning calculations for signaling, as
described in Bandwidth Provisioning, page 3-45.

¢

Note  You can also combine the features of these two types of deployments for disaster recovery purposes. For
example, Unified CM groups permit configuring up to three servers (primary, secondary and tertiary).
Therefore, you can configure the Unified CM groups to have primary and secondary servers that are
located at the same site and the tertiary server at a remote site over the WAN.
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Cisco Business Edition 6000 Clustering over the WAN

Cisco Business Edition 6000 may be deployed using the clustering-over-the-WAN call processing local
failover model. In thistype of deployment, two Business Edition 6000 server nodes are deployed at each
of two sites to provide geographic redundancy for the Unified CM call processing application. The two
Business Edition 6000 server nodes may both be UCS C200 Rack-Mount Servers, or alternatively one
of the servers may be aregular Cisco Media Convergence Server (MCS).

Business Edition 6000 call processing clustering over the WAN deployments must observe the same
guidelines and requirements as with regular Unified CM clustering over the WAN and as described
earlier. Observe the following guidelines when clustering Business Edition 6000 over the WAN with the
local failover model:

« Configure Unified CM groups and device pools to allow devices within each site to register with
only the servers at that site under all conditions.

» Cisco highly recommendsthat you replicate key services (TFTP, DNS, DHCP, LDAP, and | P Phone
Services), all mediaresources (conference bridges and music on hold), and gateways at each site to
provide the highest level of resiliency.

« Under aWAN failure condition, the site without access to the publisher database will lose some
functionality. For example, system administration at the secondary site will not be able to add,
modify, or delete any part of the configuration. However, users can continue to access the
user-facing features listed in the section on Unified CM Publisher, page 5-35.

- Under WAN failure conditions, calls made to phone numbers that are not currently communicating
with the subscriber placing the call, will result in either afast-busy tone or a call forward (possibly
to voicemail or to a destination configured under Call Forward Unregistered).

» The maximum allowed round-trip time (RTT) between the two Business Edition 6000 server nodes
at the two sitesis 80 ms.

» 1.544 Mbps (T1) bandwidth is required for Intra-Cluster Communication Signaling (ICCS) busy
hour call attempts (BHCA) between the two sites that are clustered over the WAN. Thisisa
bandwidth requirement for call control traffic, and it applies to deployments where directory
numbers are not shared between sites that are clustered over the WAN. This call control traffic is
classified as priority traffic. Priority ICCS traffic is marked with |P Precedence 3 (DSCP 24 or
PHB CS3).

« Inaddition to the bandwidth required for Intra-Cluster Communication Signaling (ICCS) traffic, an
additional 1.544 Mbps (T1) of bandwidth is required for database and other traffic between the two
Business Edition 6000 server nodes.

More than two UCS C200 Rack-Mount Servers may be clustered for a Business Edition 6000
deployment to provide additional geographic redundancy beyond two sites with the remote failover
model for clustering over the WAN (see Remote Failover Deployment Model, page 5-43). However, the
total number of users across the Business Edition 6000 cluster may not exceed 1,000 and the total
number of configured devices across the cluster may not exceed 1,200. A deployment of UCS C200
Rack-Mount Serversin a cluster exceeding 1,000 users and 1,200 configured devicesis considered a
regular Unified CM cluster, and as such it is bound by all requirements and design guidance for regular
Unified CM clusters.
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In deployments of Business Edition 6000 with more than two UCS C200 Rack-Mount Serversin the
remote failover model for clustering over the WAN, the following additional guidelines must be
observed:

» 1.544 Mbps (T1) bandwidth is required for Intra-Cluster Communication Signaling (ICCS) busy
hour call attempts (BHCA) between each site that is clustered over the WAN. This is a bandwidth
requirement for call control traffic.

- Inaddition to the bandwidth required for Intra-Cluster Communication Signaling (ICCS) traffic, an
additional 1.544 Mbps (T1) of bandwidth is required for database and other inter-server traffic
between any server nodes remote from the Business Edition 6000 publisher node.

Clustering over the WAN for Business Edition 6000 Co-Resident Applications

In addition to clustering call processing services over the WAN, Cisco Business Edition 6000
co-resident applications (Cisco Unity Connection, Cisco IM and Presence, and Cisco Unified Contact
Center Express) may also be clustered over the WAN provided that these deployments adhere to the
same guidelines and restrictions as apply to these applications running on separate systems.

Each co-resident application must adhere strictly to its maximum delay and bandwidth requirements.
Furthermore, it isimportant to understand that, while maximum delay budget will apply to all
applications, the WAN bandwidth required for each clustered application (including call processing)
must be added together to derive the appropriate WAN bandwidth requirement.

Observe the following general guidelines when clustering co-resident Cisco Business Edition 6000
applications and services:

» Round-trip delay across the WAN must not exceed 80 milliseconds because this is the maximum
round-trip delay supported across all applications, including call processing.

« The bandwidth requirement on the WAN is based on the total of each application's bandwidth
requirement for clustering over the WAN. For example, if all applications (Cisco Unified CM,
IM and Presence, Unity Connection, and Unified Contact Center Express) are clustered over the
WAN, the total bandwidth required on the WAN would be calculated as follows:

(Total required WAN bandwidth) = (Unified CM required bandwidth) + (IM and Presence required
bandwidth) + (Unity Connection required bandwidth) + (Unified Contact Center Express required
bandwidth)

For information on clustering delay and bandwidth requirement for each co-resident application, refer
to the following information:

- For Cisco IM and Presence, see Clustering Over the WAN, page 23-21.

- For Cisco Unity Connection, see Cisco Unity Connection Redundancy and Clustering Over the
WAN, page 21-17.

» For Cisco Unified Contact Center Express, see Clustering Over the IP WAN, page 26-9.

Deploying Unified Communications on Virtualized Servers

Cisco Unified Communications applications can run in avirtualized environment as virtual machines
using the VMware ESXi hypervisor. Two hardware options are available;

- Tested Reference Configurations (TRC), which are selected hardware configurations based on
Cisco Unified Computing System (UCS) platforms

- Specification-based hardware that provides more hardware flexibility and that, for example, adds
support for other Cisco UCS, Hewlett-Packard, and IBM platforms|listed in the VMware Hardware
Compatibility List (available at (http://www.vmware.com/resources/compatibility/search.php)
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This section presents a short introduction of the Cisco Unified Computing System (UCS) architecture,
Hypervisor Technology for Application Virtualization, and Storage Area Networking (SAN) concepts,
with a simple overview of where each product fitsin a Cisco Virtualized Unified Communications
solution for enterprises. It also includes design considerations for deploying Unified Communications
applications over virtualized servers.

This description is not meant to replace or supersede product-specific detailed design guidelines
available at the following locations:

» http://www.cisco.com/en/US/products/ps10265/index.html
» http://www.cisco.com/go/uc-virtualized

For sizing aspects of Unified Communications systems on virtualized servers, use the Cisco Unified
Communications Sizing Tool, available to Cisco partners and employees (with valid login
authentication) at

http://tools.cisco.com/cucst

Cisco Unified Computing System

Unified Computing is an architecture that integrates computing resources (CPU, memory, and 1/0), IP
networking, network-based storage, and virtualization, into a single highly available system. This level
of integration provides economies of power and cooling, simplified server connectivity into the network,
dynamic application instance repositioning between physical hosts, and pooled disk storage capacity.

The Cisco Unified Computing System is built from many components. But from a server standpoint, the
UCS architecture is divided into the following two categories:

« Cisco UCS B-Series Blade Servers, page 5-47
» Cisco UCS C-Series Rack-Mount Servers, page 5-50

For more details on the Cisco Unified Computing System architecture, refer to the documentation
available at

http://www.cisco.com/en/US/netsol/ns944/index.html

Cisco UCS B-Series Blade Servers

The Cisco Unified Computing System (UCS) features blade servers based on x86 architecture. Blade
servers provide computing resources (memory, CPU, and I/O) to operating systems and applications.
Blade servers have access to the unified fabric through mezzanine form factor Converged Network
Adapters (CNA).

The architecture uses a unified fabric that provides transport for LAN, storage, and high-performance
computing traffic over a single infrastructure with the help of technologies such as Fibre Channel over
Ethernet (FCoE). (See Figure 5-12.) Cisco's unified fabric technology is built on a 10-Gbps Ethernet
foundation that eliminates the need for multiple sets of adapters, cables, and switches for LANs, SANS,
and high-performance computing networks.
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Figure 5-12 Basic Architecture of Unified Communications on Cisco UCS B-Series Blade Servers
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This section briefly describes the primary UCS components and how they function in a Unified
Communications solution. For details about the Cisco UCS B-Series Blade Servers, refer to the model
comparison at

http://www.cisco.com/en/US/products/ps10280/prod_models comparison.html

Cisco UCS 5100 Series Blade Server Chassis

The Cisco UCS 5100 Series Blade Server chassis not only hosts the B-Series blade servers but also
provides connectivity to the uplink Fabric Interconnect Switch by means of Cisco UCS Fabric
Extenders.

Cisco UCS 2100 and 2200 Series Fabric Extenders

Cisco UCS 2100 and 2200 Series Fabric Extenders are inserted into the B-Series chassis, and they
connect the Cisco UCS 5100 Series Blade Server Chassis to the Cisco UCS Fabric Interconnect Switch.
The fabric extender can pass traffic between the blade server's FCoE-capable CNA to the fabric
interconnect switch using Fibre Channel over Ethernet (FCoE) protocol.

Cisco UCS 6100 and 6200 Series Fabric Interconnect Switch

A Cisco UCS 6100 and 6200 Series Fabric Interconnect Switch is 10 Gigabit FCoE-capable switch. The
B-Series Chassis (and the blade servers) connect to the fabric interconnect, and it connects to the LAN
or SAN switching elements in the data center.
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Cisco UCS Manager

Hypervisor

Management is integrated into all the components of the system, enabling the entire UCS system to be
managed as a single entity through the Cisco UCS Manager. Cisco UCS Manager provides an intuitive
user interface to manage all system configuration operations.

A hypervisor is athin software system that runs directly on the server hardware to control the hardware,
and it allows multiple operating systems (guests) to run on a server (host computer) concurrently. A
guest operating system (such as that of Cisco Unified CM) thus runs on another level above the
hypervisor. Hypervisors are one of the foundation elements in the cloud computing and virtualization
technologies, and they consolidate applications onto fewer servers.

Storage Area Networking

Storage area networking (SAN) enables attachment of remote storage devices or storage arrays to the
servers so that storage appears to the operating system to be attached locally to the server. SAN storage
can be shared between multiple servers.

Design Considerations for Running Virtual Unified Communications
Applications on B-Series Blade Servers

Blade Server

This section highlights some design rules and considerations that must be followed for running Unified
Communications services on virtualized servers. Many Cisco Unified Communications applications
support virtualization on a B-Series Blade server, such as:

» Cisco Unified Communications Manager (Unified CM)
» Cisco Unified CM Session Manager Edition

» Cisco Unity Connection

- Cisco IM and Presence

» Cisco Unified Contact Center Express

- Cisco Unified Contact Center Enterprise

For afull list of supported Cisco Unified Communications applications, refer to the documentation
available at

http://www.cisco.com/go/uc-virtualized

The Cisco B-Series Blade Servers support multiple CPU sockets, and each CPU socket can host multiple
multi-core processors. For example, one B200 blade has two CPU sockets that can host up to two
multi-core processors. This providesthe ability to run multiple Unified Communications applications on
asingle blade server.

Cisco Unified Communications applications should be run on dedicated blades that are not running any
non-Unified Communications applications. Each Unified Communications application should be
allotted dedicated processing and memory resources, so that the resources are not oversubscribed.
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Hypervisor
The VMware ESXi Hypervisor is required to run virtual Unified Communications applications. The
local hard drives attached to the Blade Server cannot be used to store virtual machines; they can be used
only to install the ESXi hypervisor software. Unified Communications applications must follow the
respective guidelines for their virtual machine template and configuration.
VMware vCenter is not mandatory when using a Tested Reference Configuration, but it is strongly
recommended to manage multiple ESXi hosts for alarge deployment.
For specific configuration and sizing requirements for virtual machines, refer to the respective product
documentation available at

http://www.cisco.com/go/uc-virtualized
SAN and Storage Arrays

Tested Reference Configurations based on the Cisco UCS B-Series platform require the virtual
machines to run from a Fibre Channel SAN storage array. The SAN storage array must satisfy the
requirements of the VMware hardware compatibility list. Other storage options such asiSCSI, FCoE
SAN, and NFS NAS are supported with the specificati on-based hardware support. For more details, refer
to the documentation available at

http://www.cisco.com/go/uc-virtualized

Cisco UCS C-Series Rack-Mount Servers

Beside the B-Series Blade Servers, the Cisco Unified Computing System (UCS) also features general
purpose rack-mount servers based on x86 architecture. The C-Series Rack-Mount Servers provide
computing resources (memory, CPU, and 1/0) and optional local storage to operating systems and
applications. For more information on C-Series servers, refer to the documentation at

http://www.cisco.com/en/US/products/ps10493/index.html

Design Considerations for Running Virtual Unified Communications
Applications on C-Series Rack-Mount Servers

Tested Reference Configurations are also available with Cisco UCS C-Series Rack Mount Servers such
as the Cisco UCS C200, C210 and C260.

Many Cisco Unified Communications applications support virtualization on a C-Series Rack Mount
Server, such as:

» Cisco Unified Communications Manager (Unified CM)
- Cisco Unified CM Session Manager Edition

» Cisco Unity Connection

» Cisco IM and Presence

» Cisco Unified Contact Center Express

» Cisco Unified Contact Center Enterprise
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For afull list of supported Cisco Unified Communications applications, refer to the documentation
available at

http://www.cisco.com/go/uc-virtualized

Unlike with the UCS B-Series, the Tested Reference Configurations based on the high-end UCS
C-Series Rack Mount Servers (for example, C210 and C260) support storage for virtual machines either
locally on the directly attached storage drives or on an FC SAN storage array. Multiple Unified
Communications applications can reside on the same C-Series server. Low-end UCS C-Series Rack
Mount Servers (for example, C200) allow only local storage of Cisco Unified Communications virtual
machines.

UCS C210 servers support more user capacity than UCS C200 servers.

There are specific requirements that must be met in order to run Cisco Unified Communications
applications as virtual servers on the UCS C-Series Rack-Mount Servers. These requirements are
mentioned in the following document:

http://www.cisco.com/en/US/prod/collateral/voi cesw/ps6790/ps5748/ps378/solution_overview c2
2-597556.html

Impact of Virtual Servers on Deployment Models

Deploying Cisco Unified Communications applications on virtualized servers supports the same
deployment models as when physical serversare used. The chapter on Network Infrastructure, page 3-1,
offers some design guidance on how to integrate the QoS capabilities of Cisco UCS B-Series virtualized
servers into the network. Also, the integration of physical servers (such as Cisco MCS servers) and
Cisco UCSvirtual serversis supported in many cases. As an example, music on hold (MoH) servers can
run on Cisco MCS server platforms, while also being part of a cluster whose other member servers are
run on Cisco UCS virtual servers.

All the call processing deployment models described in this chapter are supported on Cisco UCS virtual
server platforms.

Design Considerations for Section 508 Conformance

Regardless of which deployment model you choose, you should consider designing your Cisco Unified
Communications network to make the telephony features more accessible to users with disabilities, in
conformance with Section 255 of the Telecommunications Act and U.S. Section 508.

Observe the following basic design guidelines when configuring your Cisco Unified Communications
network to conform to Section 508:

« Enable Quality of Service (QoS) on the network.

« Configure only the G.711 codec for phones that will be connected to a terminal teletype (TTY)
device or a Telephone Device for the Deaf (TDD). Although low bit-rate codecs such as G.729 are
acceptable for audio transmissions, they do not work well for TTY/TDD devices if they have an
error rate higher than 1% Total Character Error Rate (TCER).

e Configure TTY/TDD devices for G.711 across the WAN, if necessary.
- Enable (turn ON) Echo Cancellation for optimal performance.

» Voice Activity Detection (VAD) does not appear to have an effect on the quality of the TTY/TDD
connection, so it may be disabled or enabled.
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» Configure the appropriate regions and device poolsin Unified CM to ensure that the TTY/TDD
devices always use G.711 codecs.

» Connect the TTY/TDD to the Cisco Unified Communications network in either of the following
ways:
— Direct connection (Recommended method)

Plug aTTY/TDD with an RJ-11 analog line option directly into a Cisco FXS port. Any Cisco
voice gateway with an FXS port will work. Cisco recommends this method of connection.

— Acoustic coupling

Place the I P phone handset into a coupling device on the TTY/TDD. Acoustic coupling isless
reliable than an RJ-11 connection because the coupling device is generally more susceptible to
transmission errors caused by ambient room noise and other factors.

- |f stutter dial toneisrequired, use an analog phone in conjunction with an FXS port on the
Cisco VG224 or ATA 187. In addition, most Cisco |P Phones support stutter dial tone, which is
sometimes referred to as audible message waiting indication (AMWI).

Call Routing and Dial Plan Distribution Using Call Control
Discovery for the Service Advertisement Framework

When multiple call processing agents are present in the same system, each can be configured manually
to be aware of the others. This configuration can be time consuming and error prone. Call routing
between the various call processing agents requires the configuration of static routes on the call agents
and updating them when changes occur.

Instead, the Cisco Service Advertisement Framework (SAF) can be used to share call routing and dial
plan information automatically between call agents. SAF allows non-Cisco call agents (such as TDM
PBXSs) to partake in the Service Advertisement Framework when they are interconnected through a
Cisco |OS gateway.

The Service Advertisement Framework (SAF) enables networking applications to advertise and discover
information about networked services within an I P network. SAF consists of the following functional
components and protocols:

» SAF Clients — Advertise and consume information about services.

« SAF Forwarders — Distribute and maintain SAF service availability information.
« The SAF Client Protocol — Used between SAF Clients and SAF Forwarders.

« The SAF Forwarder Protocol — Used between SAF Forwarders.

The nature of the advertised service is unimportant to the network of SAF Forwarders. The SAF
Forwarder protocol is designed to dynamically distribute information about the availability of services
to SAF client applications that have registered to the SAF network.

Services that SAF Can Advertise

In theory, any service can be advertised through SAF. The first service to use SAF is Cisco Unified
Communications Call Control Discovery (CCD). CCD uses SAF to distribute and maintain information
about the availability of internal directory numbers (DNs) hosted by call control agents such as Cisco
Unified CM and Unified CME. CCD also distributes the corresponding number prefixesthat allow these
internal directory numbers to be reached from the PSTN ("To PSTN" prefixes).
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The dynamic nature of SAF and the ability for call agentsto advertise the availability of their hosted DN
ranges and To PSTN prefixes to other call agentsin a SAF network, provides distinct advantages over
other static and more labor-intensive methods of dial plan distribution.

This chapter discusses the deployment of Call Control Discovery (CCD) in SAF-enabled Unified
Communications networks. For more information on SAF itself, see Service Advertisement Framework
(SAF), page 3-69.

The following Cisco products support the Call Control Discovery (CCD) service for SAF:
» Cisco Unified Communications Manager (Unified CM) Release 8.0(1) or higher

» Cisco Unified Communications Manager Express (Unified CME) on a Cisco Integrated Services
Router (ISR)

» Survivable Remote Site Telephony (SRST) on a Cisco ISR platform
- Cisco Unified Border Element on a Cisco ISR platform
» Cisco |OS Gateways on a Cisco ISR platform

CCD is supported on Cisco I SR platforms running Cisco 10S Release 15.0(1)M or higher. For more
information on Cisco |OS Release 15.0(1)M, refer to the following websites:

« http://wwwin.cisco.com/ios/rel ease/15mt
« http://www.cisco.com/en/US/products/ps10621/index.html

For information on the use of CCD with Unified CM, refer to the Cisco Unified Communications
Manager Features and Services Guide, available at

http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance guides _list.html

CCD isthefirst SAF service. SAF services are identified to a network of SAF Forwarders and Clients
by their SAF Service ID. CCD for Unified Communications uses a SAF Service ID of 101:2:X.X.X.X,
where:

- Service ID 101 = Unified Communications
e Sub-ServiceID 2 =CCD
» Instance ID x.x.x.x = 1D of Unified CM cluster (PKID) or Cisco |OS device

Deploying SAF CCD Within Your Network

The SAF CCD service allowsinformation about the location and availability of directory number ranges
hosted by call control agents, such as Unified CM and Unified CME, to be propagated dynamically
within a SAF-enabled Unified Communications network.

The advantages of deploying SAF to distribute and maintain DN information can be understood by
considering the management of the dial plan in an example Unified Communications network consisting
of four Unified CM clusters and 40 Unified CMEs. In a statically configured network, as new directory
number ranges are introduced within the Unified Communications system, details of how those new
number ranges can be reached must be made available to all other call control applications within the
Unified Communications network. In the worst case, with afull mesh of connections between all call
control applications, each call control application must be updated with information about each new
number range and how it can be reached (see Figure 5-13). This cascade of configuration changesistime
consuming, error prone, and requires significant ongoing management.
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Figure 5-13 A Full Mesh of Connections Between Call Control Applications
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The dia plan can be centralized on a Session Management Edition cluster, H.323 gatekeeper, or SIP
proxy (see Figure 5-14). This reduces configuration overhead, but it allows only the internal dial plan to
be centralized. If accessto the centralized dial planisunavailable, alternative routes such as PSTN routes
can be used only if they are configured as backup routes in each call control application.

Figure 5-14 A Centralized Internal Dial Plan
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SAF CCD enables each call control application to advertise its directory number ranges and their
corresponding "To PSTN" prefixes to all other call control applications in the SAF network. (See
Figure 5-15 and Figure 5-16.) In doing so, SAF CCD removes the following restrictions;

« The need for a centralized application that hosts the internal system-wide dial plan.

« Therequirement to configure each call control application individually as new DN ranges and their
corresponding "To PSTN" prefixes are added to the Unified Communications network.

Furthermore, SAF CCD is dynamic rather than static in nature. When DN ranges are deleted or |P
connectivity islost to the call control application, the SAF network automatically updates all other call
control applications by withdrawing the routes to the unavailable DNs. Likewise, when connectivity is
reestablished (or DN ranges are reconfigured), the SAF network updates all other call control
applications, thus reinstating the routes to the DN ranges.
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Figure 5-15 Advertising Unified CM Internal DN Ranges and Corresponding "To PSTN" Prefixes
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Figure 5-16 Advertising Unified CME Internal DN Ranges and Corresponding "To PSTN" Prefixes
to the SAF Network
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Comparison of SAF CCD Operation and Standard Unified CM Call Routing

Call routing using SAF CCD is fundamentally different than standard Unified CM call routing, which
uses route patterns, route lists, and route groups that are not used by SAF CCD. Instead, the directory
numbers, directory number ranges, and "To PSTN" prefixesto remote endpoints are learned dynamically
by aSAF CCD-enabled cluster rather than being configured statically (see Figure 5-17). With SAF CCD,
each Unified CM cluster (or other SAF-enabled call control application) configures which directory
numbers, DN ranges, and so forth, that it wishes to advertise to the SAF network. SAF CCD also
advertises the means by which to reach these numbers, by advertising the | P addresses and port numbers
of the SAF-enabled SIP or H.323 trunks in the cluster.

Each SAF-enabled cluster also listens for advertisements from other clusters about their DNs, DN
ranges, associated "To PSTN" Prefixes, and trunk information. These SAF learned routes are placed into
asingle partition. Any device that has access to this partition can reach any device advertised within
SAF. Cisco recommends SAF CCD for the distribution of internal DN ranges only and their To PSTN
routes.
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Figure 5-17 Dynamic Call Routing with SAF CCD
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Any call made using SAF learned routes has automatic PSTN failover if the | P path to the called number
is not available (see Figure 5-18). The call is routed according to the following order:

» Take the selected I P path to reach the called number.
- If thelP path is not available, use the PSTN prefix to modify the called number and route the call

through the PSTN.
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Figure 5-18 Automatic PSTN Failover with SAF CCD
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SAF CCD is different than standard call routing in that only a single I P route can be chosen for a given
SIP or H.323 call, whereas with standard call routing, multiple IP paths may be defined and
consecutively attempted for a single call by using route lists and route groups.

CCD and Unified CM

CCD enables Unified CM to advertise multiple directory numbers, directory number ranges, and their
corresponding "To PSTN" prefixes to a SAF-enabled network. CCD introduces several new
configurable componentsin Unified CM:

» SAF Forwarder Configuration (the external SAF Client on Unified CM)
e SAF Enabled Trunks

- Hosted DN Patterns

» Hosted DN Groups

- CCD Advertising Service

» CCD Requesting Service
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SAF Forwarder Configuration (External SAF Client on Unified CM)

The SAF Forwarder Configuration on Unified CM represents the configuration of the External SAF
Client to a SAF Forwarder in a Unified Communications network. The Unified CM SAF Forwarder
configuration defines the following items:

» The destination | P address and port number of the remote SAF Forwarder
» The Security Profile (username and password) used to authenticate with the SAF Forwarder
« TheClient Label

Thisis astring that the SAF Forwarder uses to map the Unified CM external client into a specific
SAF Autonomous System. Cisco 10S supports bulk provisioning of the Client Label, whereby a
client-label string that endswith an @ is considered as a base name or label. A baselabel configured
on arouter will accept any character following the @ in the base name as a valid client-label to
identify a client in the REGISTER message sent by an external client.

For example, Unified CM cluster A can use CUCM-A as the base name for the cluster and can append
anumber after the @ following the base name for each configured SAF Forwarder (external SAF Client
in Unified CM). By defining the external client CUCM-A as a base name in Cisco 10S, the Cisco 10S
forwarder will accept any client label beginning with CUCM-A@, such as any of the following labels:

- CUCM-A@Client-1

- CUCM-A@Client-2

- CUCM-A@Client-3

- CUCM-A@Client-4

This allows SAF Clients 1 through 4 to register with the same SAF Forwarder and SAF autonomous
system (AS).

External SAF Client Instance Creation and Activation within the Unified CM Cluster

By default, an instance of the external SAF client configured through the SAF Forwarder Configuration
page in Unified CM is created on every call processing node within the cluster (see Figure 5-19). The
external SAF clientisactivated only if an instance of a CCD Advertising Service or the CCD Requesting
Serviceisalso active on the call processing node. The activation of Advertising and Requesting Services
on call processing nodes is determined by the SAF trunks associated with each service. (For details, see
CCD Advertising and Requesting Services, page 5-63.)

Figure 5-19 Single SAF Forwarder Defined in Unified CM
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Figure 5-19 shows four active External SAF Clients connecting to a single SAF Forwarder. (The
greyed-out SAF client is not activated because there is no active Advertising or Requesting Service
associated with that Unified CM node). Each active External SAF client establishes a connection to the
SAF Forwarder, registers with the SAF network, publishesits associated Services, and subscribes to the
SAF CCD service active in the SAF AS. Such duplication can be useful for resilience and redundancy,
but it can also create overhead within the cluster and the SAF Forwarder. By carefully selecting where
the Advertising and Requesting Services run within the cluster, you can fine-tune this duplication and
redundancy. For more information, see the CCD Advertising and Requesting Services, page 5-63.

Multiple SAF Forwarders

You can configure multiple SAF Forwarders within acluster for redundancy. The SAF Client establishes
a secure connection to the primary and the backup SAF Forwarders, registers with the SAF Forwarders,
and sends a publish request for the HostedDN service to the primary SAF Forwarder. The SAF Client
makes an arbitrary decision on selecting one SAF Forwarder as primary and another as backup at system
startup time, based on the first SAF Forwarder to respond to a registration request from the client. The
SAF Client publishes and subscribes services to the primary SAF Forwarder only. The SAF Client
maintai ns the connection to the SAF Forwarder by sending keepalives to the SAF Forwarder at regular
intervals. If the connection to the primary SAF Forwarder fails, the SAF Client switches to the backup
SAF Forwarder, sending all the publish and subscription requests to the backup SAF Forwarder that it
had sent to the primary SAF Forwarder.

Figure 5-20 Two SAF Forwarders Defined in Unified CM
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Forwarder

Backup SAF
Forwarder
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Advanced SAF Client Configuration

By default, for each configured SAF Forwarder a corresponding instance of the SAF client is created on
every call processing node within the Unified CM cluster. Using the advanced SAF Forwarder
configuration option, the administrator can create the SAF client on selected call processing nodes
within the cluster. This configuration option enables the administrator to create the SAF client on
specific nodes within the cluster and to configure SAF CCD with spatial distribution of CCD services
for systems that employ clustering over the WAN.
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SAF CCD and Clustering over the WAN

SAF-Enabled Trunks

By creating multiple SAF client instances and multiple Advertising Services and associating them with
specific Unified CM nodes within a cluster that uses clustering over the WAN, you can advertise CCD
Hosted Directory Number ranges into the SAF network, with a geographical association to their local
Unified CM trunks and nodes within the cluster.

Figure 5-21 SAF CCD-Selected SAF Client Configuration for Clustering over the WAN
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SAF-enabled trunks are used solely to route calls between SAF-enabled call control applications. They
cannot be used with standard route patterns, route lists, and route groups. You cannot configure the
destination address of a SAF-enabled trunk because this destination address is learned through SAF;
however, you can configure all other trunk parameters.

You can enable SAF on the following trunk types:

« SIP trunks — Enabled by selecting Call Control Discovery as the Trunk Service Type when
creating a new SIP trunk.

» H.323 Non-Gatekeeper controlled intercluster trunks — Enabled by checking the Enable SAF
check box on the Trunk configuration page.

Both of these trunk types may be used between Unified CM clusters and between Unified CM and
Cisco |0OS gateways.
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CCD uses SAF-enabled trunks for two purposes:
- To originate calls — These SAF-enabled trunks are associated with the CCD Requesting Service.

» To accept incoming calls — These SAF-enabled trunks are associated with the CCD Advertising
Service. The | P addresses and port numbers of these SAF-enabled trunks are published with the DN
ranges associated with the Advertising Service.

A SAF-enabled trunks can be used by both the Advertising and Requesting Service.

When the CCD Advertising Service publishes the trunk details for a hosted DN range, it sends the IP
address and port number of each Unified CM node in the SAF trunk's Cisco Unified Communications
Manager Group in separate SAF advertisements. For example, to advertise hosted DN range 5XXX from
SIPtrunk A, which has CUCM 1 and CUCM2 in its Cisco Unified Communications Manager Group, the
CCD Advertising Service would publish two advertisements:

e 5XXX viaSIP trunk IP address (CUCM1) port number 5060
» 5XXX via SIP trunk IP address (CUCM2) port number 5060

The Requesting Service of the cluster receiving this advertisement would place two routes to 5XXX in
its SAF learned routes partition:

» 5XXX via SIP trunk IP address (CUCM1) port number 5060
e 5XXX viaSIP trunk IP address (CUCM2) port number 5060

Callsto 5XXX from this cluster would select the two available SIP trunk destinations in round-robin
order.

SAF trunks support TCP or UDP transport protocols. Because a SAF trunk can accept incoming calls
from multiple call control applications, TLS-based Signalling Authentication and Encryption is not
supported over SAF-enabled trunks.

Hosted DN Patterns and Hosted DN Groups

Hosted DN groupsrepresent groups of hosted DN patterns. The hosted DN patternsin ahosted DN group
typically represent the range of directory numbers associated with aphysical site. Digit strip and prepend
information for "To PSTN" failover routing can be configured for each hosted DN group. The same DN
pattern cannot be associated with multiple hosted DN groups.

A hosted DN pattern can define a single directory number (for example, 5000), or a range of directory
numbers (for example, 5XXX). Every DN pattern must be unique. Each hosted DN pattern can be
configured with digit strip and prepend information for PSTN failover routing. The PSTN failover
configuration on the hosted DN pattern takes precedence over the PSTN failover configuration at the
hosted DN group level.

CCD Advertising and Requesting Services

CCD uses two Unified CM services to communicate with the SAF network: the Advertising Service,
which is used to publish DN ranges and their associated trunks to the SAF network, and the Requesting
Service, which is used to learn about the reachability of DN ranges from other call agentsin the SAF
network. The following sections describe these two services.

CCD Advertising Service
The CCD Advertising Service associates one hosted DN group with a SAF-enabled SIP and/or H.323

trunk. The Advertising Service is created and activated on each server in the Cisco Unified
Communications Manager Group (Unified CM Group) of its associated SAF-enabled trunk(s). The
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Figure 5-22

Advertising Service uses the SAF Client on each of the serversin the Unified CM Group of each trunk
to publish information about the group of hosted DNs and associated trunk nodes to the client's SAF
Forwarder. (See Figure 5-22.)

Because SIP and H.323 trunks support different feature sets (for example, H.323 trunks support QSIG
over Annex M1), itistypical to select only one trunk type per Advertising Service. If both an H.323 and
a SIP trunk are selected, calls to the hosted DN ranges associated with this Advertising Service will be

distributed in a round-robin fashion across both the SIP and H.323 trunks.
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You can create multiple advertising services within a Unified CM cluster. An Advertising Service can
use the same (or different) SAF-enabled trunks as other Advertising Services. However, each
Advertising Service must be associated with a unique hosted DN group, and the same hosted DN pattern
cannot be advertised by multiple Advertising Services within a cluster. Creating multiple Advertising
Services allows inbound calls to be distributed by DN range across multiple trunk servers within a
cluster. (See Figure 5-23.)
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Figure 5-23

Hosted DN Pattern

Internal DN Range To PSTN Prefix

58888XXX +1212555 strip 4

99999XXX

+1313444 strip4

Hosted DN Group

2 (o
N

D

(o Y
=0

CM5

6P/H.323 Trunk< >
CM6

Can Y
B=il

Unified CM Advertised
\\ Group / SAF-enabled SIP/H.323 Trmy

CCD Advertising Service 2
Active on CM5 and CM6

CCD Requesting Service

CCD Advertising Service 2 Active on CM5 and CM6

CM5 IP Address
Protocol
Port Number

88888XXX
4: +1212555

99999XXX
4:+1313444

SAF
Advertisement
to SAF Forwarder

CM6 IP Address
Protocol
Port Number

88888XXX
4: +1212555

99999XXX
4:+1313444

SAF
Advertisement
to SAF Forwarder

253812

The CCD Requesting Service collectsinformation about hosted DN routes advertised in the SAF ASand
places them into a partition for SAF learned routes. (See Figure 5-24.) The Requesting Service is also
used to select which SAF trunkswill be used to initiate outbound SAF calls. More than one SAF-enabled
trunk can be selected. If multiple trunks are selected, these SAF trunks and their corresponding
Unified CM Group server nodes are selected on a round-robin basis for outbound calls. Similar to the
Advertising Service, trunks of the same protocol type are usually associated to the Requesting Service.
The Requesting service also allows digits to be prefixed to learned DN patterns and learned "To PSTN"
patterns.

Only a single Requesting Service can be configured in the Unified CM cluster, and the Requesting
Serviceis activated on all of the nodes in the Unified CM Groups of its associated SAF trunks.
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Figure 5-24
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Blocking CCD Learned Patterns

Unified CM enables the SAF CCD administrator to purge and block learned route information from the
SAF CCD learned routes partition. Routes can be blocked based on whether they match one or more of
the following entries:

» Learned Pattern (for example, 500X)
» Learned Pattern Prefix (for example, +1408)
- Remote Call Control Entity Name (Thisis the Unified CM Cluster ID in Enterprise Parameters.)

» Remote Call Control IP Address (This could be the address of a Cisco 10S SAF CCD router or one
or more Unified CM serversin a Unified CM cluster.)

If required, these entries can be used in alogical AND combination such as the following:
Pattern = "5XXX" AND Prefix = "+1408" AND Remote Call Control Address = "10.10.1.1"
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Blocking CCD learned patterns can be particularly useful in SAF CCD deployments where a
Unified CM cluster connects to multiple SAF ASs and wishes to advertise DN route information to an
AS but does not wish to receive some or all of the DN route information being sent by the AS.

Displaying SAF Learned Routes in Unified CM

Because SAF learned routes are dynamic in nature, they are not held in the Unified CM database but are
stored in memory. Use the Cisco Unified Communications Manager Real-Time Monitoring Tool
(RTMT) to display SAF learned routes and to monitor SAF Forwarders (see Figure 5-25).

Figure 5-25 Real-Time Monitoring Tool (RTMT) for SAF CCD
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Cisco |I0S-Based SAF CCD

Cisco |0S-based SAF CCD is supported by Unified CME, SRST, Cisco Unified Border Element, and
Cisco |OS Gateways on the Integrated Services Router (1SR) platform with Cisco |OS
Release 15.0(1)M. (See Figure 5-26.) The configuration of Cisco IOS SAF CCD is the same across all

of these products. SRST, however, isaspecial case of CCD and is discussed in the section on SAF CCD
and SRST, page 5-71.
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Figure 5-26 Cisco I0S-Based SAF CCD Call Agents
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For Unified CME, Cisco IOSTDM gateways, and Cisco Unified Border Element, SAF CCD can be used
to advertise the internal directory number ranges and "To PSTN" prefixes of the endpoints associated
with each of these products and also to subscribe to SAF advertisements from other SAF CCD-enabled
call control applications.

For both Cisco 10S and Unified CM, Cisco does not recommend using SAF CCD to advertise external
PSTN number ranges (for example, for tail-end hop off) for the following key reasons:

« SAF CCD provides no information about the capacity of IP, PSTN, or TDM trunks. (For example,
an ISDN BRI withtwo DSOs and a T1 TDM interface with 24 DS0s would be weighted equally by
SAF CCD.)

« All SAF CCD routes are placed into a single partition. This means that any SAF CCD user has
access to all learned SAF CCD routes and that no SAF CCD classes of service can be created.

Although the principles of Cisco 10S SAF CCD configuration are the same as those for Unified CM, the
naming conventions and commands are different.

Internal SAF Clients

For Cisco 10S-based SAF CCD applications, the SAF Client and Forwarder are co-resident within
Cisco 10S. Configuration and authentication is not required between the internal SAF Client and
internal SAF Forwarder.
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External SAF Clients

To enabl e the authentication of an external SAF Client to a Cisco |0S SAF Forwarder, use the
external-client Cisco |OS command to define the external client's label or base name, username,
password, and keepalive timer.

SAF trunks are defined under the profile trunk-route Cisco |0S command. The trunk-route profile
defines the IP address, port number, protocol (SIP or H.323), and transport protocol (UDP or TCP) for
the SAF trunk.

DN Patterns, DN Blocks, and DN Service

The definition and configuration of directory numbers, DN ranges and "To PSTN" prefixesis slightly
different in Cisco 10S when compared with Unified CM configuration. Cisco 10S uses the concept of
DN blocks to group DN numbers and DN ranges. A DN block can contain more than one DN pattern.
The "To PSTN" failover rules for stripping and prefixing digits are also defined at the DN block
command line. The PSTN failover rule is known as an aliasin Cisco 10S. (The PSTN failover ruleis
applied to the concatenated Site Code and Extension DN Pattern.) The following example shows the
Cisco 10S configuration for a DN block:

profile dn-block 1 alias 1408902 strip 3
pattern 1 extension 5xxx
pattern 2 extension 6xxx

Call Control Profile, DN Service, and Site Code

The CCD call control profile is associated with a DN service. A DN service in Cisco 10S can be
considered to be equivalent to an Advertising Service in Unified CM. The DN service is used to group
one or more DN blocks, one trunk route, and one site code. If present, the site code consists of one or
more digits that are prepended to the advertised extension DN patterns.

Multiple call control profiles can be created. The same DN blocks, trunk routes, and site codes can be
reused in multiple call control profiles, but only one profile can be associated with a SAF AS.
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Publishing and Subscribing to SAF Services within a SAF AS

Call control profiles advertise their associated DN ranges, "To PSTN" failover rules, and trunk route to
one SAF AS by means of a configured SAF "channel." A SAF channel can publish the CCD service
information contained in only one call control profile to asingle SAF AS. (See Figure 5-27.)

Figure 5-27 Cisco I0S CCD Service Call Control 1 Advertising Through Channel 1 to SAF AS 100
f DN Service N
DN Block 1 —
PSTN Prefix 1555616 Strip 4 Unified CME Trunk:
Extension 1XXX IP Address
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Extension 4XXX 4: 1555616 Channel 1 SAF AS
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SIP/H.323
IP Address, Port Number 7TTTAXXX
4:1555414
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A SAF Channel can subscribe to all CCD services within a SAF AS using awildcard service ID, or up
to two selected SAF CCD servicesthat are identified by the instance valuesin the SAF service ID. (The
instance value for Unified CM is the cluster PKID.) For example:

Wildcard SAF Service ID =

Service: Sub-service: Instance. Instance. Instance. Instance.

101: 2: FFFFFFFF.  FFFFFFFF.  FFFFFFFF. FFFFFFFR

Tip Usethe Cisco 10S command show eigr p service-family ipv4 [ASnumber] eventsto display the Service
ID for the Cisco |OS SAF CCD service on the router. The Service ID will be displayed as "connected”
(for example, 101:2:59F8412.0.0.6F0100).

Outbound SAF CCD Calls in Cisco 10S

Cisco 10S adds SAF as a configurabl e session target to standard Cisco 10S voice dial peers. Dial peers
can also be assigned a preference setting to control the order in which standard and SAF dial peers are
selected.
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SRST CCD isaspecial type of SAF deployment. SRST CCD does not advertise any number rangesinto
SAF; it only listens to the advertisements from other SAF CCD services such as Unified CM,

Unified CME, and so forth. SRST CCD does not use SAF learned I P routes at any time; only PSTN
routes are used and only when the router and associated phones are in SRST mode.

You can use SAF for SRST CCD to avoid the labour-intensive task of updating every SRST router with
anew number expansion rule every time a new SRST router is added to the Unified Communications
network.

With standard (non-SAF) SRST operation, if Unified CM becomes unavailable, phones register their
extension numbers to their SRST reference router. (See Figure 5-28.) In SRST mode, calls can be made
to other phonesregistered to the SRST router by dialing their extension number as normal. When aphone
in SRST mode is used to call a phone in another site, the PSTN number of the called phone must be
dialed. (See Figure 5-29.) The number expansion command in Cisco |10S, much like the PSTN failover
rulein SAF CCD, allows the dialed extension number to be expanded to the full PSTN number in SRST
mode.

In a Unified Communications deployment with many SRST routers, when a new SRST router is added
to the Unified Communications network, every SRST router must add a number expansion rule that
corresponds to the PSTN access prefix for this new SRST site.

SAF for SRST CCD allowsthe PSTN failover rules for every SRST siteto be distributed to every SRST
router within the SAF AS.

Figure 5-28 Normal (Unified CM) Operation of a Unified CM Deployment with SAF SRST CCD
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Figure 5-29 SRST Operation of a Unified CM Deployment with SAF SRST CCD
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Typical SAF CCD-Based Unified Communications Deployments

Figure 5-30 show atypical SAF CCD network deployment.

Figure 5-30 A Global SAF Network with Regional Call Agents and SAF Clients and Forwarders
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Figure 5-31 shows alogical diagram of the same global SAF network with regional call agentsand SAF
Clients and Forwarders
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Figure 5-31 Logical Representation of Global SAF Network with Regional Call Agents and SAF Clients and Forwarders
US HQ EMEA HQ Asia HQ
Unified CM Unified CM Unified CM
7o 70 e
-:| <+

Subscribe
Only

Cisco
Unified

Border "

Element Iaadiss

Nice

-,) LA

SAF CCD Deployment Considerations

It
R

y y
Fo—&o
hkg-f3

hka-f2 Hong Kong
hkg-flé.g%?

Publish &
Subscribe

Unifed '!w 4| Unified |~,\ 5
P 7 _ J R SO
K§) Cico 105 =

V/ o)

Ol o <o
B =, =
Frankfurt Seoul ‘ Singapor.e\ﬂ' -

Migration to SAF CCD isrelatively risk free. The SAF CCD network can be built and tested for basic
operation and scalability before any devices that use SAF are enabled in the network. Unified CM users
can be given the capability to use the SAF CCD network by adding the SAF Learned Routes Partition
to their device or profile. In Cisco |OS the preference for SAF dial peers can be prioritized above
standard dial peers. This allows SAF to be enabled incrementally throughout the network.

The following scalability limits apply to Unified CM and Cisco 10S SAF CCD products:
» Upto 2,000 advertised DN patterns per Unified CM cluster
« Upto 20,000 learned DN patterns per Unified CM cluster
« Upto 125 advertised DN patterns per Unified CME, Cisco Unified Border Element, or Cisco |OS

Gateway

» Upto 6,000 learned DN patterns per Unified CME, Cisco Unified Border Element, Cisco 10S
Gateway, or SRST (platform-dependant)
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Note

Note

Cisco Intercompany Media Engine W

For SAF deployments using a single SAF AS and consisting of Cisco Unified CM and Cisco |OS SAF
CCD systems, SAF CCD system-wide scalability is limited to 6,000 learned DN patterns.

In very large SAF CCD networks, multiple SAF ASs can be used to limit the distribution of SAF
advertised DN patterns. Unified CM and/or Cisco Unified Border Element may also be used to manually
summarize SAF advertisements from one SAF AS and statically advertise them into another SAF AS.

SAF CCD Port Numbers
SAF CCD uses the following port numbers:

- SAF EIGRP — IP Protocol 88

» Unified CM SAF Client to Cisco 10S SAF Forwarder — TCP port 5050 (configurable)
» Advertised SIP trunks — port 5060

» Advertised H.323 — ephemeral port number

The Cisco Adaptive Security Appliance (ASA) firewall uses standard SIP inspection and fix-up to open
pinholesin the firewall for the RTP media streams of SAF enabled SIP trunk calls. H.323 inspection and
fix-up of SAF-enabled H.323 trunk calls are not supported.

Cisco Intercompany Media Engine

Cisco Intercompany Media Engine (IME) is another variation of a multisite deployment with distributed
call processing; however, with IME the sites are separate enterprise organizations. The term
boundary-less Unified Communications is used to describe this technology because it allows for the
busi ness-to-business extension of Unified Communications capabilities such as high-fidelity codecs,
enhanced caller 1D, and video telephony outside the corporate networks. The solution learns routesin a
dynamic, secure manner and provides for secure communications between organizations across the
internet. Organizationsthat work closely together and have high levels of intercompany communications
will benefit most from the enhanced communications offered by IME. This section discusses the
components of the solution and the high-level architecture, with relevant design considerations for
deploying IME.

IME Components

The IME solution consists of several components to allow for the dynamic learning of IME routes and
the secure encryption of call signaling and media between organizations. Two elements of the solution
are hosted on the internet: the GoDaddy.com Enrollment Servers and the Intercompany Media Engine
Bootstrap Servers, hosted by GoDaddy.com and Cisco, respectively. The following additional integral

components are deployed on-premises:

» Cisco Intercompany Media Engine Server
» Cisco Unified Communications Manager (Unified CM)
» Cisco Adaptive Security Appliance (ASA)
Figure 5-32 illustrates a high-level view of the deployed components.
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