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Executive Summary

Cisco Validated Designs (CVDs) deliver systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of the customers
and to guide them from design to deployment.

Customers looking to deploy applications using shared data center infrastructure face a number of challenges. A
recurrent infrastructure challenge is to achieve the levels of IT agility and efficiency that can effectively meet the
company business objectives. Addressing these challenges requires having an optimal solution with the following
key characteristics:

e Availability: Help ensure applications and services availability at all times with no single point of failure

Flexibility: Ability to support new services without requiring underlying infrastructure modifications

e Efficiency: Facilitate efficient operation of the infrastructure through re-usable policies

e Manageability: Ease of deployment and ongoing management to minimize operating costs

e Scalability: Ability to expand and grow with significant investment protection

o Compatibility: Minimize risk by ensuring compatibility of integrated components

e Extensibility: Extensible platform with support for various management applications and configuration tools

Cisco and IBM have partnered to deliver a series of VersaStack solutions that enable strategic data center
platforms with the above characteristics. VersaStack solution delivers an integrated architecture that incorporates
compute, storage and network design best practices thereby minimizing IT risks by validating the integrated
architecture to ensure compatibility between various components. The solution also addresses IT pain points by
providing documented design guidance, deployment guidance and support that can be used in various stages
(planning, designing and implementation) of a deployment.

The VersaStack solution, described in this CVD, delivers a Converged Infrastructure platform (Cl) specifically
designed for high-performance software defined networking (SDN) enabled data centers, which is a validated
solution jointly developed by Cisco and IBM. In this deployment, Cisco Application Centric Infrastructure (Cisco
ACI) delivers an intent-based networking framework to enable agility in the data center. Cisco ACI radically
simplifies, optimizes, and accelerates infrastructure deployment and governance and expedites the application
deployment lifecycle. IBM® FlashSystem 9100 combines the performance of flash and Non-Volatile Memory
Express (NVMe) with the reliability and innovation of IBM FlashCore technology and the rich features of IBM
Spectrum Virtualize.

The design showcases:

e (Cisco ACI enabled Cisco Nexus 9000 switching architecture

Cisco UCS 6400 Series Fabric Interconnects (FI)

Cisco UCS 5108 Blade Server chassis

Cisco Unified Computing System (Cisco UCS) servers with 2" gen Intel Xeon scalable processors
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e |BM FlashSystem 9100 NVMe-accelerated Storage

o VMware vSphere 6.7 Update 3
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Solution Overview

Introduction

VersaStack solution is a pre-designed, integrated and validated architecture for the data center that combines
Cisco UCS servers, Cisco Nexus family of switches, Cisco MDS fabric switches, IBM Storage offerings into a
single, flexible architecture. VersaStack is designed for high availability, with no single points of failure, while
maintaining cost-effectiveness and flexibility in design to support a wide variety of workloads.

VersaStack designs can support different hypervisor options, bare metal servers and can also be sized and
optimized based on customer workload requirements. The VersaStack design discussed in this document has
been validated for resiliency (under fair load) and fault tolerance during system upgrades, component failures, and
partial loss of power scenarios.

This document steps through the deployment of the VersaStack for Converged Infrastructure as a Virtual Server
Infrastructure (VSI) using Cisco ACI. This architecture is described in the VersaStack with Cisco ACI and IBM
FS9100 NVMe Accelerated Storage Design Guide. The recommended solution architecture is built on Cisco
Unified Computing System (Cisco UCS) using the unified software release to support the Cisco UCS hardware
platforms for the Cisco UCS B-Series Blade Server, Cisco UCS 6400 or 6300 Fabric Interconnects, Cisco Nexus
9000 Series switches, Cisco MDS 9000 Multilayer switches, and IBM FlashSystem 9100.

Audience

The intended audience of this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, architects, partner engineering, and customers who want to take advantage of
an infrastructure built to deliver IT efficiency and enable [T innovation.

Purpose of this Document

This document provides step-by-step configuration and implementation guidelines for setting up VersaStack. The
following design elements distinguish this version of VersaStack from previous models:

e Validation of the Cisco ACl release 4.2

e Support for the Cisco UCS release 4.0(4e)

e Validation of 25GbE IP-based iISCSI storage design with Cisco Nexus ACI Fabric
e \alidation of VMware vSphere 6.7 U3

The design that will be implemented is discussed in the VersaStack with Cisco ACI and IBM FlashSystem 9100
Design Guide found at: VersaStack with Cisco ACI and IBM FS9100 NVMe Accelerated Storage Design Guide.

For more information on the complete portfolio of VersaStack solutions, please refer to the VersaStack guides:

http://www.cisco.com/c/en/us/solutions/enterprise/data-center-designs-cloud-computing/versastack -
designs.html

10


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/versastack_ciscoaci_fs9100_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/versastack_ciscoaci_fs9100_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/versastack_ciscoaci_fs9100_design.html
http://www.cisco.com/c/en/us/solutions/enterprise/data-center-designs-cloud-computing/versastack-designs.html
http://www.cisco.com/c/en/us/solutions/enterprise/data-center-designs-cloud-computing/versastack-designs.html

Solution Design

Solution Design

Architecture

This VersaStack design aligns with the converged infrastructure configurations and best practices as identified in
the previous VersaStack releases. The solution focuses on integration of IBM Flash System 9100 in to VersaStack
architecture with Cisco ACI and support for VMware vSphere 6.7 U3.

The system includes hardware and software compatibility support between all components and aligns to the
configuration best practices for each of these components. All core hardware components and software releases
are listed and supported in the following lists:

http://www.cisco.com/en/US/products/ps10477/prod technical reference list.html

and IBM Interoperability Matrix:

http://www-03.ibm.com/systems/support/storage/ssic/interoperability. wss

The system supports high availability at network, compute and storage layers such that no single point of failure
exists in the design. The system utilizes 10/25/40/100 Gbps Ethernet jumbo-frame based connectivity combined
with port aggregation technologies such as virtual port-channels (VPC) for non-blocking LAN traffic forwarding.

Physical Topology

Figure 1 provides a high-level topology of the system connectivity.

This VersaStack design utilizes Cisco UCS platform with Cisco UCS B200 M5 half-width blades and Cisco UCS
C220 M5 servers connected and managed through Cisco UCS 6454 Fabric Interconnects and the integrated
Cisco UCS Manager (UCSM). These high-performance servers are configured as stateless compute nodes where
ESXi 6.7 U3 hypervisor is loaded using SAN (iISCSI) boot. The boot disks to store ESXi hypervisor image and
configuration along with the block based datastores to host application Virtual Machines (VMs) are provisioned on
the IBM Flash System 9100 storage array.

As in the non-ACI designs of VersaStack, link aggregation technologies play an important role in VersaStack with
ACI solution providing improved aggregate bandwidth and link resiliency across the solution stack. Cisco UCS, and
Cisco Nexus 9000 platforms support active port channeling using 802.3ad standard Link Aggregation Control
Protocol (LACP). In addition, the Cisco Nexus 9000 series features virtual Port Channel (vPC) capability which
allows links that are physically connected to two different Cisco Nexus devices to appear as a single "logical" port
channel.

This design has following physical connectivity between the components of VersaStack:

e 4 X 10 Gb Ethernet connections port-channeled between the Cisco UCS 5108 Blade Chassis and the
Cisco UCS Fabric Interconnects

e 25 Gb Ethernet connections between the Cisco UCS C-Series rackmounts and the Cisco UCS Fabric
Interconnects

e 100 Gb Ethernet connections port-channeled between the Cisco UCS Fabric Interconnect and Cisco
Nexus 9000 ACI leaf’s

e 100 Gb Ethernet connections between the Cisco Nexus 9000 ACI Spine’s and Nexus 9000 ACI Leaf’s

11
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e 25 (Gb Ethernet connections between the Cisco Nexus 9000 ACI Leaf’s and IBM Flash System 9100
storage array for iISCSI block storage access.

Figure 1 VersaStack with Cisco ACI and IBM FS9100 Physical Topology
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This document guides customers through the low-level steps for deploying the base architecture. These
procedures explain everything from physical cabling to network, compute, and storage device configurations.
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For detailed information about the VersaStack design, see:

https://www.cisco.com/c/en/us/td/docs/unified computina/ucs/UCS CVDs/versastack vimw67 ibmfs9100 desi
an.htm!

Software Revisions

Table 1 lists the hardware and software versions used for the solution validation.

It is important to note that Cisco, IBM, and VMware have interoperability matrices that should be referenced to
determine support for any specific implementation of VersaStack. See the following links for more information:

e |BM System Storage Interoperation Center

e (Cisco UCS Hardware and Software Interoperability Tool

e VMware Compatibility Guide

Table 1 Hardware and Software Revisions
| Layer | Device | Image | Comments
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Layer Device Image Comments
Compute Cisco UCS Fabric 4.0 (4e) Includes the Cisco UCS-10M

Interconnects 6400 Series, 2208XP, Cisco UCS

Cisco UCS B200 M5 Manager, Cisco UCS VIC

1440 and Cisco UCS VIC
& 1457

Cisco UCS C220 M5

Cisco nenic Driver 1.0.29.0 Ethernet driver for Cisco VIC

Cisco nfnic Driver 4.0.0.40 FCoE driver for Cisco VIC
Network Cisco APIC 4.2(1)) ACI Controller

Cisco Nexus Switches N9000-14.2(1j) ACI Leaf Switches

Cisco ExternalSwitch 1.1 UCS Integration with ACI
Storage IBM FlashSystem 9110 8.2.1.6 Software version
Virtualization VMware vSphere ESXi 6.7 update 3 Software version

VMware vCenter 6.7 update 3 Software version

Cisco ACI Plugin 4.2.1000.10 VMware ACI Integration

Configuration Guidelines

This document provides the details for configuring a fully redundant, highly available VersaStack configuration.
Therefore, appropriate references are provided to indicate the component being configured at each step, such as
01 and 02 or A and B. For example, the Cisco UCS fabric interconnects are identified as FI-A or FI-B. This
document is intended to enable customers and partners to fully configure the customer environment and during
this process, various steps may require the use of customer-specific naming conventions, IP addresses, and
VLAN schemes, as well as appropriate MAC addresses.

£

FS9100 storage configurations (host to storage system connectivity).

This document details network (Nexus), compute (Cisco UCS), virtualization (VMware) and related IBM

Table 2 lists the VLANs necessary for deployment as outlined in this guide. In this table, VS indicates dynamically
assigned VLANSs from the APIC-Controlled Microsoft Virtual Switch.

Table 2 VersaStack Necessary VLANs

VLAN Name

VLAN

Subnet

Usage

Out-of-Band-Mgmt

117

192.168.160.0/22

VLAN for out-of-band
management interfaces

B-MGMT

10.1.160.0/22

Management VLAN to access and
manage the servers

13
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VLAN Name VLAN Subnet Usage

ISCSI-A 3161 10.29.161.0/24 iSCSI-A path for booting both B
Series and C Series servers and
datastore access

iISCSI-B 3162 10.29.162.0/24 ISCSI-B path for booting both B
Series and C Series servers and
datastore access

vMotion 3173 10.29.173.0/24 VMware vMotion traffic

Native-VLAN 2 N/A VLAN 2 used as Native VLAN
instead of default VLAN (1)

App-vDS-VLANSs 1400-1499 172.20.100.0/22 VLANSs for Application VM
Interfaces residing in vDS based

172.20.104.0/22 0Ort groups

Physical Infrastructure

This section explains the cabling examples used for the validated topology in the environment. To make
connectivity clear in this example, the tables include both the local and remote port locations.

VersaStack Cabling

The information in this section is provided as a reference for cabling the equipment in VersaStack environment. To
simplify the documentation, the architecture shown in Figure 1 is broken down into network, compute and storage
related physical connectivity details.

v You can choose interfaces and ports of their liking but failure to follow the exact connectivity shown in
figures below will result in changes to the deployment procedures since specific port information is used
in various configuration steps.

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps. Make sure to
use the cabling directions in this section as a guide.

Figure 2 details the cable connections used in the validation lab for the VersaStack with Cisco ACI and IBM
FlashSystem 9100 storage.

.8 The Nexus 9336C-FX2 switches used in this design support 10/25/40/100 Gbps on all the ports. The
switch supports breakout interfaces, each 100Gbps port on the switch can be split in to 4 X 25Gbps in-
terfaces. The QSFP breakout cable has been leveraged to connect 25Gbps iSCSI ethernet ports on the
FS9100 storage array to the 100Gbps QSFP port on the switch end. With this connectivity, IBM SFP
transceiver on the FS9100 are not required.

14
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Figure 2
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For physical connectivity details of Cisco Leaf switches in the ACI fabric, refer to Figure 3.
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Figure 3  Network Connectivity - ACI Leaf Cabling Information
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The following tables list the specific port connections with the cables used in the deployment of the VersaStack

network are provided below.

Table 3 Cisco Nexus 9336C-FX2 A (Leaf) Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco Nexus 9336C-FX2 A Eth1/29 100GbE Cisco UCS 6454 FI A Eth1/49
Eth1/30 100GbE Cisco UCS 6454 FI B Eth 1/49
Eth1/35 100GbE Cisco 9364C A (Spine) Eth 1/45
Eth1/36 100GbE Cisco 9364C B (Spine) Eth 1/45
MGMTO GbE GbE management switch Any
Eth1/11/1%* 25GbE IBM FS9100 node 1 Port 5
Eth1/11/2* 25GbE IBM FS9100 node 2 Port 5

Table 4 Cisco Nexus 9336C-FX2 B (Leaf) Cabling Information

L ocal Device Local Port Connection Remote Device Remote Port

Cisco Nexus 9336C-FX2 B Eth1/29 100GbE Cisco UCS 6454 FI A Eth1/50
Eth1/30 100GbE Cisco UCS 6454 FI B Eth 1/50

16




Solution Design

Local Device Local Port Connection Remote Device Remote Port
Eth1/35 100GbE Cisco 9364C A (Spine) Eth 1/46
Eth1/36 100GbE Cisco 9364C B (Spine) Eth 1/46
MGMTO GbE GbE management switch Any
Eth1/11/1% 25GbE IBM FS9100 node 1 Port 6
Eth1/11/2* 25GbE IBM FS9100 node 2 Port 6

& * Dynamic Breakout Posts - Breakout enables a 100Gb port to be split into four independent and logical
25Gb ports. Cisco QSFP-4SFP25G cable is used to connect the ports.

Cisco UCS Compute connectivity

For physical connectivity details of Cisco UCS, refer to Figure 4.

Figure 4  VersaStack Compute Connectivity

E1/23-24

E1/21-22

e e T 5 £

E1/17-20

____________
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2x25 GbE
)

2x25 GbE

Table 5 Cisco UCS 6454 A Cabling Information

E1/23-24k

E1/21-22

2x25 GbE

2x25 GbE

Legend

10GbE Converged
25GbE Converged

Cisco UCS 6454 FI

Cisco UCS 5108

Chassis with B200
M5 Servers

Cisco UCS C220
M5 Servers

Local Device Local Port Connection Remote Device Remote Port

Cisco UCS 6454 FI A Eth1/17 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/1
Eth1/18 10GbE Cisco UCS Chassis 2208XP FEX A IOM 1/2
Eth1/19 T0GbE Cisco UCS Chassis 2208XP FEX A IOM 1/3
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Local Device Local Port Connection Remote Device Remote Port
Eth1/20 10GbE Cisco UCS Chassis 2208XP FEX A [ IOM 1/4
Eth1/27 25GbE Cisco UCS C220 M5 Port 1
Eth1/22 25GbE Cisco UCS C220 M5 Port 3
Eth1/49 100GbE Cisco Nexus 9336C-FX2 A Eth1/29
Eth1/50 100GbE Cisco Nexus 9336C-FX2 B Eth1/29
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS 6454 FI B L1

o Ports 1-8 on the Cisco UCS 6454 are unified ports that can be configured as Ethernet or as Fibre Chan-
nel ports. Server ports should be initially deployed starting at least with port 1/9 to give flexibility for FC
port needs, and ports 49-54 are not configurable for server ports. Also, ports 45-48 are the only con-
figurable ports for 1Gbps connections that may be needed to a network switch.

Table 6 Cisco UCS 6454 B Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco UCS 6454 FI B Eth1/17 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/1
Eth1/18 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/2
Eth1/19 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/3
Eth1/20 10GbE Cisco UCS Chassis 2208XP FEX B IOM 1/4
Eth1/27 25GbE Cisco UCS C220 M5 Port 2
Eth1/22 25GbE Cisco UCS C220 M5 Port 4
Eth1/49 100GbE Cisco Nexus 9336C-FX2 A Eth1/30
Eth1/50 100GbE Cisco Nexus 9336C-FX2 B Eth1/30
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS 6454 FI A L1

IBM FS9100 Connectivity to Nexus Switches

For physical connectivity details of IBM FS9100 node canisters to the Cisco Nexus Switches, refer to Figure 5.
This deployment shows connectivity for a pair of IBM FS9100 node canisters. Additional nodes can be connected

to open ports on Nexus switches as needed.
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Figure 5 IBM FS9100 Connectivity to Nexus 9k Switches

' E Cisco Nexus
- 9336C-FX2

IBM FS9100

Legend
25GbE
Cisco QSFP-4SFP25G 4
Breakout cable
Table 7 IBM FS9100 Connectivity to the Nexus Switches
Local Device Local Port Connection Remote Device Remote
Port
IBM FS9100 node 1 Port 5 25GDbE Cisco Nexus 9336C-FX2 A Eth1/11/1*
Port 6 25GbE Cisco Nexus 9336C-FX2 B Eth1/11/1*
IBM FS9100 node 2 Port 5 25GbE Cisco Nexus 9336C-FX2 A Eth1/11/2*
Port 6 25GbE Cisco Nexus 9336C-FX2 B Eth1/11/2*

o * Breakout interfaces with one 100G QSFP port on the Nexus 9336C-FX2 is split in to 4 X 25Gbps SFP
interfaces connected to the IBM FS9100. Cisco QSFP100G-4SFP25G breakout cable has been lever-
aged for this connectivity.
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Cisco ACI Configuration

This section provides a detailed procedure for configuring the Cisco ACI fabric for use in the environment and is
written where the components are added to an existing Cisco ACI fabric as several new ACI tenants. Required
fabric setup is verified, but previous configuration of the ACI fabric is assumed.

In ACI, both spine and leaf switches are configured using the APIC, individual configuration of the switches is not
required. The Cisco APIC discovers the ACI infrastructure switches using LLDP and acts as the central control and
management point for the entire configuration.

ACI Fabric Core

The design assumes that an ACI fabric of Spine switches and APICs already exists in the customer’s environment,

so this document verifies the existing setup but does not cover the configuration required to bring the initial ACI
fabric online.

7. Physical cabling should be completed by following the diagram and table references found in the
VersaStack cabling section.

Cisco Application Policy Infrastructure Controller (APIC) - Verification

Before adding leaf switches to connect to a new Cisco VersaStack environment, review the topology by
completing the following steps:

r. 3 This sub-section verifies the setup of the Cisco APIC. Cisco recommends a cluster of at least 3 APICs
controlling an ACI Fabric.

1. Log into the APIC GUI using a web browser, by browsing to the out of band IP address configured for APIC.
Login with the admin user id and password.
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2. Take the appropriate action to close any warning or information screens.
3. At the top in the APIC home page, select the System tab followed by Controllers.

4. On the left, select the Controllers folder. Verify that at least 3 APICs are available and have redundant con-
nections to the fabric.
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AA11-9372PX-WEST-1 AA11-9372PX-WEST-2 BBOG6-9372PX-WEST-1 BBOG6-9372PX-WEST-2

Ly
s s s -

AATT-APIC-M2-... AAT1-APIC-M2-... BBOG-APIC-M2-...

Cisco ACI Fabric Discovery

This section details the steps for adding the two Nexus 9336C-FX2 leaf switches to the Fabric. This procedure is
assuming that a VersaStack with dedicated leaves is being added to an established ACI fabric. If the two Nexus
9336C-FX2 leaves have already been added to the fabric, continue to the next section. These switches are
automatically discovered in the ACI Fabric and are manually assigned node IDs. To add Nexus 9336C-FX2 leaf
switches to the ACI fabric, follow these steps:

1. Atthe top in the APIC home page, select the Fabric tab and make sure Inventory under Fabric is selected.
2. Inthe left pane, select and expand Fabric Membership.

3. The two 9336C-FX2 Leaf Switches will be listed on the Fabric Membership page within the Nodes Pending
Registration tab as Node ID 0 as shown:
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Fabric Membership

Registered Nodes odes Pending Registratio Unreachable Nodes Unma

Name Role Supported SSL Certificate Status

Serial Number Pod ID « Node ID RL TEP Poal
Model

eaf yes

yes

. For auto-discovery to occur by the APIC, the leaves will need to be running an ACI mode switch soft-

ware release. For instructions on migrating from NX-OS, please refer to:
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/kb/b KB Converting N9KSwi

tch_NXOSStandaloneMode to ACIMode.html

4. Connect to the two Nexus 9336C-FX2 leaf switches using serial consoles and login in as admin with no
password (press enter). Use show inventory to get the leaf’s serial number.

(none)# sh inventory
sh: inventory: No such file or directory

(none)# show inventory
NAME: "Chassis", DESCR: "MNexus C9336C-FX chassis"
PID: N9K-C9336C-FX2 , VID: vel , SN: FD0O2233@@5E

NAME: "Slot 1 ", DESCR: "30x40G/180G "
PID: N9K-C9336C-Fx2 , VID: vel , SN: FD0O2233@@5E

5. Match the serial numbers from the leaf listing to determine the A and B switches under Fabric Membership.

6. Inthe ARPIC GUI, within Nodes Pending Registration under Fabric Membership, right click the A leaf in the list
and select Register.

Serial Number Pod ID ~ Node RL TEP Name Node Supported SSL Status
D Pool Type Model Certificate

FDO2233005E 1 0 0 Leaf

yes n/a

7.  Enter a Node ID and a Node Name for the Leaf switch and click Register
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Register 2 1>

Serial Number: FDO2233005E

8.

Pod ID: |2

Node ID: | 205 -

Node Name: |BB07-9336C-FX2-WEST-1|

Role: | leaf

Rack Name:

Repeat steps 4-7 for the B leaf in the list.

r.S

During discovery, there may be some messages appearing about the leaves being inactive, these
messages can be ignored.

9.

[
©
(=}
-
-
=
-

Click on the Pod the leaves are associated with and select the Topology tab for the Pod. The discovered ACI
Fabric topology will appear. It may take a few minutes for the new Nexus 9336C-FX2 switches to appear and
you will need to click the refresh button for the complete topology to appear. You may also need to move the
switches around to get the arrangement that you desire.

Pod - 2

Summary  Dashboard  Topolagy Interface

BBOG-APIC-M2-W... BBO6-9364C-WE.. BBO6-9364C-WE

L] © ©

BBO6-93180YC-E... BB06-93180YC-E... BBO6-9372PX-WE... BB06-9372PX-WE

© ©

@)

BB07-9336C-FX2 BB0O7-9336C-FX2 BB22-93180LC-E... BB22-93180LC-E

] © O] (©}

The topology shown in the screenshot above is the topology of the validation lab fabric containing 8
leaf switches, 2 spine switches, and 2 APICs. The environment used is implementing an ACI Multi-
Pod (not covered in this document), which places the third APIC in a remotely connected ACI Pod.
Cisco recommends a cluster of at least 3 APICs in a production environment.
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Initial ACI Fabric Setup - Verification

This section details the steps for the initial setup of the Cisco ACI Fabric, where the software release is validated,
out of band management IPs are assigned to the new leaves, NTP setup is verified, and the fabric BGP route
reflectors are verified.

Software Upgrade

To upgrade the software, follow these steps:

1.

System Tenants Fabric Virtual Networking L4-L7 Services Admin C Apps Inteq

In the APIC GUI, at the top select Admin -> Firmware -> Infrastructure -> Nodes.

This document was validated with ACI software release 4.2 (175) . Select the Infrastructure tab within Firm-
ware, and the Nodes sub-tab under Infrastructure. All switches should show the same firmware release and
the release version should be at minimum n9000-14.2 (13) . The switch software version should also cor-
relate with the APIC version.

| Firmware | Extern.

Firmware o
Summary Infrastructure Images Faults History
Contrallers Nodes
0 %K

Enforce Bootscript Version Validation: [

- ID Name Role Model Current Firmware Upgrade Group Status Upgrade Progress

Pod1/111  AAT1-9364C-WEST-1 spine NOK-CI364C 9000-12.2(1)) Odd_Spin Upgraded successfully on 2019-10-02..  CEMEEEES——— 100%
Target

Pod1/112  AAT1-8364C-WEST-2 spine N9K-C8364C 9000 Ew Upgraded succassfully on 2019-10-02..  CHMEEG_—EEE  100%
Target FV Z2(1))

Pod2/201 BBOE6-9372PX-WEST-1 leaf N9K-C8372PX n3000-14.2(1j) Odd_Pod2. Upgraded successfully an 2019-10-02.. — 100%
Target

Po02/202  BBOB-9372PX-WEST-2 leaf NOK-Ca372PK n9000-14.2(1j) Evi O 100%

Pod2(203  BBOG-93180YC-EX-WEST-1 leaf NOK-C83180YC-EX n9000-14.2(1j) f_No S 100%

00-1 i
Pod2/204  BBO-93180YC-EX-WEST-2 leaf N9K-C83180YC-EX ng000-14.2(1)) Lea_Nodes (@ Upgraded s 0-07.. O 100%
00-14.2(1]

Pod2/205  BBO7-9336C-FX2-WEST-1 leaf NOK-CE3IEC-FX2 n9000-14.2(1)) Odd_Paci2_Leaf_Nades 23 Upgraded successfully on 2019-10-02..  CHNEEEEEEE.S  100%
Target FW. n9000-14.2(1]]

Pod2/206 BBO7-9336C-FX2-WEST-2 leaf n9000-14.

POd2/207  BB22-93180LC-EX-WEST-1 leaf ng000-14.2(1)) O 100%

P0d2/208  BB22-93180LC-EX-WEST-2 leaf NOK-C93180LC-EX 9000-12.2(1)) R 100%

Pod2/211  BBOG-9364C-WEST-1 spine N9K-C8364C ng000-14.2(1)) Odd_Spine_Nodes (& Upgraded successfully on 2019-10-02..  CHMEEG_—_—ES  100%
Target FW: n9000-14.2(1j)

Pod2/212  BBDE-3364C-WEST-2 spine MOK-CI364C naooo-14.2(1j) Even_Spine_Nodes Upgraded successfully on 2019-10-02..  CEEEEE  100%

Click Admin > Firmware > Controller Firmware. If all APICs are not at the same release at a minimum of
4.2(1j), follow the Cisco APIC Management, Installation. Upgrade. and Downgrade Guide to upgrade both the
APICs and switches if the APICs are not at a minimum release of 4.2(1j) and the switches are not at n9000-
14.2(173).

Setting Up Out-of-Band Management IP Addresses for New Leaf Switches

To set up out-of-band management IP addresses, follow these steps:

1.

2.

To add Out-of-Band management interfaces for all the switches in the ACI Fabric, select Tenants -> mgmt.

Expand Tenant mgmt on the left. Right-click Node Management Addresses and select Create Static Node
Management Addresses.

Enter the node number range for the new leaf switches (205-206 in this example).
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4. Select the checkbox for Out-of-Band Addresses.
5. Select default for Out-of-Band Management EPG.

6. Considering that the IPs will be applied in a consecutive range of two IPs, enter a starting IP address and net-
mask in the Out-of-Band IPV4 Address field.

7. Enter the Out-of-Band management gateway address in the Gateway field.

Create Static Node Management Addresses (2T
Node Range: 205 - 2086
From To

Config: [¥] Out-Of-Band Addresses
[JIn-Band Addresses

Qut-Of-Band Addresses
Qut-0Of-Band Management EPG: | default @

OQut-Of-Band IPV4 Address: | 172.26.164.121/24

address/mask

Out-Of-Band IPV4 Gateway: [172.26.164.254 |

Out-Of-Band IPV6 Address:

address/mask

Out-Of-Band IPV6 Gateway:

8. Click Submit, then click YES.

9. On the left, expand Node Management Addresses and select Static Node Management Addresses. Verify the
mapping of IPs to switching nodes.

POa-2/noae-2u 1 BBUL-YS/ ZPA-VWEDI-1  UUT-UT-Bana aerauit 17£.20.104.117]24 1/2£.20.104.204
pod-2/node-202 BB06-9372PX-WEST-2  Out-Of-Band default 172.26.164.118/24 172.26.164.254
pod-2/node-211 BB06-9364C-WEST-1 QOut-Of-Band default 172.26.164.119/24 172.26.164.254
pod-2/node-212 BB06-9364C-WEST-2 Out-Of-Band default 172.26.164.120/24 172.26.164.254
pod-2/node-207 BB22-93180LC-EX-W...  Out-Of-Band default 172.26.164.126/24 172.26.164.254
pod-2/node-208 BB22-93180LC-EX-W...  Out-Of-Band default 172.26.164.127/24 172.26.164.254
pod-2/node-205 BB07-9336C-FX2-WE... Out-Of-Band default 172.26.164.201/24 172.26.164.254
pod-2/node-206 BB07-9336C-FX2-WE... Out-Of-Band default 172.26.164.202/24 172.26.164.254

10. Direct out-of-band access to the switches is now available using SSH.
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Verifying Time Zone and NTP Server

This procedure will allow customers to verify setup of an NTP server for synchronizing the fabric time. To verify the
time zone and NTP server set up, follow these steps:

1. To verify NTP setup in the fabric, select and expand Fabric -> Fabric Policies -> Policies -> Pod -> Date and
Time.

2. Select default. In the Datetime Format - default pane, verify the correct Time Zone is selected and that Offset
State is enabled. Adjust as necessary and click Submit and Submit Changes.

3. On the left, select Policy default. Verify that at least one NTP Server is listed.

4. If desired, select enabled for Server State to enable the ACI fabric switches as NTP servers. Click Submit.

Date and Time Policy - Policy default 0 o
O X K-

Name: default

Description: optiona

-
Administrative State: N disabled
T
Server State: | disabled
N

Authentication Keys: -+

D Key Trusted Authentication Type

NTP Servers:

Host Name/IP Address Preferred Minimum Maximum Management EPG
Palling Interval  Polling Interval

172.26.163.254 True 4 6 default (Out-of-Band)

5. If necessary, on the right use the + sign to add NTP servers accessible on the out of band management sub-
net. Enter an IP address accessible on the out of band management subnet and select the default (Qut-of-
Band) Management EPG. Click Submit to add the NTP server. Repeat this process to add all NTP servers.

Verifying Domain Name Servers
To verify optional DNS in the ACI fabric, follow these steps:

1. Select and expand Fabric -> Fabric Policies -> Policies -> Global -> DNS Profiles -> default.
2. Verify the DNS Providers and DNS Domains.

3. If necessary, in the Management EPG drop-down, select the default (Out-of-Band) Management EPG. Use
the + signs to the right of DNS Providers and DNS Domains to add DNS servers and the DNS domain name.
Note that the DNS servers should be reachable from the out of band management subnet. Click SUBMIT to
complete the DNS configuration.
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DNS Profile - default

Name: default

Description: |optiona

Management EPG:  select an option
DNS Providers:
 Address
192.168.160.55

192.168.160.56

DNS Domains:
+ Name

cisco.com

Default

False

Verifying BGP Route Reflectors

Policy Faults History
o + %
+
Preferred
False
False
==
Description

In this ACI deployment, both of the spine switches are set up as BGP route-reflectors to distribute the leaf routes
throughout the fabric. To verify the BGP Route Reflector, follow these steps:

1.

2.

Select and expand System -> System Settings -> BGP Route Reflector.

Verify that a unigue Autonomous System Number has been selected for this ACI fabric. If necessary, use the

+ sign on the right to add the two spines to the list of Route Reflector Nodes. Click Submit to complete config-
uring the BGP Route Reflector.

BGP Route Reflector Policy - BGP Route Reflector

Name: default

Description: | optional

Autonomous System Number: | 201 -

Route Reflector Nodes:

External Route Reflector Nodes:

Pod ID

Node ID

Node Name

AAT11-9364C-WEST-1

AAT1-9364C-WEST-2

BBO6-3364C-

BBOG-9364C-WEST-2

Node Name

Palicy Faults History
O & K-
AF
Description
Spine-1 in Pod-1
Spine-2 in Pod-1
Spine-1 in Pod-2
Spine-2 in Pod-2
b
Description

3. To verify the BGP Route Reflector has been enabled, select and expand Fabric -> Fabric Policies -> Pods ->

Policy Groups. Under Policy Groups make sure a policy group has been created and select it. The BGP Route
Reflector Policy field should show “default.”

28



Cisco ACI Configuration

Pod Policy Group - Pod2-West_PPG 0 o
Policy Faults History

O & %

Name: Pod2-West_PPG

Description: | aptional

Date Time Policy: | Pod2-West-NTP_Palic

Resolved Date Time Policy: Pod2-West-NTP_Policy

&

SIS Policy: | default

@&

Resolved ISIS Policy: default
COOP Group Policy: | default

@

Resolved COOP Group Policy: default
BGP Route Reflector Policy: | default

@

Resolved BGP Route Reflector Policy: default

Management Access Policy: [default

&

Resolved Management Access Policy: default
SNMP Policy: | default v

[

Resolved SNMP Policy: default
MACsec Policy: | default y

Resolved MACsec Policy: default

4. If a Policy Group has not been created, on the left, right-click Policy Groups under Pod Policies and select
Create Pod Policy Group. In the Create Pod Policy Group window, provide an appropriate Policy Group name.
Select the default BGP Route Reflector Policy. Click Submit to complete creating the Policy Group.

5. On the left expand Pods -> Profiles and select Pod Profile default.

6. Verify that the created Policy Group or the Fabric Policy Group identified above is selected. If the Fabric Policy
Group is not selected, view the drop-down list to select it and click Submit.

Pod Profile - default Q00
Palicy Faults History
O+ K-

Name: default

Description: optional

Pod Selectors: e
+ Name Type Blocks Palicy Group
Pod1-West range 1 Pod1-West_PPG
Pod2-West range 2 Pod2-West_PPG

Verifying Fabric Wide Enforce Subnet Check for IP & MAC Learning

In this ACI deployment, Enforce Subnet Check for IP & MAC Learning should be enabled. To verify this setting,
follow these steps:

1. Select and expand System -> System Settings -> Fabric Wide Setting.

2. Ensure that Enforce Subnet Check is selected, check the box if it is not selected.
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3. Select Opflex Client Authentication. (Needed if configuring Cisco AVE)

4. Click Submit.

Disable Remaote EP

Admin  Operations  Apps  Integrations

| Faults | NS Events AuditLog | Active Sessions

Fabric-Wide Settings Policy

Fabric Access Policy Setup

This section details the steps to create various access policies creating parameters for CDP, LLDP, LACP, etc.
These policies are used during vPC and VMM domain creation. In an existing fabric, these policies may already

exist.

The following policies will be setup during the Fabric Access Policy Setup:

00

Policy  History

o +

Access Interface Policies

Purpose

Policy Name

Sets link to 1T00Gbps

100Gbps-Link

Sets link to 40Gbps 40Gbps-Link
Link Level Policies Sets link to 25Gbps 25Gbps-Link

Sets link to 10Gbps 10Gbps-Link

Sets link to 1Gbps 1Gbps-Link

Enables CDP CDP-Enabled
CDP Interface Policies

Disables CDP CDP-Disabled

LLDP Interface Policies

Enables LLDP

LLDP-Enabled

Disables LLDP

LLDP-Disabled

Port Channel Policies

Sets LACP Mode

LACP-Active

Sets MAC Pinning

MAC-Pinning

Layer 2 Interface Policies

Specifies VLAN Scope as Port Local

VLAN-Scope-Local

Specifies VLAN Scope as Global

VLAN-Scope-Global
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Access Interface Policies Purpose Policy Name
Firewall Policies Disables Firewall Firewall-Disabled
Enables BPDU Filter and Guard BPDU-FG-Enabled

Spanning Tree Policies

Disables BPDU Filter and Guard BPDU-FG-Disabled

The existing policies can be used if configured the same way as listed. To define fabric access policies, follow
these steps:

1. Log into the APIC AGUI.
2. Inthe APIC Ul, select and expand Fabric -> Access Policies -> Policies -> Interface.

Create Link Level Policies

This procedure will create link level policies for setting up the 1Gbps, 10Gbps, and 40Gbps link speeds. To create
the link level policies, follow these steps:

1. In the left pane, right-click Link Level and select Create Link Level Policy.

2. Name the policy as 1Gbps-Link and select the 1Gbps Speed.

Create Link Level Policy (2 1>}

Name: | 1Gbps-Link

Description: | optional

Alias:

Auto Negotiation: on

Speed: |1 Gbps
Link debounce interval (msec): 100

Forwarding Error Correction: | Inherit

3. Click Submit to complete creating the policy.
4. In the left pane, right-click Link Level and select Create Link Level Policy.
5. Name the policy 10Gbps-Link and select the 10Gbps Speed.

6. Click Submit to complete creating the policy.
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7. Inthe left pane, right-click Link Level and select Create Link Level Policy.
8. Name the policy 25Gbps-Link and select the 25Gbps Speed.

9. Click Submit to complete creating the policy.

10. In the left pane, right-click Link Level and select Create Link Level Policy.
11. Name the policy 40Gbps-Link and select the 40Gbps Speed.

12. Click Submit to complete creating the policy.

13. In the left pane, right-click Link Level and select Create Link Level Policy.
14. Name the policy 100Gbps-Link and select the 100Gbps Speed.

15. Click Submit to complete creating the policy.

16. Verify the policies are created successfully.

e

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Interface - Link Level

+ Name label Auto Negotiation Speed Link Debounce Forwarding  Description
Interval (msec) Error
Correction
100Gbps-Link on 100 Gbps 100 Inherit
10Gbps-Link on 10 Gbps 100 Inherit
1Gbps-Link on 1 Gbps 100 Inherit
25Gbps-Link on 25 Gbps 100 Inherit
40Gbps-Link on 40 Gbps 100 Inherit

default on inherit 100 Inherit

Inherit-Link on inherit 100 Inherit

Create CDP Policy
This procedure creates policies to enable or disable CDP on a link. To create a CDP policy, follow these steps:

1. Inthe left pane, right-click CDP interface and select Create CDP Interface Policy.

2. Name the policy as CDP-Enabled and enable the Admin State.
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Create CDP Interface Policy (2 1]

Name: |CDP—EnabIed|

Description: |optional

Alias:

Admin State: Disabled Enabled

3. Click Submit to complete creating the policy.

4. In the left pane, right-click the CDP Interface and select Create CDP Interface Palicy.
5. Name the policy CDP-Disabled and disable the Admin State.

6. Click Submit to complete creating the policy.

Create LLDP Interface Policies

This procedure will create policies to enable or disable LLDP on a link. To create an LLDP Interface policy, follow
these steps:

1. Inthe left pane, right-click LLDP Interface and select Create LLDP Interface Palicy.

2. Name the policy as LLDP-Enabled and enable both Transmit State and Receive State.
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Create CDP Interface Policy (2 1]

Name: |LLDP-Enabled

Description: | optional

Alias:

Admin State: Disabled Enabled

3. Click Submit to complete creating the policy.

4. In the left, right-click the LLDP Interface and select Create LLDP Interface Policy.

5. Name the policy as LLDP-Disabled and disable both the Transmit State and Receive State.
6. Click Submit to complete creating the policy.

Create Port Channel Policy

This procedure will create policies to set LACP active mode configuration and the MAC-Pinning mode
configuration. To create the Port Channel policy, follow these steps:

1. In the left pane, right-click Port Channel and select Create Port Channel Policy.

2. Name the policy as LACP-Active and select LACP Active for the Mode. Do not change any of the other
values.
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Create Port Channel Policy (2 1>

Name: | LACP-Active

Description: | optional

Alias:
Mode:  LACP Active
Mot Applicable for FC PC
Control: | Suspend Individual Port =/ Graceful Convergence
Fast Select Hot Standby Ports 1=

Minimum Number of Links: | 1 -
Mot Applicable for FEX PCAVPC and FC PC
Maximum Number of | 16 -

C

Links: Not Applicable for FEX PG/VPG and FG P

3. Click Submit to complete creating the policy.
4. In the left pane, right-click Port Channel and select Create Port Channel Policy.

5. Name the policy as MAC-Pinning and select MAC Pinning for the Mode. Do not change any of the other
values.
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Create Port Channel Policy (2 1>

Name: | MAC-Pinning

Description: | optional

Alias:

Mode: MAC Pinning

Not Applicable for FC PC

Minimum Number of Links: |1

Mot Applicable for FEX PCAVPC and FC PC

Maximum Number of | 16
Links: Not Applicable for FEX PG/VPG and FG PG

6. Click Submit to complete creating the policy.

Create BPDU Filter/Guard Policies

This procedure will create policies to enable or disable BPDU filter and guard. To create a BPDU filter/Guard
policy, follow these steps:

1. Inthe left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

2. Name the policy as BPDU-FG-Enabled and select both the BPDU filter and BPDU Guard Interface Controls.

Create Spanning Tree Interface Policy 0

Name: | BPDU-FG-Enabled

Description: |optiona

Alias:

Interface controls: [+ BPDU filter enabled
BPDU Guard enabled
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3. Click Submit to complete creating the policy.
4. In the left pane, right-click Spanning Tree Interface and select Create Spanning Tree Interface Policy.

5. Name the policy as BPDU-FG-Disabled and make sure both the BPDU filter and BPDU Guard Interface
Controls are cleared.

6. Click Submit to complete creating the policy.

Create VLAN Scope Policy

To create policies to enable port local scope for all the VLANS, follow these steps:

1. Inthe left pane, right-click the L2 Interface and select Create L2 Interface Policy.

2. Name the policy as VLAN-Scope-Local and make sure Port Local scope is selected for VLAN Scope. Do not
change any of the other values.

Create L2 Interface Policy 09

Name: | VLAN-Scope-Local

Description: |optiona

QinG: disabled doubleQtagPort ‘ edgePor:)

disabled enabled

Reflective Relay (802.10bg):

VLAN Scope: Global scope Port Local scope

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a VLAN-Scope-Global Policy and make sure Global scope is selected for VLAN
Scope. Do not change any of the other values. See below.
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Create L2 Interface Policy [ 21>

Name: |\.-'LAN—Scope—GIobaI

Description: |optiona

Q'an: disabled doubleQtagPort ‘ edgePor‘t)

Reflective Relay (802.10bg):

disabled enabled

Global scope Port Local scope

VLAN Scope:

Create Firewall Policy

To create policies to disable a firewall, follow these steps:

1. In the left pane, right-click Firewall and select Create Firewall Policy.

2. Name the policy Firewall-Disabled and select Disabled for Mode. Do not change any of the other values.

Create Firewall Policy 00

Name: | Firewall-Disabled

Description: |optiona

Mode: lisabled Enabled

Administrative State: | enabled

SysLog

Included Flows: | Denied flows '
Polling Interval (seconds): |60
Log Level: |information

Dest Group: | select an option

3. Click Submit to complete creating the policy.
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Create Virtual Port Channels (vPCs)

In this section, access layer connectivity is established between the ACI fabric and the Cisco UCS Domain for
VersaStack. The Cisco UCS Domain consists of a pair of Cisco UCS Fabric Interconnects (FI-A, FI-B) - multiple
Cisco UCS (rack, blade) servers can connec