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Executive Summary

Cisco Unified Computing System™ (Cisco UCS®) is a next-generation data center platform that unites computing,
network, storage access, and virtualization into a single cohesive system. Cisco UCS is an ideal platform for the
architecture of mission critical database workloads. The combination of the Cisco UCS platform, Pure Storage
FlashArray//X ®, and SAP HANA can accelerate your IT transformation by enabling faster deployments, greater
flexibility of choice, efficiency, and lower risk.

This Cisco Validated Design (CVD) describes a FlashStack reference architecture for deploying SAP HANA TDI on
Pure Storage FlashArray//X using Cisco UCS compute servers, Cisco MDS Switches and Cisco Nexus Switches.
Cisco and Pure Storage has validated the reference architecture with SAP HANA workload in its lab. This
document presents the hardware and software configuration of the components involved and offers
implementation and best practices guidance.

FlashStack for SAP is a converged infrastructure solution that brings the benefits of an all-flash storage platform to
your converged infrastructure deployments. Built on best of breed components from Cisco and Pure Storage,
FlashStack provides a converged infrastructure solution that is simple, flexible, efficient, and costs less than legacy
converged infrastructure solution based on traditional disk. FlashStack is designed to increase IT responsiveness
to business demands while reducing the overall cost of computing. FlashStack components are integrated and
standardized to help you achieve timely, repeatable, consistent deployments.

FlashStack embraces the latest technology and efficiently simplifies the data center workloads that redefine the
way IT delivers value;

e Better performance (3min HANA reload times, 2.3x data reduction) - Faster time to deployment, fully
tested, validated, and documented for rapid deployment and reduced management complexity.

e 54 percent lower storage cost (IDC) Lowers overall IT costs by dramatic savings in power, cooling, and
space with 100 percent Flash storage.

e Scales easily without disruption - Consolidate hundreds of enterprise-class applications in a single rack.

o Delivers flexibility to support your most intensive workloads - Suitable for both SAP and associated
workloads such as Big Data and real-time Analytics.

e Integrated, holistic system and data management across your entire infrastructure whether on-premise, in a
Cloud, or a hybrid combination of both.

e Purity//FA’s Evergreen solution allows customers to move storage costs from CapEx to OpEx with
consumption-based pricing and cloud-like flexibility, even on-prem. Storage never goes out of date and
you never run short of capacity.

e |IDC confirms - no unplanned downtime Reduces operational risk- Highly available, six 9’s architecture with
no single point of failure, non-disruptive operations, and no downtime.
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Solution Overview

Introduction

The current industry trend in data center design is towards shared infrastructures featuring multi-tenant workload
deployments. Cisco® and Pure Storage have partnered to deliver FlashStack, which uses best-in-class storage,
server, and network components to serve as the foundation for a variety of workloads, enabling efficient
architectural designs that can be quickly and confidently deployed. FlashStack solution provides the advantage of
having the compute, storage, and network stack integrated with the programmability of Cisco Unified Computing
System and the on-demand growth and expandability of Evergreen storage from Pure Storage. Users experience
appliance-level simplicity with cloud-like efficiencies and economics while maintaining their SAP TDI-based re-
deployment/re-use options as their landscape evolves.

SAP HANA is SAP SE’s implementation of in-memory database technology. The SAP HANA database combines
transactional and analytical SAP workloads and hereby takes advantage of the low cost main memory (RAM),
data-processing capabilities of multicore processors, and faster data access. SAP HANA offers a multi-engine,
query-processing environment that supports relational data (with both row- and column-oriented physical
representations in a hybrid engine) as well as a graph and text processing for semi-structured and unstructured
data management within the same system. As an appliance, SAP HANA combines software components from
SAP optimized for certified hardware. However, this solution has a preconfigured hardware set-up and preinstalled
software package that is very inflexible and costly due to its dedicated SAP HANA hardware. In 2013, SAP
introduced SAP HANA Tailored Datacenter Integration (TDI) option; TDI solution offers a more open and flexible
way for integrating SAP HANA into the data center by reusing existing enterprise storage hardware, thereby
reducing hardware costs. Competitor solutions often require “forklift replacements” which drive up user costs and
reduce ROIl. However SAP HANA TDI option enables organizations to run multiple SAP HANA production systems
on a shared infrastructure. It also enables customers to run the SAP application servers and SAP HANA database
hosted on the same infrastructure.

In this specific setup, the solution includes Windows File Services running on the FlashArray for the shared file
system, providing out-of-the-box file sharing capabilities without compromise.

For more information about SAP HANA, see the SAP help portal: http://help.sap.com/hanal.

The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of
deployment of an SAP HANA Storage TDI solution. This document describes the infrastructure installation and
configuration to run SAP HANA Storage TDI in the FlashStack environment. It also addresses two very important
use cases namely Scale-Up and Scale-Out system installation and configuration.

Audience

The target audience for this document includes, but is not limited to, storage administrators, data center architects,
database administrators, field consultants, IT managers, SAP solution architects and customers who want to
implement SAP HANA on FlashStack Converged Infrastructure solution. A working knowledge of SAP HANA
Database, Linux, server, storage, networks is assumed but is not a prerequisite to read this document.

Goals and Objectives of this Document

SAP HANA TDI deployments are complicated and generally mission critical with high availability requirements.
Customers face challenges maintaining these landscapes both in terms of time, available resources and
operational cost. .


http://help.sap.com/hana/
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The goal of this CVD is to show case the scalability, manageability and simplicity of the FlashStack Converged
Infrastructure solution for deploying SAP HANA mission critical applications.

The following are the objectives of this reference architecture document:

1. Provide reference architecture design guidelines for the FlashStack based SAP HANA implementation.

2. Implement and validate SAP HANA single-node Scale-Up and 3+1 Scale-Out system design.

FlashStack System Overview

The FlashStack platform, is a flexible, integrated infrastructure solution that delivers pre-validated storage,
networking, and server technologies. Cisco and Pure Storage have carefully validated and verified the FlashStack
architecture and its many use cases while creating a portfolio of detailed documentation, information, and
references to assist customers in transforming their data centers to this shared infrastructure model.

This portfolio includes, but is not limited to, the following items:
e Best practice architectural design

e Implementation and deployment instructions and provide application sizing based on the results

Figure 1 FlashStack System Components

Cisco SAN Switches Cisco Network Switches
* MDS 9000 * Nexus 9000

Configuration

and

Connectivity

Best Practices
Cisco UCS Compute Pure Storage FlashArray
* UCS 6300FI * //X Series
* UCS B Series
* UCS C Series

As shown in Figure 1, these components are connected and configured according to best practices of both Cisco
and Pure Storage and provide the ideal platform for running a variety of enterprise workloads with confidence.
FlashStack can scale up for greater performance and capacity (adding compute, network, or storage resources
individually as needed), or it can scale out for environments that require multiple consistent deployments.

The reference architecture covered in this document leverages the Pure Storage FlashArray//X, Cisco Nexus
9000 series and Cisco MDS 9100 series for the switching element and Cisco Fabric Interconnects 6300 series
for System Management. As shown in Figure 1, FlashStack Architecture can maintain consistency at scale. Each
of the component families shown in (Cisco UCS, Cisco Nexus, Cisco MDS, Cisco FI and Pure Storage) offers
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platform and resource options to scale the infrastructure up or down, while supporting the same features and
functionality that are required under the configuration and connectivity best practices of FlashStack.

Design Principles

The FlashStack for SAP HANA solution addresses the following primary design principles:

Repeatable: Create a scalable building block that can be easily replicated at any customer site. Publish the
version of various firmware under test and weed out any issues in the lab before customers deploy this
solution.

Available: Create a design that is resilient and not prone to failure of a single component. For example, we
include best practices to enforce multiple paths to storage, multiple NICs for connectivity, and high
availability (HA) clustering.

Efficient: Take advantage of inline data reduction, higher bandwidth and low latency of the Pure Storage
FlashArray//m used in the FlashStack solution.

Simple: Avoid unnecessary and/or complex tweaks to make the results look better than a normal out-of-
box environment.

FlashStack Solution Benefits

Key Benefits of the FlashStack solution are:

Consistent Performance and Scalability
— Consistent sub-millisecond latency with 100 percent flash storage
— Consolidate hundreds of enterprise-class applications in a single rack

— Scalability through a design for hundreds of discrete servers and thousands of virtual machines, and the
capability to scale /O bandwidth to match demand without disruption

— Repeatable growth through multiple FlashStack CI deployments
Operational Simplicity

— Fully tested, validated, and documented for rapid deployment

— Reduced management complexity

— No storage tuning or tiers necessary

— Auto-aligned 512b architecture eliminates storage alignment headaches
Improved TCO

— Dramatic savings in power, cooling and space with Cisco UCS and 100 percent Flash
Industry leading data reduction

Enterprise Grade Resiliency
— Highly available architecture and redundant components

— Non-disruptive operations

10
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— Upgrade and expand without downtime or performance 10ss
— Native data protection: snapshots and replication

Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack solutions,
from customer account and technical sales representatives to professional services and technical support
engineers. The support alliance between Pure Storage and Cisco gives customers and channel services partners
direct access to technical experts who collaborate with cross vendors and have access to shared lab resources to
resolve potential issues.

11



Infrastructure Requirements for the SAP HANA Database

Infrastructure Requirements for the SAP HANA Database
I ————————————

There are hardware and software requirements defined by SAP to run SAP HANA systems in Tailored Datacenter
Integration (TDI) option. This Cisco Validated Design uses guidelines provided by SAP.

Additional information is available at: http://saphana.com

CPU

SAP HANA2.0 (TDI) supports servers equipped with Intel Xeon processor E7-8880v3, E7-8890v3, E7-8880v4,
E7-8890v4 and all Skylake CPU’s > 8 cores. In addition, the Intel Xeon processor E5-26xx v4 is supported for
scale-up systems with the SAP HANA TDI option.

Memory

SAP HANA is supported in the following memory configurations:

¢ Homogenous symmetric assembly of dual in-line memory modules (DIMMSs) for example, DIMM size or
speed should not be mixed

e Maximum use of all available memory channels

e SAP HANA 2.0 Memory per socket up to 768 GB for SAP NetWeaver Business Warehouse (BW) and
DataMart

e SAP HANA 2.0 Memory per socket up to 1536 GB for SAP Business Suite on SAP HANA (SoH) on 2- or
4-socket server

CPU and Memory Combinations

SAP HANA allows for a specific set of CPU and memory combinations. Table 1 lists the certified Cisco UCS
servers for SAP HANA with supported Memory and CPU configuration for different use cases.

Table 1 List of Cisco UCS Servers Defined in FlashStack Solution for SAP

Cisco UCS Server CPU Supported Memory Scale UP/Suite on | Scale-Out
HANA
Cisco UCS B200 M5 2 x Intel Xeon 128 GBto 1.5 TB BW Supported Not supported

128 GB to 3 TB for SoH

Cisco UCS C220 M5 2 x Intel Xeon 128 GBto 1.5 TB BW Supported Not supported
128 GB to 3 TB for SoH

Cisco UCS C240 M5 2 x Intel Xeon 128 GBto 1.5 TB BW Supported Not supported
128 GB to 3 TB for SoH

Cisco UCS B480 M5 4 x Intel Xeon 256 GB to 3 TB for BW Supported Supported
256 GB to 6 TB for SoH

Cisco UCS C480 M5 4 x Intel Xeon 256 GB to 3 TB for BW Supported Supported
256 GB to 6 TB for SoH

Cisco C880 M5 8x Intel Xeon 3TB-6TB for BW Supported Supported

12
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Cisco UCS Server CPU

Supported Memory

Scale UP/Suite on
HANA

Scale-Out

3TB - 12TB for SoH

Network

A SAP HANA data center deployment can range from a database running on a single host to a complex distributed
system. Distributed systems can get complex with multiple hosts located at a primary site having one or more

secondary sites; supporting a distributed multi-terabyte database with full fault and disaster recovery.

SAP HANA has different types of network communication channels to support the different SAP HANA scenarios

and setups:

e Client zone: Channels used for external access to SAP HANA functions by end-user clients, administration

clients, and application servers, and for data provisioning through SQL or HTTP

e Internal zone: Channels used for SAP HANA internal communication within the database or, in a distributed

scenario, for communication between hosts

e Storage zone: Channels used for storage access (data persistence) and for backup and restore procedures

Table 2 lists all the networks defined by SAP or Cisco or requested by customers.

Table 2 List of Known Networks

communication within a
scale-out configuration

Name | Use Case | Solutions | Bandwidth requirements
Client Zone Networks
Application Server Network SAP Application Server All 10 or 40 GbE
to DB communication
Client Network User / Client Application | All 10 or 40 GbE
to DB communication
Data Source Network Data import and external | Optional for all SAP 10 or 40 GbE
data integration HANA systems
Internal Zone Networks
Inter-Node Network Node to node Scale-Out 40 GbE

System Replication Network

For SAP HANA Disaster
Tolerance

TBD with Customer

Storage Zone Networks

HANA administration

HANA systems

Backup Network Data Backup Optional for all SAP 10 or 40 GbE
HANA systems
Storage Network Node to Storage All 40 GbE
communication
Infrastructure Related Networks
Administration Network Infrastructure and SAP Optional for all SAP 1 GbE

13
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Name Use Case Solutions Bandwidth requirements
Boot Network Boot the Operating Optional for all SAP 40 GbE

Systems via PXE/NFS or | HANA systems

iISCSI

Details about the network requirements for SAP HANA are available in the white paper from SAP SE at:
http://www.saphana.com/docs/DOC-4805.

The network needs to be properly segmented and must be connected to the same core/ backbone switch as
shown in Figure 2 based on your customer’s high-availability and redundancy requirements for different SAP
HANA network segments.

Figure 2 High-Level SAP HANA Network Overview
High-Level SAP HANA Network Overview

. Y 1 A
( Application | HANA Client f Y " Application |, HAMR @RS Y N
S . Data ) Data )
Server [ (Bl client, HANA ‘ 5 Server (BI client, HANA Sources ‘
(ABAP, XS) | Studio, ...) L ourees \k(ABAP, Xs) Studio, ...) L /

SAP SAP SAP SAP - SAP SAP SAP SAP
HANA HANA HANA HANA HANA HANA HANA HANA
H Server Server Server Server Server Server Server Server
Node 1 Node 2 Node 3 Node 4 Node 1 Node 2 Node 3 Node 4
i \ J t J
i | | | | i | | | |
- (i | e |
. A @ - 6 (7
Enterprise Storage Enterprise Storage T
Client zone: o Application Server Network eC\ient Network o Data Source Network S . SAP
O O More details aV ource: on:
SAP HANA Mad SE A Network"
Storage zone: o Enterprise Storage Network o Backup Network

Based on the listed network requirements, every server must be equipped with 2x 10 Gigabit Ethernet for scale-
up systems to establish the communication with the application or user (Client Zone) and a 10 GbE Interface for
Storage access.

For Scale-Out solutions, an additional redundant network for SAP HANA node to node communication with 10
GDbE is required (Internal Zone).

‘ﬁ For more information on SAP HANA Network security, refer to the SAP HANA Security Guide.

Storage

As an in-memory database, SAP HANA uses storage devices to save a copy of the data, for the purpose of
startup and fault recovery without data loss. The choice of the specific storage technology is driven by various
requirements like size, performance and high availability. To use Storage system in the Tailored Datacenter
Integration option, the storage must be certified for SAP HANA TDI option at:
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/enterprise -storage.html.

All relevant information about storage requirements is documented in this white paper:
https://www.sap.com/documents/2015/03/74cdbb54-5a7¢-0010-82¢c/-eda/1afb1 1fa.html.

14
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ﬁ SAP can only support performance related SAP HANA topics if the installed solution has passed the vali-

dation test successfully.

Refer to section SAP_HANA Hardware Configuration Check Tool for Tailored Data Center Intearation of the SAP

HANA Administration Guide for more information.

Filesystem Layout

Figure 3 illustrates the file system layout and the required storage sizes to install and operate SAP HANA. For the
Linux OS installation (/froot) 10 GB of disk size is recommended. Additionally, 50 GB must be provided for the
/usr/sap since the volume used for SAP software that supports SAP HANA.

While installing SAP HANA on a host, specify the mount point for the installation binaries (/hana/shared/<sid>),
data files (/hana/data/<sid>) and log files (/hana/log/<sid>), where sid is the instance identifier of the SAP HANA

installation.

Figure 3 File System Layout for 2 Node Scale-Out System

! (root)
Linux OS fusr/sap
i i /hana
data log shared
<<sid=> <<sid=> <<gid=>
' — =
mnt00001 mnt00002 mnt00001 mnt00002
hdb00001 | hdb00001 hdb00005
hdb00002 hdb00005 hdb00002
hdb00003 hdb00003
hdb00004 hdb00004

L The storage sizing for filesystem is based on the amount of memory equipped on the SAP HANA host.

Below is a sample filesystem size for a single system appliance configuration:

Root-FS: 100 GB inclusive of space required for /usr/sap
/hana/shared: Tx RAM or 1TB whichever is less
/hana/data: 1 x RAM

/hana/log: ¥ of the RAM size for systems <= 256GB RAM and min %4 TB for all other systems
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With a distributed installation of SAP HANA Scale-Out, each server will have the following:
Root-FS: 100 GB inclusive of space required for /usr/sap

The installation binaries, trace and configuration files are stored on a shared filesystem, which should be
accessible for all hosts in the distributed installation. The size of shared filesystem should be 1 X RAM of a worker
node for each 4 nodes in the cluster. For example, in a distributed installation with three hosts with 512 GB of
memory each, shared file system should be 1 x 512 GB = 512 GB, for 5 hosts with 512 GB of memory each,
shared file system should be 2 x 512 GB = 1024GB.

For each SAP HANA host there should be a mount point for data and log volume. The size of the file system for
data volume with TDI option is one times the host memory:

/hana/data/<sid>/mntXXXXX: 1x RAM
For solutions based on Intel Skylake 81XX CPU the size of the Log volume must be as follows:
e Half of the server RAM size for systems with < 512 GB RAM

e 512 GB for systems with > 512 GB RAM

Operating System
The supported operating systems for SAP HANA are as follows:
e SUSE Linux Enterprise Server for SAP Applications
e RedHat Enterprise Linux for SAP HANA

High Availability

The infrastructure for a SAP HANA solution must not have single point of failure. To support high-availability, the
hardware and software requirements are:

e Internal storage: A RAID-based configuration is preferred
e External storage: Redundant data paths, dual controllers, and a RAID-based configuration are required
e [Ethernet switches: Two or more independent switches should be used

SAP HANA Scale-Out comes with in integrated high-availability function. If a SAP HANA system is configured with
a stand-by node, a failed part of SAP HANA will start on the stand-by node automatically. For automatic host
failover, storage connector APl must be properly configured for the implementation and operation of the SAP
HANA.

For detailed information from SAP see: http://saphana.com or http://service sap.com/notes.
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Technology Overview

This section provides a technical overview of products used in this solution.

Cisco Unified Computing System

Figure 4 Cisco UCS System
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Cisco Unified Computing System™ is a next-generation data center platform that unites compute, network,
storage access, and virtualization into a cohesive system designed to reduce total cost of ownership (TCO) and
increase business agility. The system integrates a low-latency, lossless 10 and 40 Gigabit Ethernet unified network
fabric with enterprise-class, x86-architecture servers. The system is an integrated, scalable, multi-chassis
platform in which all resources participate in a unified management domain. Cisco UCS is a next-generation
solution for blade and rack server computing.

Cisco UCS unites the following main components:
e Computing

The system is based on an entirely new class of computing system that incorporates rack mount and blade
servers based on Intel Xeon Processor E5 and E7. The Cisco UCS Servers offer the patented Cisco
Extended Memory Technology to support applications with large datasets and allow more virtual machines
per server.

e Network

The system is integrated onto a low-latency, lossless, 10 and 40-Gbps unified network fabric. This network
foundation consolidates LAN, SAN and high-performance computing networks which are separate networks
today. The unified fabric lowers costs by reducing the number of network adapters, switches, and cables,
and by decreasing the power and cooling requirements.

e Virtualization
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The system unleashes the full potential of virtualization by enhancing the scalability, performance, and
operational control of virtual environments. Cisco security, policy enforcement, and diagnostic features are
now extended into virtualized environments to better support changing business and IT requirements.

e Storage Access

The system provides consolidated access to both SAN storage and Network Attached Storage (NAS) over
the unified fabric. By unifying the storage access, the Cisco Unified Computing System can access storage
over Ethernet (NFS or iSCSI) and Fibre Channel over Ethernet (FCoE). This provides customers with choice
for storage access and investment protection. In addition, the server administrators can pre-assign storage-
access policies for system connectivity to storage resources, simplifying storage connectivity, and
management for increased productivity.

e Management

The system uniquely integrates all system components to enable the entire solution to be managed as a
single entity by the Cisco UCS Manager. The Cisco UCS Manager has an intuitive graphical user interface
(GUI), a command-line interface (CLI), and a powerful scripting liorary module for Microsoft PowerShell built
on a robust application programming interface (API) to manage all system configuration and operations.

Cisco UCS fuses access layer networking and servers. This high-performance, next-generation server system
provides a data center with a high degree of workload agility and scalability. Cisco UCS accelerates the delivery of
new services simply, reliably, and securely through end-to-end provisioning and migration support for both
virtualized and non-virtualized systems.

Cisco Unified Computing System Components

e (Cisco UCS 6300 Series Fabric Interconnects

(http://www cisco.com/c/en/us/products/servers-unified-computing/ucs-6300-series-fabric-
interconnects/index.htmi)

Cisco UCS 6300 Series Fabric Interconnects provides line-rate, low-latency, lossless, 10 and 40-Gigabit
Ethernet (varies by model) and Fibre Channel over Ethernet (FCoE). Cisco UCS 6300 Series Fabric provides
management and communication backbone for Cisco UCS B-Series Blade Servers, Cisco UCS 5100 Series
Blade Server Chassis, Cisco UCS C-Series Rack Servers.

e (Cisco UCS 5100 Series Blade Server Chassis

(hitp://www.cisco.com/c/en/us/products/servers-unified-computina/ucs-5100-series-blade-server-
chassis/index.html)

Cisco UCS 5108 Blade Server Chassis is a six rack units (6RU) high, can mount in an industry-standard 19-
inch rack, and uses standard front-to-back cooling. A chassis can accommodate up to eight half-width, or
four full-width Cisco UCS B-Series Blade Servers form factors within the same chassis.

e Cisco UCS 2300 Series Fabric Extender

(http://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-
interconnects/datasheet-c78-675243 himl)

Cisco UCS 2300 series Fabric Extender brings the unified fabric into the blade server enclosure, providing
multiple 10 and 40 Gigabit Ethernet connections between blade servers and the fabric interconnect,
simplifying diagnostics, cabling, and management.
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Cisco UCS B-Series Blade Servers and C Series Rack Servers

(http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-b-series-blade-
servers/index.html)

(hitp://www.cisco.com/c/en/us/products/servers-unified-computina/ucs-c-series-rack-servers/index.html)

Based on Intel® Xeon® processor E7 and E5 product families and the latest Skylake processors, Cisco UCS
Servers work with virtualized and non-virtualized applications to increase:

— Performance

— Energy efficiency

— Flexibility

— Administrator productivity
Cisco UCS Adapters

(hitp://www.cisco.com/c/en/us/products/interfaces-modules/unified-computing-svstem-
adapters/index.html)

The Cisco Unified Computing System supports Converged Network Adapters (CNAs) obviate the need for
multiple network interface cards (NICs) and host bus adapters (HBAs) by converging LAN and SAN traffic in
a single interface.

Cisco UCS Manager

(hitp://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-manager/index.htmi)

Streamline many of your most time-consuming daily activities, including configuration, provisioning,
monitoring, and problem resolution with Cisco UCS Manager. It reduces TCO and simplifies daily operations
to generate significant savings.

Cisco Nexus 9000 Series Switches

(http://www.cisco.com/c/en/us/products/switches/nexus-9000-series-switches/index.html)

The 9000 Series offers modular 9500 switches and fixed 9300 and 9200 switches with
1/10/25/50/40/100 Gigabit Ethernet switch configurations. 9200 switches are optimized for high
performance and density in NX-OS mode operations.

Cisco MDS 9100 Series Multilayer Fabric Switches

(http://www.cisco.com/c/en/us/products/storage-networking/mds-9100-series-multilayer-fabric-
switches/index.html)

The Cisco MDS 9100 Series Multilayer Fabric Switches consists of Cisco MDS 9148S, a 48-port, 16 Gbps
Fibre Channel switch, and the Cisco MDS 9148, a 48-port 8 Gbps Fibre Channel switch.

Cisco UCS Manager

Cisco UCS Manager (UCSM) provides unified, centralized, embedded management of all Cisco UCS software and
hardware components across multiple chassis and thousands of virtual machines. Administrators use the software
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to manage the entire Cisco UCS as a single logical entity through an intuitive GUI, a command-line interface (CLI),
or an XML API.

Cisco UCS Manager manages Cisco UCS systems through an intuitive HTML 5 or Java user interface and a
command-line interface (CLI) enabling centralized management of distributed systems scaling to thousands of
servers. Cisco UCS Manager is embedded on a pair of Cisco UCS 6300 Series Fabric Interconnects using a
clustered, active-standby configuration for high availability. The manager gives administrators a single interface for
performing server provisioning, device discovery, inventory, configuration, diagnostics, monitoring, fault detection,
auditing, and statistics collection.

Cisco UCS management software provides a model-based foundation for streamlining the day-to-day processes
of updating, monitoring, and managing computing resources, local storage, storage connections, and network
connections. By enabling better automation of processes, Cisco UCS Manager allows IT organizations to achieve
greater agility and scale in their infrastructure operations while reducing complexity and risk.

Cisco UCS Manager provides an easier, faster, more flexible, and unified solution for managing firmware across
the entire hardware stack than traditional approaches to server firmware provisioning. Using service profiles,
administrators can associate any compatible firmware with any component of the hardware stack. After the
firmware versions are downloaded from Cisco, they can be provisioned within minutes on components in the
server, fabric interconnect, and fabric extender based on the required network, server, and storage policies for
each application and operating system. The firmware’s auto-installation capability simplifies the upgrade process
by automatically sequencing and applying upgrades to individual system elements.

Some of the key elements managed by Cisco UCS Manager include:
e Cisco UCS Integrated Management Controller (IMC) firmware
o RAID controller firmware and settings
e BIOS firmware and settings, including server universal user ID (UUID) and boot order

e Converged network adapter (CNA) firmware and settings, including MAC addresses and worldwide names
(WWNs) and SAN boot settings

e Virtual port groups used by virtual machines, using Cisco Data Center VM-FEX technology

e Interconnect configuration, including uplink and downlink definitions, MAC address and WWN pinning,
VLANSs, VSANS, quality of service (QoS), bandwidth allocations, Cisco Data Center VM-FEX settings, and
Ether Channels to upstream LAN switches

Cisco UCS Manager provides end-to-end management of all the devices in the Cisco UCS domain it manages.
Devices that are uplinked from the fabric interconnect must be managed by their respective management
applications.

Cisco UCS Manager is provided at no additional charge with every Cisco UCS platform.
For more information on Cisco UCS Manager, see:

http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-manager/index.html

Cisco UCS Service Profile

Service profiles are essential to the automation functions in Cisco UCS Manager. They provision and manage
Cisco UCS systems and their 1/O properties within a Cisco UCS domain. Infrastructure policies are created by
server, network, and storage administrators and are stored in the Cisco UCS Fabric Interconnects. The
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infrastructure policies needed to deploy applications are encapsulated in the service profiles templates, which are
collections of policies needed for the specific applications. The service profile templates are then used to create
one or more service profiles, which provide the complete definition of the server. The policies coordinate and
automate element management at every layer of the hardware stack, including RAID levels, BIOS settings,
firmware revisions and settings, server identities, adapter settings, VLAN and VSAN network settings, network
quality of service (QoS), and data center connectivity.

A server’s identity is made up of many properties such as UUID, boot order, IPMI settings, BIOS firmware, BIOS
settings, RAID settings, disk scrub settings, number of NICs, NIC speed, NIC firmware, MAC and IP addresses,
number of HBAs, HBA WWNs, HBA firmware, FC fabric assignments, QoS settings, VLAN assignments, remote
keyboard/video/monitor etc. | think you get the idea. It's a LONG list of “points of configuration” that need to be
configured to give this server its identity and make it unique from every other server within your data center. Some
of these parameters are kept in the hardware of the server itself (like BIOS firmware version, BIOS settings, boot
order, FC boot settings, etc.) while some settings are kept on your network and storage switches (like VLAN
assignments, FC fabric assignments, QoS settings, ACLs, etc.). This results in following server deployment
challenges:

e Fvery deployment requires coordination among server, storage, and network teams
e Need to ensure correct firmware and settings for hardware components
e Need appropriate LAN and SAN connectivity

The service profile consists of a software definition of a server and the associated LAN and SAN connectivity that
the server requires. When a service profile is associated with a server, Cisco UCS Manager automatically
configures the server, adapters, fabric extenders, and fabric interconnects to match the configuration specified in
the service profile. Service profiles improve IT productivity and business agility because they establish the best
practices of your subject-matter experts in software. With service profiles, infrastructure can be provisioned in
minutes instead of days, shifting the focus of IT staff from maintenance to strategic initiatives. Service profiles
enable pre-provisioning of servers, enabling organizations to configure new servers and associated LAN and SAN
access settings even before the servers are physically deployed.

Cisco UCS Service Profiles contain values for a server's property settings, including virtual network interface cards
(VNICs), MAC addresses, boot policies, firmware policies, fabric connectivity, external management, and HA
information. By abstracting these settings from the physical server into a Cisco Service Profile, the Service Profile
can then be deployed to any physical compute hardware within the Cisco UCS domain. Furthermore, Service
Profiles can, at any time, be migrated from one physical server to another. This logical abstraction of the server
personality separates the dependency of the hardware type or model and is a result of Cisco’s unified fabric
model (rather than overlaying software tools on top).
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Figure 5 Traditional Components
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Service profiles benefit both virtualized and non-virtualized environments. Workloads may need to be moved from
one server to another to change the hardware resources assigned to a workload or to take a server offline for
maintenance. Service profiles can be used to increase the mobility of non-virtualized servers. They also can be
used in conjunction with virtual clusters to bring new resources online easily, complementing existing virtual
machine mobility. Service profiles are also used to enable Cisco Data Center Virtual Machine Fabric Extender
(VM-FEX) capabilities for servers that will run hypervisors enabled for VM-FEX.

Cisco UCS has uniguely addressed these challenges with the introduction of service profiles that enables
integrated, policy based infrastructure management. Cisco UCS Service Profiles hold the DNA for nearly all
configurable parameters required to set up a physical server. A set of user defined policies (rules) allow quick,
consistent, repeatable, and secure deployments of Cisco UCS servers.

This innovation is still unique in the industry despite competitors claiming to offer similar functionality. In most
cases, these vendors must rely on several different methods and interfaces to configure these server settings.
Furthermore, Cisco is the only hardware provider to offer a truly unified management platform, with Cisco UCS
Service Profiles and hardware abstraction capabilities extending to both blade and rack servers.
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Figure 6 Cisco UCS Management
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Some of key features and benefits of Cisco UCS service profiles are detailed below:

Service profiles and templates. Service profile templates are stored in the Cisco UCS 6300 Series Fabric
Interconnects for reuse by server, network, and storage administrators. Service profile templates consist of server
requirements and the associated LAN and SAN connectivity. Service profile templates allow different classes of
resources to be defined and applied to a number of resources, each with its own unique identities assigned from
predetermined pools.

The Cisco UCS Manager can deploy the service profile on any physical server at any time. When a service profile
is deployed to a server, the Cisco UCS Manager automatically configures the server, adapters, fabric extenders,
and fabric interconnects to match the configuration specified in the service profile. A service profile template
parameterizes the UIDs that differentiate between server instances.

This automation of device configuration reduces the number of manual steps required to configure servers,
Network Interface Cards (NICs), Host Bus Adapters (HBAs), and LAN and SAN switches.

Service profile templates are used to simplify the creation of new service profiles, helping ensure consistent
policies within the system for a given service or application. Whereas a service profile is a description of a logical
server and there is a one-to-one relationship between the profile and the physical server, a service profile
template can be used to define multiple servers. The template approach enables you to configure hundreds of
servers with thousands of virtual machines as easily as you can configure one server. This automation reduces the
number of manual steps needed, helping reduce the opportunities for human error, improve consistency, and
further reducing server and network deployment times.

Programmatically deploying server resources. Cisco UCS Manager provides centralized management capabilities,
creates a unified management domain, and serves as the central nervous system of the Cisco UCS. Cisco UCS
Manager is embedded device management software that manages the system from end-to-end as a single
logical entity through an intuitive GUI, CLI, or XML API. Cisco UCS Manager implements role- and policy-based
management using service profiles and templates. This construct improves IT productivity and business agility.
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Now infrastructure can be provisioned in minutes instead of days, shifting IT’s focus from maintenance to strategic
initiatives.

Dynamic provisioning. Cisco UCS resources are abstract in the sense that their identity, 1/O configuration, MAC
addresses and WWNSs, firmware versions, BIOS boot order, and network attributes (including QoS settings, ACLs,
pin groups, and threshold policies) all are programmable using a just-in-time deployment model. A service profile
can be applied to any blade server to provision it with the characteristics required to support a specific software
stack. A service profile allows server and network definitions to move within the management domain, enabling
flexibility in the use of system resources. Service profile templates allow different classes of resources to be
defined and applied to a number of resources, each with its own unigue identities assigned from predetermined
pOOIS.

Cisco UCS 6300 Unified Fabric Interconnects

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6300 Series offers line-rate, low-
latency, lossless 10 and 40 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE), and Fibre Channel functions.

Figure 7 Cisco UCS 6300 Series Fabric Interconnect

The Cisco UCS 6300 Series provides the management and communication backbone for the Cisco UCS B-Series
Blade Servers, 5100 Series Blade Server Chassis, and C-Series Rack Servers managed by Cisco UCS. All
servers attached to the fabric interconnects become part of a single, highly available management domain. In
addition, by supporting unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN connectivity for all
servers within its domain.

From a networking perspective, the Cisco UCS 6300 Series uses a cut-through architecture, supporting
deterministic, low-latency, line-rate 10 and 40 Gigabit Ethernet ports, switching capacity of 2.56 terabits per
second (Tbps), and 320 Gbps of bandwidth per chassis, independent of packet size and enabled services. The
product family supports Cisco® low-latency, lossless 10 and 40 Gigabit Ethernet unified network fabric
capabilities, which increase the reliability, efficiency, and scalability of Ethernet networks. The fabric interconnect
supports multiple traffic classes over a lossless Ethernet fabric from the server through the fabric interconnect.
Significant TCO savings can be achieved with an FCoE optimized server design in which network interface cards
(NICs), host bus adapters (HBASs), cables, and switches can be consolidated.

Lower Total Cost of Ownership

The Cisco UCS 6300 Series offers several key features and benefits that can lower TCO. Some examples
include:

e Bandwidth up to 2.56 Thps

e Centralized unified management with Cisco UCS Manager software
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Highly Scalable Architecture

Cisco Fabric Extender technology scales up to 20 chassis in just one unified system without additional complexity.
The result is that customers can eliminate dedicated chassis management and blade switches, as well as reduce
cabling.

Cisco UCS 6300 Series Fabric Interconnect Models

Cisco UCS 6332 and 6332-16UP Fabric Interconnects
These top-of-rack (ToR) switches manage domains of up to 160 servers.

Table 3 Fabric Interconnect Specifications

Feature FI 6332 FI 6332-16UP
Height 1TRU 1TRU

Physical Ports 32 40

Max 10G Ports 98 88

Max 40G Ports 32 24

Max FC Ports 0 16 x 4/8/16 G
Unified Ports 0 16

Default Port Licenses 8 4/24, 8/16 UP

Figure 8 Cisco UCS 6332-16UP Fabric Interconnect
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Cisco 6332-16UP Fabric Interconnect

For this SAP HANA solution we have used FI 6332-16UP. As shown in Figure 8, FI 6332-16UP is a one-rack-unit
(1RU) 40 Gigabit Ethernet/FCoE switch and 1/10 Gigabit Ethernet, FCoE and Fiber Channel switch offering up to
2.24 Thps throughput and up to 40 ports. The switch has 24 40Gbps fixed Ethernet/FCoE ports and 16 1/10Gbps
Ethernet/FCoE or 4/8/16G Fiber Channel ports. This Fabric Interconnect is targeted for FC storage deployments
requiring high performance 16G FC connectivity to MDS switches.
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Cisco UCS 2304XP Fabric Extender

The Cisco UCS 2304 Fabric Extender has four 40 Gigabit Ethernet, FCoE-capable, Quad Small Form-Factor
Pluggable (QSFP+) ports that connect the blade chassis to the fabric interconnect. Each Cisco UCS 2304 has
four 40 Gigabit Ethernet ports connected through the midplane to each half-width slot in the chassis. Typically
configured in pairs for redundancy, two fabric extenders provide up to 320 Gbps of 1/O to the chassis.

Figure 9 Cisco UCS 2304 XP

Cisco UCS Blade Chassis

The Cisco UCS 5100 Series Blade Server Chassis is a crucial building block of Cisco Unified Computing System,
delivering a scalable and flexible blade server.

The Cisco UCS 5108 Blade Server Chassis is six rack units (6RU) high and can mount in an industry standard 19-
inch rack. A single chassis can house up to eight half-width Cisco UCS B-Series Blade Servers and can
accommodate both half-width and full-width blade form factors. Four hot-swappable power supplies are
accessible from the front of the chassis, and single-phase AC, -48V DC, and 200 to 380V DC power supplies and
chassis are available. These power supplies are up to 94 percent efficient and meet the requirements for the 80
Plus Platinum rating. The power subsystem can be configured to support nonredundant, N+1 redundant, and grid-
redundant configurations. The rear of the chassis contains eight hot-swappable fans, four power connectors (one
per power supply), and two I/O bays that can support either Cisco UCS 2000 Series Fabric Extenders or the
Cisco UCS 6324 Fabric Interconnect. A passive midplane provides up to 80 Gbps of /O bandwidth per server slot
and up to 160 Gbps of I/O bandwidth for two slots.

The Cisco UCS Blade Server Chassis is shown in Figure 10.

Figure 10 Cisco Blade Server Chassis (front and back view)
1 M o — g —_—

Cisco UCS B480 M5 Blade Server

The enterprise-class Cisco UCS B480 M5 Blade Server delivers market-leading performance, versatility, and
density without compromise for memory-intensive mission-critical enterprise applications and virtualized
workloads, among others. With the Cisco UCS B480 M5, you can quickly deploy stateless physical and virtual
workloads with the programmability that Cisco UCS Manager and Cisco® SingleConnect technology enable.

The Cisco UCS B480 M5 is a full-width blade server supported by the Cisco UCS 5108 Blade Server Chassis.
The Cisco UCS 5108 chassis and the Cisco UCS B-Series Blade Servers provide inherent architectural
advantages:
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e Through Cisco UCS, gives you the architectural advantage of not having to power, cool, manage, and
purchase excess switches (management, storage, and networking), Host Bus Adapters (HBASs), and
Network Interface Cards (NICs) in each blade chassis

e Reduces the Total Cost of Ownership by removing management modules from the chassis, making the
chassis stateless

e Provides a single, highly available Cisco Unified Computing System™ management domain for all system
chassis and rack servers, reducing administrative tasks

The Cisco UCS B480 M5 Blade Server offers:
e Four Intel® Xeon® Scalable CPUs (up to 28 cores per socket)
o 2666-MHz DDR4 memory and 48 DIMM slots with up to 6 TB using 128-GB DIMMs
e (isco FlexStorage® storage subsystem
e Five mezzanine adapters and support for up to four GPUs

e Cisco UCS Virtual Interface Card (VIC) 1340 modular LAN on Motherboard (mLOM) and upcoming fourth-
generation VIC mLOM

e Internal Secure Digital (SD) and M.2 boot options

Figure 11 Cisco UCS B480 M5 Blade Server
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Cisco VIC Interface Card
The Cisco UCS blade server has various Converged Network Adapters (CNA) options.

The Cisco UCS Virtual Interface Card (VIC) 1340 is a 2-port 40-Gbps Ethernet or dual 4 x 10-Gbps Ethernet,
Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed exclusively for the
Cisco UCS B-Series Blade Servers. When used in combination with an optional port expander, the Cisco UCS VIC
1340 capabilities is enabled for two ports of 40-Gbps Ethernet.

Figure 12 Cisco UCS 1340 VIC Card
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The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present over 256
PCle standards-compliant interfaces to the host that can be dynamically configured as either network interface
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cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1340 supports Cisco® Data Center
Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric interconnect ports to
virtual machines, simplifying server virtualization deployment and management.

Cisco VIC 1380 Virtual Interface Card

The Cisco UCS Virtual Interface Card (VIC) 1380 is a dual-port 40-Gbps Ethernet, or dual 4 x 10 Fibre Channel
over Ethernet (FCoE)-capable mezzanine card designed exclusively for the M5 generation of Cisco UCS B-Series
Blade Servers. The card enables a policy-based, stateless, agile server infrastructure that can present over 256
PCle standards-compliant interfaces to the host that can be dynamically configured as either network interface
cards (NICs) or host bus adapters (HBAS). In addition, the Cisco UCS VIC 1380 supports Cisco® Data Center
Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric interconnect ports to
virtual machines, simplifying server virtualization deployment and management.

Figure 13 Cisco UCS 1380 VIC Card
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Cisco Nexus 9336C-FX2 Switches

Powered by cloud-scale technology, the Cisco Nexus 9336C-FX2 offers flexible port speeds supporting
1/10/25/40/100 Gbps in a compact 1 RU form factor. Designed to meet the changing needs of data centers, big
data applications, and automated cloud environments, this powerful switch supports both Cisco ACI and standard
Cisco Nexus switch environments (NX-OS mode). This grants you access to industry-leading programmability
(Cisco NX-0S) and the most comprehensive automated, policy-based, systems-management approach (Cisco
ACI).Cisco Nexus 9336-FX2 Switch

Figure 14 Cisco Nexus 9336C-FX2
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The Cisco Nexus 9336C-FX2 switch benefits are listed below:

Architectural Flexibility

e Support for Cisco ACI architecture and NX-OS
e All 36 ports support 10/25/40/100 Gbps QSFP28 and wire-rate MACsec encryption

e Supports 7.2 Thps of bandwidth and over 2.8 bpps
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Feature Rich

e Automated, policy-based systems management with Cisco ACI
e Build programmable SDN fabrics leveraging open APIs and over 65 Cisco ACI global technology partners

e Enhanced Cisco NX-OS Software designed for performance, resiliency, scalability, manageability, and
programmability

e Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application traffic
patterns

Cisco MDS 9148S 16G FC Switches

The Cisco® MDS 9148S 16G Multilayer Fabric Switch (Figure 15) is the next generation of the highly reliable,
flexible, and low-cost Cisco MDS 9100 Series switches. It combines high performance with exceptional flexibility
and cost effectiveness. This powerful, compact one rack-unit (1RU) switch scales from 12 to 48 line-rate 16
Gbps Fibre Channel ports.

Figure 15 Cisco MDS 9148S 16G FC Switch
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The Cisco MDS 9148S is excellent for:
o A standalone SAN in small departmental storage environments
o A top-of-the-rack switch in medium-sized redundant fabrics
e An edge switch in enterprise data center core-edge topologies

The Cisco MDS 9148S is powered by Cisco NX-OS and Cisco Prime™ Data Center Network Manager (DCNM)
software. It delivers advanced storage networking features and functions with ease of management and
compatibility with the entire Cisco MDS 9000 Family portfolio for reliable end-to-end connectivity.

The Cisco MDS 9148S features and benefits are as below:
e Port speed: 2/4/8/16-Gbps autosensing with 16 Gbps of dedicated bandwidth per port

e Enhance reliability, speed problem resolution, and reduce service costs by using Fibre Channel ping and
traceroute to identify exact path and timing of flows, as well as Cisco Switched Port Analyzer (SPAN) and
Remote SPAN (RSPAN) and Cisco Fabric Analyzer to capture and analyze network traffic.

e Automate deployment and upgrade of software images.
e Reduce consumption of hardware resources and administrative time needed to create and manage zones.

e Optimize bandwidth utilization by aggregating up to 16 physical ISLs into a single logical Port-Channel
bundle with multipath load balancing.
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Pure Storage FlashArray //X R2

FlashArray//X R2 makes server and workload investments more productive, while also lowering storage spend.
With FlashArray, organizations can dramatically reduce the complexity of storage to make IT more agile and
efficient, accelerating your journey to the cloud.

FlashArray//X R2 performance can also make your business smarter by unleashing the power of real-time
analytics, driving customer loyalty, and creating new, innovative customer experiences that simply weren’t possible
with disk. All by Transforming Your Storage with FlashArray//X R2.

FlashArray//X R2 enables you to transform your data center, cloud, or entire business with an affordable all-flash
array capable of consolidating and accelerating all your key applications.

Mini Size—Reduce power, space and complexity by 90 percent:
e 3U base chassis with 15-1500+ TBs usable
e ~TkW of power
e (G cables
Mighty Performance—Transform your datacenter, cloud, or entire business:
e Upto 600,000 32K IOPS
e Upto 18.5 GB/s bandwidth
e <Ims average latency
Modular Scale—Scale FlashArray//X R2 inside and outside of the chassis for generations:
e Expandable to 3 PB usable via expansion shelves
e Upgrade controllers and drives to expand performance and/or capacity
Meaningful Simplicity—Appliance-like deployment with worry-free operations:
e Plug-and-go deployment that takes minutes, not days
e Non-disruptive upgrades and hot-swap everything
e Less parts = more reliability

The FlashArray//X R2 expands upon the FlashArray’s modular, stateless architecture, designed to enable
expandability and upgradability for generations. The FlashArray//X R2 leverages a chassis-based design with
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customizable modules, enabling both capacity and performance to be independently improved over time with
advances in compute and flash, to meet your business’ needs today and tomorrow.

The Pure Storage FlashArray//X is ideal for:

Accelerating Databases and Applications Speed transactions by 10x with consistent low latency, enable online
data analytics across wide datasets, and mix production, analytics, dev/test, and backup workloads without fear.

Virtualizing and Consolidating Workloads Easily accommodate the most IO-hungry Tier 1 workloads, increase
consolidation rates (thereby reducing servers), simplify VI administration, and accelerate common administrative
tasks.

Delivering the Ultimate Virtual Desktop Experience Support demanding users with better performance than
physical desktops, scale without disruption from pilot to >1000’s of users, and experience all-flash performance

Protecting and Recovering Vital Data Assets Provide an always-on protection for business-critical data, maintain
performance even under failure conditions, and recover instantly with FlashRecover.

Pure Storage FlashArray//X sets the benchmark for all-flash enterprise storage arrays. It delivers:

Consistent Performance FlashArray delivers consistent <1ms average latency. Performance is optimized for the
real-world applications workloads that are dominated by /O sizes of 32K or larger vs. 4K/8K hero performance
benchmarks. Full performance is maintained even under failures/updates.

Lower Cost than Disk Inline de-duplication and compression deliver 5 - 10x space savings across a broad set of
I/O workloads including Databases, Virtual Machines and Virtual Desktop Infrastructure.

Mission-Ciritical Resiliency FlashArray delivers >99.9999% proven availability, as measured across the Pure
Storage installed base and does so with non-disruptive everything without performance impact.

Disaster Recovery Built-In FlashArray offers native, fully-integrated, data reduction-optimized backup and disaster
recovery at no additional cost. Setup disaster recovery with policy-based automation within minutes. And, recover
instantly from local, space-efficient snapshots or remote replicas.

Simplicity Built-In FlashArray offers game-changing management simplicity that makes storage installation,
configuration, provisioning and migration a snap. No more managing performance, RAID, tiers or caching. Achieve
optimal application performance without any tuning at any layer. Manage the FlashArray the way you like it: Web-
based GUI, CLI, VMware® vCenter, Rest API, or OpenStack.

Figure 16 FlashArray//X R2 Specifications
//X90
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CAPACITY CONFIGURATION OFTIONS
Flasharray/ X contrellers are designed to suppert both all-NYMe DirectFlash™ modules and classic SATAMSAS Flash
Modules simultaneously — making upgrades and expansicn easy, Both the DireciFlash NVMe Shelf and the classic

HAY5 Lxpansion Shelt can ko uscd with .

2278 457TB 2178 1B.3TB

DIRECTFLASH CAPACITY PACKS DirectFlash DirectAash DirectFlash DirectFlash
Modules Modules Modules Modules
IN AN //X CHASSIS (10 MODULES) 22TB 45 TB 91TB 182 TE
IN A DIRECTFLASH SHELF (14 MODULES) 3M1TE B3 TE 127 TB 256 TB

512GB 1TB/ 960 GB

CLASSIC SATA/SAS CAPACITY PACKS Flash Flash

Modules Maodules
IN AN /X CHASSIS (10 MODULES) ETE 10 TE 20TE 38TE T&TE
IN A SAS SHELF (12 MODULES) MTBE 22TB 45 TB 90 TB

TECHMICAL SPECIFICATIONS®

CAPACITY

H¥10 | UpwoBETB/BIETE
effective copacity®™
Up w20 1B /186 TiB

raw capacity

K20 Upto 275 TR/ 2B1LETIB
effective capacity**

Upte &7 TR/80.3TID

rawe capacity'’

PHYSICAL

3

480 - 600 Walls [nominal — peak)
95 Ibs (431 ka) fully loaded

512" % 18.947 x 20.72" chassis

3u

620 — 688 Walls (nominal — peak)
Al 1bs (437 k) Tully loaded

512" x 18.94" x 29.72" chassis

{IX CONNECTIVITY

Onboard Ports (per contreller)

= 2211025 Gb Ethemel

+ 2 x110/25 Gb Ethernet
Replication

= 2% 1Gb Management Ports

Hast /O Cards (3 slots/contralion)
+ 2-port 10GBase-T Ethernat

= 2 port V10425 Gb Cthornot

= 2-port 40 Gb Ethernet

« 2Pl L0Gh Elhernel
[MVMe-oF Ready)™**

- 2 port 1632 Gh Fibre Channel
(NVMe-oF Ready)

= 4-porl 16732 Gh Fibre Channel

HXS0 | Upte GEO TR/ G022 TR 3
effective capacity** 620 - 760 Watts (neminal — peak)
Up e 185 TR AT TID L b (420 ky) lully losded

raw capacity’ 512" % 18.94" x 2072" chassis
IRTO Upto12 PR 12385 TIR au

effective capacity®* 915 — 1345 Watts (nominal — peak)
Upto 366 TR 320 TIR A7 Ibs (14.0 ko) fully Inadod

raw capacily’ 512" % 18.04" x 2072 chassis [NVMe-oF Ready)
%90 | Upto3P0/30031TI0 al &u
effective capacity*” MO0 — 1570 Watts {nominal — peak)
Up to 878 TR/ 768.3 TiA 97 Ibs (4 kg) fully loaded
raw capacily’ 512" x 18.94" x 29.72" chassis
DIRECT U 1.9 PE elleclive 32U

FLASH capacity*®

460 - 500 Watts (nominal — peak)
SHELF | 110512 TR/ 4656 TR

B7.7 Ibs (39.8kq) fully loaded

ruve capacily 512" % 18,9497 « 29737 chassls

* Armay sccopts Pure Storage SA% bascd cxpansion shelt,

Purity Operating Environment

Purity implements advanced data reduction, storage management and flash management features, and all
features of Purity are included in the base cost of the FlashArray//X R2.

Storage Software Built for Flash—The FlashCare technology virtualizes the entire pool of flash within the FlashArray,
and allows Purity to both extend the life and ensure the maximum performance of consumer- grade MLC flash.

Granular and Adaptive—Purity Core is based upon a 512-byte variable block size metadata layer. This fine-grain
metadata enables all of Purity’s data and flash management services to operate at the highest efficiency.

Best Data Reduction Available—FlashReduce implements five forms of inline and post-process data reduction to
offer the most complete data reduction in the industry. Data reduction operates at a 512-byte aligned variable
block size, to enable effective reduction across a wide range of mixed workloads without tuning.

Highly Available and Resilient—FlashProtect implements high availability, dual-parity RAID-HA, non- disruptive
upgrades, and encryption, all of which are designed to deliver full performance to the FlashArray during any failure
or maintenance event.

Backup and Disaster Recovery Built In—FlashRecover combines space-saving snapshots, replication, and
protection policies into an end-to-end data protection and recovery solution that protects data against loss locally
and globally. All FlashProtect services are fully-integrated in the FlashArray and leverage the native data reduction
capabilities.
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Purity//FA Pure1®

Pure1 Manage—By combining local web-based management with cloud-based monitoring, Pure1 Manage allows
you to manage your FlashArray wherever you are - with just a web browser.

Pure1 Connect—A rich set of APIs, plugin-is, application connectors, and automation toolkits enable you to
connect FlashArray//X R2 to all your data center and cloud monitoring, management, and orchestration tools.

Pure1 Support—FlashArray//X R2 is constantly cloud- connected, enabling Pure Storage to deliver the most
proactive support experience possible. Highly trained staff combined with big data analytics help resolve problems
before they start.

Pure1 Collaborate—Extend your development and support experience online, leveraging the Pure1 Collaborate
community to get peer-based support, and to share tips, tricks, and scripts.

Experience Evergreen™ Storage

)

Get storage that behaves like SaaS and the cloud. Deploy it once and keep expanding and improving
performance, capacity, density and/or features for 10 years or more - without downtime, performance impact, or
data migrations. Our “Right Size” capacity guarantee ensures you get started knowing you will have the effective
capacity you need. And our Capacity Consolidation program keeps your storage modern and dense as you
expand. With Evergreen Storage, you will never re-buy a TB you already own.
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Solution Architecture
]

Physical Topology

The SAP HANA on FlashStack provides an end-to-end architecture with Cisco Hardware and Pure Storage that
demonstrates support for multiple SAP HANA workloads with high availability and redundancy. The architecture
uses Cisco UCS managed Cisco UCS C-Series Servers. The C-Series Rack Servers are connected directly to
Cisco UCS Fabric Interconnect with single-wire management feature, the data traffic between HANA servers and
Storage will be contained in the Cisco UCS Fabric Interconnect. The FC storage access, management and zoning
are provided by the Cisco MDS switches. The Ethernet traffic and uplink to customer network is handled by the
Cisco Nexus switches.

Figure 17 shows the FlashStack for SAP HANA, described in this Cisco Validation Design. It highlights the Cisco
UCS Integrated Infrastructure hardware components and the network connections.

Figure 17 FlashStack for SAP HANA
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Considerations

Scale

Although this is the base design, each of the components can be scaled easily to support specific business
requirements. Additional servers or even blade chassis can be deployed to increase compute capacity without
additional Network components.

Performance

The solution is designed to meet SAP HANA performance requirement defined by SAP SE. All the data traffic
between HANA nodes is contained in the UCS Fabric Interconnect. Each HANA Server is equipped with a
minimum of 1 x 40GbE capable Cisco Virtual Interface Cards, the storage network provides dedicated bandwidth
between HANA servers and Storage Subsystem. For HANA node-to-node network, 40 Gb dedicated network
bandwidth is provided with non-blocking mode.

Solution components and Software Revisions

This section describes the design considerations for the SAP HANA TDI deployment on FlashStack. Table 4 lists
the inventory of the components used in the FlashStack solution.

Table 4 Inventory and Bill of Material of the Validation Setup

Vendor Name Version / Model Description Quantity
Cisco Cisco Nexus 9336C-FX2 NIK-C9336C-FX2 Cisco Nexus 9300 Series 2
Switch Switches
Cisco Cisco MDS 9148S 16G DS-C9148S-12PK9 Cisco MDS 9100 Series 2
Fabric Switch Multilayer Fabric Switches
Cisco Cisco UCS 6332-16UP UCS-FI-6332-16UP Cisco 6300 Series Fabric 2
Fabric Interconnect Interconnects
Cisco Cisco UCS Fabric Extender = UCS-IOM-2304 Cisco UCS 2304XP 1/O Module | 4
(4 External, 8 Internal 40Gb
Ports)
Cisco Cisco UCS B480 M5 blade | UCSB-B480-Mb5 Cisco UCS B-Series Blade 4
servers Servers
Cisco Cisco UCS VIC 1340 UCSC-PCIE-C40Q-03 Cisco UCS VIC 1385 PCIE 8
mLom / VIC 1380 adapters for rack servers
Pure Pure FlashArray //X FlashArray //X50 R2 Pure Storage FlashArray//X 1
Storage

Table 5 lists the software revisions used for validating various components of the FlashStack for SAP HANA.

Table 5 Hardware and Software Components of the FlashStack for SAP HANA Validated in this Design Guide
Vendor Product \ersion Description

Cisco Cisco UCSM 3.2(3g) Cisco UCS Manager
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Vendor Product \ersion Description

Cisco Cisco UCS 6332 16UP FI 5.0(3)N2(3.23d) Cisco UCS Fabric Interconnects

Cisco Cisco UCS B-Series M4 Servers | 3.2(39) Cisco B-Series M4 Blade Servers

Cisco Cisco UCS VIC 1385 4.2(3b) Cisco UCS VIC Adapter

Cisco Cisco Nexus 9336C-FX2 7.3(0)17(3) Cisco Nexus 9336C-FX2 Switches
Switches

SUSE SUSE Linux Enterprise Server SLES for SAP 12 SP3 Operating System to host SAP HANA

RHEL RHEL for SAP HANA RHEL 7.4 OS for HANA Nodes

Configuration Guidelines

This information in this section is intended to enable you to fully configure the customer environment. In this
Process, various steps require you to insert customer-specific naming conventions, IP addresses, and VLAN
schemes, as well as to record appropriate MAC addresses. Table 6 lists the configuration variables that are used
throughout this document. This table can be completed based on the specific site variables and used in
implementing the document configuration steps.

The Cisco UCS Fabric Interconnects are similarly configured. Additionally, this document details the steps for
provisioning multiple Cisco UCS hosts, and these are identified sequentially: HANA-ServerO1, HANA-Server02,
and so on. Finally, to indicate that you should include information pertinent to your environment in a given step,
<text> appears as part of the command structure. Review the following example for the network port vlan
create command

Usage:
network port vlan create ?

[-node] <nodename> Node

{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name

| -port {<netport>|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier
Example:

network port vlan —-node <node0l> -vlan-name iOa-<vlan id>

This document is intended to enable you to fully configure the customer environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, etc. Table 6
lists the configuration variables that are used throughout this document. This table can be completed based on the
specific site variables and used in implementing the document configuration steps.

Table 6 Configuration Variables

Variable Description Customer Implementation
Value
<<var nexus mgmt A hostname>> Cisco Nexus Management A host
name
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Variable

Description

Customer Implementation
Value

<<var nexus mgmt A mgmt0 ip>>

Out-of-band Cisco Nexus
Management A management IP
address

<<var nexus mgmt A mgmtO netmask>>

Out-of-band management network
netmask

<<var_nexus_mgmt_ A mgmtO_gw>>

Out-of-band management network
default gateway

<<var nexus mgmt B hostname>>

Cisco Nexus Management B host
name

<<var nexus mgmt B mgmtO ip>>

Out-of-band Cisco Nexus
Management B management IP
address

<<var nexus mgmt B mgmt0 netmask>>

Out-of-band management network
netmask

<<var nexus mgmt B mgmt0 gw>>

Out-of-band management network
default gateway

<<var global ntp server ip>>

NTP server IP address

<<var_ oob vlan id>>

Out-of-band management network
VLAN ID

<<var_ admin vlan id mgmt>>

<<var_admin vlan id>>

Mgmt PoD - Admin Network VLAN

Admin network VLAN ID - UCS

<<var Win-AD-NFS>>

Network services like DC, DNS etc.,
which is same as WFS network of Pure
Storage FlashArray//X

<<var_nexus-mgmt vpc_domain__id>>

Unique Cisco Nexus switch VPC
domain ID for Management PoD Nexus
Switch pair

<<var_nexus vpc domain_ id>>

Unique Cisco Nexus switch VPC
domain ID for Nx9336C-FX2 Switch
pair

<<var_vm _host mgmt 01 ip>>

ESXi Server 01 for Management
Server IP Address

<<var_vm host mgmt 02 ip>>

ESXi Server 02 for Management
Server IP Address

<<var_ nexus A hostname>>

Cisco Nexus Mgmt-A host name

<<var_nexus_A mgmtO_ip>>

Out-of-band Cisco Nexus Mgmt-A
management IP address
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Variable

Description

Customer Implementation
Value

<<var nexus A mgmt0 netmask>>

Out-of-band management network
netmask

<<var_nexus_A mgmtO gw>>

Out-of-band management network
default gateway

<<var nexus B hostname>>

Cisco Nexus Mgmt-B host name

<<var_nexus_B mgmt0_ip>>

Out-of-band Cisco Nexus Mgmt-B
management IP address

<<var nexus B mgmt0 netmask>>

Out-of-band management network
netmask

<<var nexus B mgmt0 gw>>

Out-of-band management network
default gateway

<<var nfs-shared vlan id>>

/hana/shared NFS network

<<var_ internal vlan id>>

Node to Node Network for HANA
Data/log VLAN ID

<<var backup vlan id>>

Backup Network for HANA Data/log
VLAN 1D

<<var client vlan id>>

Client Network for HANA Data/log
VLAN ID

<<var_appserver_vlan_ id>>

Application Server Network for HANA
Data/log VLAN ID

<<var_datasource vlan id>>

Data source Network for HANA
Data/log VLAN ID

<<var_replication vlan id>>

Replication Network for HANA Data/log
VLAN ID

<<iSCSI_vlan_id A>>

iISCSI-A VLAN ID initiator UCS

<<iSCSI_vlan_id B>>

iISCSI-B VLAN ID initiator UCS

<<var ucs clustername>>

Cisco UCS Manager cluster host name

<<var_ucsa_mgmt_ip>>

Cisco UCS fabric interconnect (FI) A
out-of-band management IP address

<<var ucsa mgmt mask>>

Out-of-band management network
netmask

<<var_ ucsa_mgmt gateway>>

Out-of-band management network
default gateway

<<var ucs cluster ip>>

Cisco UCS Manager cluster IP address

<<var_ucsb_mgmt_ip>>

Cisco UCS FI B out-of-band
management IP address
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Variable

Description

Customer Implementation
Value

<<var_cimc_gateway>>

Out-of-band management network
default gateway

<<var_ ib-mgmt vlan id>>

In-band management network VLAN 1D

<<var purectO mgmt ip>>

Out-of-band management IP for
storage cluster node 01

<<var_purectO_mgmt_ mask>>

Out-of-band management network
netmask

<<var purectO mgmt gateway>>

Out-of-band management network
default gateway

<<var purectl mgmt ip>>

Out-of-band management IP for
storage cluster node 02

<<var purectl mgmt mask>>

Out-of-band management network
netmask

<<var purectl mgmt gateway>>

Out-of-band management network
default gateway

<<var purecluster ip>>

Storage cluster IP

<<var purecluster netmask>>

Storage cluster IP netmask

<<var purecluster gateway>>

Storage cluster IP gateway

<<var_ dns domain name>>

DNS domain name

<<var_ nameserver ip>>

DNS server IP(s)

<<var_global ntp_server ip>>

NTP server IP address

<<var_dc_ip>>

DC IP address

<<var_mds-a_name>>

MDS 9000 A hostname

<<var_mds-a_ip>>

MDS 9000 A Management IP
Address

<<var mgmt netmask>>

Management network Netmask

<<var_mgmt_gw>>

Management network default
Gateway

<<var mds-b name>>

MDS 9000 B hostname

<<var_mds-b_ip>>

MDS 3000 B Management IP
Address

<<var_ fc-pc_a id>>

Fibre Channel - Port Channel ID
for MDS A

40




Solution Architecture

Variable

Description

Customer Implementation
Value

<<var_ fc-pc_ b id>>

Fibre Channel - Port Channel ID
for MDS A

<<var_san a id>>

VSAN ID for MDS A

<<var_san b id>>

VSAN ID for MDS B
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Management Pod Installation

This section describes the configuration of the Management Pod to manage the multiple FlashStack environments
for SAP HANA. In this reference architecture, the Management Pod includes a pair of Cisco Nexus 9000
Switches in standalone mode for out of band management network and a pair of Cisco UCS C220 M5 Rack-
Mount Servers. The rack-mount servers for management are built on VMware ESXI. In the current validation setup,
ESXi hosts run Windows Server jump host providing ADS, DNS and NTP services for Management. A Linux based
VM running internet proxy services is providing for online updates of HANA nodes. The next sections outline the
configurations of each component in the Management Pod.

Management PoD Cisco Nexus 9000 Series Switch Network Configuration

The following section provides a detailed procedure for configuring the Cisco Nexus 9000 Switches of the Mgmt
PoD for SAP HANA environment. The switch configuration in this section based on cabling plan described in the
Device Cabling section. If the systems are connected on different ports, configure the switches accordingly
following the guidelines described in this section.

‘ﬁ The configuration steps detailed in this section provide guidance for configuring the Cisco Nexus 9000
running release 7.3(0)DY(1) within a multi-VDC environment.

The following section provides a detailed procedure for configuring the Cisco Nexus 9000 Switches of the Mgmt
PoD for SAP HANA environment. The switch configuration in this section based on cabling plan described in the
device cabling section below. If the systems are connected on different ports in customer setup, configure the
switches accordingly following the guidelines described in this section

Device Cabling

Table 7 through Table 10 provide the details of the connections used for Management Pod.

In this reference design the Management Pod is directly connected to FlashStack as shown in Figure 18 by back-
to-back vPCs.
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Figure 18 Management POD Connectivity

Nx 9336C-FX2

FlashStack
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N9K Mgmt Switches

Cisco UCS C220 M5
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Table 7 Cisco Nexus 9K-A Management Pod Cabling Information

Local Device Local Port | Connection Remote Device Remote Port

NIK-Mgmt- A Eth1/49 40GbE Nx9336C-FX2-A Eth1/9
Eth1/50 40GbE Nx9336C-FX2-B Eth1/9
Eth1/47 10GbE Mgmt PoD Nx2248 -10G Port 3
Eth1/48 10GbE Mgmt PoD Nx2248 -10G Port 1
Eth1/53- | 10GbE N9K Mgmt B - vPC Peer link Eth1/53-54
54

Table 8 Cisco Nexus 9K-B Management Pod Cabling Information

Local Device Local Port | Connection Remote Device Remote Port

NIK-Mgmt- B Eth1/49 40GbE Nx9336C-FX2-A Eth1/11
Eth1/50 40GbE Nx9336C-FX2-B Eth1/11
Eth1/47 10GbE Mgmt PoD Nx2248 -10G Port 4
Eth1/7 10GbE Mgmt PoD Nx2248 -10G Port 2
Eth1/53- 40GbE N9K Mgmt A - vPC Peer link Eth1/53-54
54*

& Fiber Optic active cables are used for the uplink connectivity from Mgmt PoD Nexus switches to
Nx9336C-FX2 switches.
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Table 9 Cisco UCS C-Series Management Server

Local Device Local Port | Connection Remote Device Remote Port

Cisco UCS C220 M4 CIMC 1GbE NOK-Mgmt A [N9K-A-101/1/14] Eth 1/14
Port M
Port O 10GbE N9K Management B Eth 1/25
Port 1 10GbE N9K Management A Eth 1/25

Table 10  Cisco Nexus 2248 Management Pod Cabling Information

Local Device Local Port | Connection Remote Device Remote Port

Nx2248-Mgmt Eth1/1 1 GbE NIK-Mgmt-A MgmtO
Eth1/2 1 GbE NIK-Mgmt-B MgmtO
Eth1/3 1 GbE MDS-A MgmtO
Eth1/4 1 GbE MDS-B MgmtO
Eth1/5 1 GbE FI-A MgmtO
Eth1/6 1 GbE FI-B MgmtO
Eth1/7 1 GbE Pure Storage FlashArray//XCTO MgmtO
Eth1/8 1 GbE Pure Storage FlashArray//X CT1 MgmtO
Eth/123 1 GbE Nx9336C-FX2-A MgmtO
Eth1/24 1 GbE Nx9336C-FX2-B MgmtO

& The configuration steps detailed in this section provides guidance for configuring the Cisco Nexus 9000
running release 7.3(0)DY(1) within a multi-VDC environment.

These steps provide the details for the initial Cisco Nexus 9000 Series Switch setup.
Cisco Nexus 9000 Series Switches —Network Initial Configuration Setup
This section provides the steps for the initial Cisco Nexus 9000 Series Switch setup.

Cisco Nexus 9000 A
To set up the initial configuration for the first Cisco Nexus switch, complete the following steps:

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.
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---- Basic System Configuration Dialog VDC: 1 ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system

defaults and not the current system configuration wvalues.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Do you want to enforce secure password standard (yes/no) [y]:
Create another login account (yes/no) [n]:
Configure read-only SNMP community string (yes/no) [n]:
Configure read-write SNMP community string (yes/no) [n]:

Enter the switch name : <<var nexus_mgmt A hostname>>

MgmtO IPv4 address : <<var nexus mgmt A mgmt0 ip>>
Mgmt0 IPv4 netmask : <<var nexus mgmt A mgmt0 netmask>>

Configure the default gateway? (yes/no) [y]:

Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) [n]:
Enable the ssh service? (yes/no) [y]:
Type of ssh key you would like to generate (dsa/rsa) [rsa]l:
Number of rsa key bits <1024-2048> [2048]:
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var_global ntp server ip>>
Configure CoPP system profile (strict/moderate/lenient/dense/skip)
The following configuration will be applied:
password strength-check
switchname <<var nexus mgmt A hostname>>

vrf context management
ip route 0.0.0.0/0 <<var nexus_mgmt A mgmt0 gw>>

Continue with Out-of-band (mgmt0O) management configuration? (yes/no) [y]:

IPv4 address of the default gateway : <<var nexus mgmt A mgmt0 gw>>

[strict]:
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exit
no feature telnet
ssh key rsa 2048 force
feature ssh
ntp server <<var global ntp server ip>>
copp profile strict
interface mgmtO
ip address <<var nexus mgmt A mgmt0 ip>> <<var nexus mgmt A mgmtO netmask>>
no shutdown

Would you like to edit the configuration? (yes/no) [n]: Enter
Use this configuration and save it? (yes/no) [y]: Enter

[##H##HHEHEHEH A AR AR AR H R HHHHH S EHE] 100
Copy complete.

Cisco Nexus 9000 B
To set up the initial configuration for the second Cisco Nexus switch, complete the following steps:

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.

--—-- Basic System Configuration Dialog VDC: 1 ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system

defaults and not the current system configuration wvalues.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes
Create another login account (yes/no) [n]:
Configure read-only SNMP community string (yes/no) [n]:
Configure read-write SNMP community string (yes/no) [n]:
Enter the switch name : <<var nexus_mgmt B hostname>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]:
Mgmt0 IPv4 address : <<var nexus mgmt B mgmt0 ip>>

Mgmt0 IPv4 netmask : <<var nexus mgmt B mgmt0 netmask>>

Configure the default gateway? (yes/no) [y]:
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IPv4 address of the default gateway : <<var nexus mgmt B mgmt0 gw>>
Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) [n]:
Enable the ssh service? (yes/no) [y]:
Type of ssh key you would like to generate (dsa/rsa) [rsa]l:
Number of rsa key bits <1024-2048> [2048]:
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var_global ntp server ip>>
Configure default interface layer (L3/L2) [L3]: L2
Configure default switchport interface state (shut/noshut) [shut]: Enter
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]:
The following configuration will be applied:
password strength-check
switchname <<var nexus mgmt B hostname>>
vrf context management
ip route 0.0.0.0/0 <<var nexus_mgmt B mgmtO gw>>
exit
no feature telnet
ssh key rsa 2048 force
feature ssh
ntp server <<var global ntp server ip>>
copp profile strict
interface mgmtO

ip address <<var nexus mgmt B mgmt0 ip>> <<var nexus mgmt B mgmtO netmask>>
no shutdown

Would you like to edit the configuration? (yes/no) [n]: Enter
Use this configuration and save it? (yes/no) [y]: Enter

(HeH#HH A FH A A H RS AAFE A H S E#4] 1003
Copy complete.

Enable Appropriate Cisco Nexus 9000 Series Switches—eatures and Settings

Cisco Nexus 9000 A and Cisco Nexus 9000 B
To enable the IP switching feature and set the default spanning tree behaviors, complete the following steps:

1. On each Nexus 9000, enter configuration mode:

config terminal

2. Use the following commands to enable the necessary features:
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feature udld

Install feature-set fex
feature-set fex

feature lacp

feature vpc

feature interface-vlan
feature 1ldp

3. Configure spanning tree defaults:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default

4. Save the running configuration to start-up:

copy run start

Create VLANSs for SAP HANA Management Traffic

Cisco Nexus 9000 A and Cisco Nexus 9000 B
To create the necessary VLANs, complete the following step on both switches:

1. From the configuration mode, run the following commands:

vlan <<var Win-AD-NFS>>
name WIN-AD-NFS

vlan <<var _mgmt vlan id>>
name HANA-Mgmt

L The WIN-AD-NFS network referenced here should be the same VLAN that has been configured in the
customer’s LAN that provides the active directory services, DNS, NTP management services. We match
this VLAN ID with our NFS network we create as WFS configuration on Pure Storage FlashArray//XRUN
platform needs access to Domain Controller / DNS and provides NFS share defined in the same network

Configure Virtual Port-Channel Domain

Cisco Nexus 9000 A
To configure vPCs for switch A, complete the following steps:

1. From the global configuration mode, define the vPC domain:

vpc domain <<var nexus-mgmt vpc domain id>>

2. Make Nexus 9000A the primary vPC peer by defining a low priority value:

role priority 10

3. Use the management interfaces on the supervisors of the Nexus 9000s to establish a keepalive link:
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peer-keepalive destination <<var nexus-mgmt B mgmt0 ip>> source <<var nexus-
mgmt A mgmt0 ip>>

4. Enable following features for this vPC domain:

peer-switch
delay restore 150
peer—-gateway
auto-recovery

Cisco Nexus 9000 B
To configure vPCs for switch B, complete the following steps:

1. From the global configuration mode, define the vPC domain:

vpc domain <<var nexus-mgmt vpc domain id>>

2. Make Cisco Nexus 9000 B the secondary vPC peer by defining a higher priority value than that of the Nexus
9000 A:

role priority 20

3. Use the management interfaces on the supervisors of the Cisco Nexus 9000s to establish a keepalive link:

peer-keepalive destination <<var nexus-mgmt A mgmt0 ip>> source <<var nexus-
mgmt B mgmt0 ip>>

4. Enable following features for this vPC domain:

peer-switch
delay restore 150
peer—-gateway
auto-recovery

Configure Network Interfaces for the VPC Peer Links

Cisco Nexus 9000 A

1. Define a port description for the interfaces connecting to VPC Peer <<var_nexus_B_hostname>>.

interface Ethl/53
description VPC Peer <<var nexus_B hostname>>:1/53

interface Ethl/54
description VPC Peer <<var nexus_B hostname>>:1/54

2. Apply a port channel to both VPC Peer links and bring up the interfaces.

interface Ethl1/53-54
channel-group 1 mode active
no shutdown
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3. Define a description for the port-channel connecting to <<var_nexus_B_hostname>>.

interface Pol
description vPC peer-1link

4. Make the port-channel a switchport, and configure a trunk to allow HANA management VLANs

switchport
switchport mode trunk
switchport trunk allowed vlan <<var Win-AD-NFS>>,<<var mgmt vlan id>>

5. Make this port-channel the VPC peer link and bring it up.

spanning-tree port type network
vpc peer-link
no shutdown

Cisco Nexus 9000 B

1. Define a port description for the interfaces connecting to VPC peer <<var_nexus_A_hostname>>.

interface Ethl/53
description VPC Peer <<var nexus_A hostname>>:1/53

interface Ethl/54
description VPC Peer <<var nexus_ A hostname>>:1/54

2. Apply a port channel to both VPC peer links and bring up the interfaces.

interface Ethl1/53-54
channel-group 1 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_nexus_A_hostname>>.

interface Pol
description vPC peer-link

4. Make the port-channel a switchport, and configure a trunk to allow HANA VLANS.

switchport
switchport mode trunk
switchport trunk allowed vlan <<var Win-AD-NFS>>,<<var mgmt vlan id>>

5. Make this port-channel the VPC peer link and bring it up.

spanning-tree port type network
vpc peer-link
no shutdown
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Direct Connection of Management Pod to FlashStack Infrastructure

This section describes the configuration steps for Cisco Nexus 9000 switches in the Management Pod connected
to each FlashStack instance’s switches with back-to-back vPCs.

Cisco Nexus 9000 A

1. Define a port description for the interface connecting to <<var_nexus_A_hostname>>.

interface ethl/49
description <<var nexus A hostname>>:1/9

2. Define a port description for the interface connecting to <<var_nexus_B_hostname>>.

interface ethl/50
description <<var nexus B hostname>>:1/9

3. Assign both ports a port channel and bring up the interface.

interface ethl/49-50
channel-group 6 mode active
no shutdown

4. Define a description for the port-channel connecting to FlashStack Switch.

interface Po6
description back-to-back-vpc-with-Nx9336C-FX2-pair

5. Make the port-channel a switchport, and configure a trunk to allow all Management VLANS.

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

6. Make the port channel and associated interfaces spanning tree network ports.

spanning-tree port type network

7. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216

8. Make this a VPC port-channel and bring it up.

vpc 6
no shutdown

9. Save the running configuration to start-up.

copy run start
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Cisco Nexus 9000 B

1. Define a port description for the interface connecting to <<var_nexus_A_hostname>>.

interface ethl/49
description <<var nexus A hostname>>:ethl/11

2. Define a port description for the interface connecting to <<var_nexus_B_hostname>>.

interface ethl/50
description <<var nexus B hostname>>:ethl/11

3. Assign both the interfaces to a port channel and bring up the interface.

interface ethl1/49-50
channel-group 6 mode active
no shutdown

4. Define a description for the port-channel connecting to FlashStack Switch.

interface Po6
description back-to-back-vpc-with-Nx9336C-FX2-pair

5. Make the port-channel a switchport, and configure a trunk to allow all Management VLANS.

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

6. Make the port channel and associated interfaces spanning tree network ports.

spanning-tree port type network

7. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216

8. Make this a VPC port-channel and bring it up.

vpc 6
no shutdown

9. Save the running configuration to start-up.

copy run start

Dual-Homed FEX Topology (Active/Active FEX Topology) for T GE Management Access

A Nexus 2248 switch in dual-homed topology with management Nexus 9000 series switches is used for having
the TGE management access to all elements of the reference infrastructure.
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The dual-homed FEX (Active/Active) topology is supported with NX-0S 7.0(3)15(2) and later using Cisco Nexus
9300 and Nexus 9300-EX Series switches. The following topology shows that each FEX is dual-homed with two
Cisco Nexus 9300 Series switches.

The FEX-fabric interfaces for each FEX are configured as a vPC on both peer switches. The host interfaces on the
FEX appear on both peer switches.
A sample high-level connectivity/configuration is shown below:

p— SN

P

\
A

N9k-1

4 FEX 101

Eth100/1/1 Eth100/1/2-3

> P0200

=

501097

ﬁ In our validation setup, we have all management ports connecting to N2K switch’s 1GE ports.

Configure Interfaces to Cisco Nexus 2248 Fabric Extender Switch

Cisco Nexus 9000 A and 9000 B

1. Define a port-channel for fex fabric connect

interface port-channellOl

switchport mode trunk

vpc 101

switchport trunk allowed vlan <<var-mgmt-vlan-id>>

2. Define a port description for the interface connecting to <<var_nexus_B_hostname>>.

interface ethl/47-48
channel-group mode 101 active
no shutdown
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Configure Interfaces to Cisco UCS C220 Management Server

Cisco Nexus 9000 A

1. Define a port description for the interface connecting to <<var_c220-mgmt-srv>>-A and <<var_c220-
mgmt-srv>>-B.

interface Ethl/25
description << var C220-mgmt>>-A:Pl

interface Ethl/26
description << var C220-mgmt>>-B:Pl

2. Make the switchport and configure a trunk to allow NFS and Management VLANS.

interface Ethl/25

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

spanning-tree port type edge trunk

interface Ethl/26

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

spanning-tree port type edge trunk

Cisco Nexus 9000 B

1. Define a port description for the interface connecting to <<var_c220-mgmt-srv>>-A and <<var_c220-
mgmt-srv>>-B.

interface Ethl/25
description << var_ C220-mgmt>>-A:P2

interface Ethl/26
description << var_ C220-mgmt>>-B:P2

2. Make the switchport and configure a trunk to allow NFS and Management VLANS.

interface Ethl/25

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

spanning-tree port type edge trunk

interface Ethl/26

switchport

switchport mode trunk

switchport trunk allowed vlan switchport trunk allowed vlan <<var Win-AD-
NFS>>,<<var mgmt vlan id>>

spanning-tree port type edge trunk
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Management Server Installation

The Cisco UCS C220 M5 Server acts as a management server for this solution. It requires VMware ESXi 6.5 for
the Cisco UCS C220 M5 Servers and for the proxy services, either a SLES or Redhat Server in a VM. Windows
based system VM can also be considered to host the Network services such as Domain Controller, DNS and NTP
for use by the HANA nodes.

Server Configuration

The Cisco UCS C220 M5 Rack-Mount Servers are recommended for use as management servers in the
FlashStack environment.

Cisco Integrated Management Controller (CIMC) of Cisco UCS C220 M5 Servers and both the Cisco UCS VIC
card ports must be connected to Cisco Nexus 9000 Series Switches in the management network, as defined in
the Cabling Section. Three IP addresses are necessary for each of the server; one each for the CIMC, ESXi
console and PXE boot VM networks.

CIMC Configuration

To configure the IP-Address on the CIMC, complete the following steps:

1. With a direct attached monitor and keyboard press F8 when the following screen appears:

NI
CISCO

Copyright (C) 2017 C

tform ID

- Loading Ptu Driv

ar

11:44:

Ferforming Platform Characterization ...

2. Configure the CIMC as required to be accessible from the Management LAN.
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MIC Properties
NIC mode NIC redundancy

Cizco Card:
WLAMN (Adwvanced)

IF (Basic)

1.
ditional settings

3. When connecting the CIMC to Management Switch, complete the following steps:

a. Choose Dedicated under NIC mode

b. Enter the IP address for CIMC which is accessible from the Management Network

c. Enter the Subnet mask for CIMC network

d. Enter the Default Gateway for CIMC network

e. Choose NIC redundancy as None

f.  Enter the Default password for admin user under Default User (Basic) and Reenter password

Storage Configuration

To create a redundant virtual drive (RAID 1) on the internal disks to host ESXi and VMs, complete the following
steps:

‘& RAID1 for two internal disks in the Management server can be set up from the CIMC web Browser by
completing the following steps:

1. Open a web browser and navigate to the Cisco C220-M5 CIMC IP address.
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2. Enter admin as the user name and enter the administrative password, which was previously set.

[&][=]=] &
_.,-f' aule Cisco IMC Login Page » '\_'\ \
& C (Y | A Notsecure | BEps: /192,168, 76,91/ login bitm| e
5 oApps bl UCSM b Cisco Inbegrated Mans YMware ES¥i Lagin - YMware ESE 4 Cloud and Systems M:

alian )
CISCO

C220-WZP211305NE
Cisco Integrated Management
Controller

Version: 3.1(3g)

Log In

certain other

3. Click Login to log in to CIMC.

4. On the Navigation Pane click the Storage tab. Select Cisco 12G Modular Raid Controller.
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< Cc O |n Mot sacure | BEBS: /192,168,769 1 /ndex html#CIMC

Apps Wy UCSM ol

Cisco Integrated Manz

Wiware ESX Login - YMware ESK il

h/

Fhysical Drive Info

Yirtual Drive Info

Cloud and Systems Mz

Battery Backup Unit

{ Cisco 12G Modular Raid Controller with 2GB cache {max 16 drives) (MRAID) / Controller Info

Storage Log

Create Yirtual Drive from Unused Physical Drives | Create Yirtual Drive frorn an Existing “irtual Drive Group | Import Foreign Confiy | Clear Foreign Config |

Clear Boot Drive | Get Storage Firrmware Log | Enable Drive Security | Disable Drive Security | Clear Cache | Clear all Configuration | Set Factory Defaults |

Switch 1o Remote Key Management | Switch to Local Key Management

Chassis >
Compute

MNetworking »
Storage A

Cisco FlexUtil

Cisco 12G Modular Raid Con...

v HealthiStatus

Composite Health:
Controller Status:

RAID Chip Temperature:

Admin >

Storage Firmware Loy Status:

v Firmware Versions

Product Name:
Serial Number:

Firmware Package Build:

v PClInfo

PCl Slot:
Vendor ID:
Device ID:

Sub Vendor ID:
SubDevice ID:

¥ Manufacturing Data

Manufactured Date:

Revision:

v Boot Drive

Boot Drive:

Optimal
73

Mot Dovenloaded

Cisco 126 Modular Raid Controller with 0
SkB44P0308
50.1.0-1408

MRAID
1a0o
14
137
20e

2016-11-08
06003

none

v Settings

Predictive Fail Poll Interval:

Rehuild Rate:

Patrol Read Rate:

Consistency Check Rate:

Reconstruction Rate:

Cache Flush Interval:

Max Drives To Spin Up At Once:

Delay Among Spinup Groups:

Physical Drive Coercion Mode:

Cluster Mode:

Battery Warning:

ECC Bucket Leak Rate:

Expose Enclosure Devices:

Maintain PD Fail History:

Enable Copyback on SMART:

Enable Copyback to S5D on SMART Error:
Native Command Queuing:

JBOD:

Enable Spin Down of Unconfigured Drives:
Enahle SSD Patrol Read:

AutoEnhancedlmport:

300 sec
30%
30 %
30 %
30%

4 sec

4

B sec
1G8B
false
true
1440 min
true
false
true
true
enabled
true
true
false

true

5. Click Create Virtual Drive from Unused Physical Drives.

6. Choose RAID Level 1 and Select the Disks and click >> to add them in the Drive Groups.
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RAID Level: | 1 L 4 Enable Full Disk Encryption: -

Create Drive Groups

Physical Drives Belected 0/Total 0 43¢ + Drive Groups 3~
1D Size(MB) ... Interface Type Name
Mo data available [ bpen.2)
o
o

Virtual Drive Properties

Name: | RAIDI_12 | Disk Cache Policy: | Unchanged v |

Access Policy: | Read WWrite v | Write Policy: | Wyrite Back Good BEU v |

Read Policy: | Aways Read Ahead v | Strip Size (MB): | 255k v |
Cache Policy: | Direct 10 v | Size | 571250 MB ¥

| Generate XMLAPI Request | Create Virtual Drive | Close

7. Click Create Virtual Drive to create the virtual drive.

8. Click the Virtual Drive Info tab.

9. Select the Virtual Drive created and Click Initialize.

¥ Virtual Drives Virtual Drives
2 WD-0 T H H
nitialize et as Boot Drive elete Yirtual Drive it Virtual Drive : ide Drive
8 Initiali S Boot Dri Delete Virtual Dri i Edit Virtual Dri i Hide Dri
Virtual Drive Number Name Status Health Size RAID Level Boot Drive
0 RAIDT_12 Optimal Good 571250 MB RAID1 false

10. Click Initialize VD.

59



Management Pod Installation

Initialize Virtual Drive

Are you sure you want to initialize the virtual drive - RAIDT 127

Initialize Type: [ Fast Initialize ¥ l

Initialize VD Cancel

11. As a prerequisite for ESXi installation, under Compute BIOS setting’s Security sub-tab, make sure Intel Trusted
Execution Technology Support is Enabled.

mment Cantroller

=&

' /A / Compute [ BIOS

Remote Management Troubleshoating Power Policies PID Catalog

éChaSSIS » BI0S

Compute Enter BIOS Setup | Clear BIOS CMOS | Restare Manufacturing Custamn Settings | Restore Defaults

Networking > Configure BIOS Configure Boot Order Configure BIOS Profile

[[{®} Server Management Security Processar Mernory Power/Performance

Storage >
Mote: Default values are shown in bold.
Admin > _
Reboot Host Immediately: | |
Trusted Platform Module State: | Enabled ¥ |
Intel Trusted Execution Technology Support: | Enabled ¥ |
Power on Password: | Disabled v |

VMware ESXi Installation

Install VMware ESXi 6.5d on the Cisco UCS Mb C-Series server and configure both Cisco UCS VIC interfaces as
the ESX Management Network by completing the following steps.

Download Cisco Custom Image for ESXi 6.5a
To download the Cisco Custom Image for ESXI 6.5a, complete the following steps:

1. Click the following link vmware login page.

2. Type your email or customer number and the password and then click Log in.

3. Click the following link Cisco ESXi 6.5U2 GA Install CD Download.

4. Click Download.

5. Save it to your destination folder.

60


https://my.vmware.com/web/vmware/login
https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI65U2-CISCO&productId=614

Management Pod Installation

VMware ESXi Hosts ESXi-Mgmt-01 and ESXi-Mgmt-02
To prepare the server for the OS installation, complete the following steps on each ESXi host:

1.

On your Browser go to IP address Set for CIMC.

2. In the Navigation Pane Server > Summary.

3. Click Launch KVM Console.

4. Open with Java JRE installed.

5. Click the Virtual Media tab.

6. Click Map CD/DVD.

7. Browse to the ESXi installer ISO image file and click Open.

8. Select the Mapped checkbox to map the newly added image.

9. Under Power tab select Power Cycle System to reboot the server.
Install ESXIi

Management Server ESXi-Mgmt-01 and ESXi-Mgmt-02
To install VMware ESXi on the local disk, complete the following steps on each host:

1.

On reboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer from the
menu that is displayed.

Unware-ESXi-6.5d4.0-5310538-Custom-Cisco-6.5.0.2 Boot Men

Unmware-ESXi-6.5d.0-5310538-Custom-Cisco-6.5.0.2 Installe

Boot from local disk

2. After the installer is finished loading, press Enter to continue with the installation.
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10.

11.

Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

Select the local disk which was previously created for ESXi and press Enter to continue with the installation.
Select the appropriate keyboard layout and press Enter.

Enter and confirm the root password and press Enter.

The installer issues a warning that existing partitions will be repartitioned. Press F11 to continue with the instal-
lation.

After the installation is complete, clear the Mapped checkbox (located in the Virtual Media tab of the KVM
console) to unmap the ESXi installation image.

The ESXi installation image must be unmapped to make sure that the server reboots into ESXi and not into the
installer.

The Virtual Media window might issue a warning stating that it is preferable to eject the media from the guest.
Click Yes to unmap the image.

From the KVM tab, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a management
network for the VMware hosts, complete the following steps on each ESXi host.

Configure Management Access

To configure the ESXi-Mgmt-01 ESXi host with access to the management network, complete the following
steps:

1.

2.

9.

10.

11.

After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var oob vlan id>>and press Enter.

From the Configure Management Network menu, select IP Configuration and press Enter.
Select the Set Static IP Address and Network Configuration option by using the space bar.
Enter the IP address for managing the first ESXi host: <<var _vm_host mgmt 01 ip>>.
Enter the subnet mask for the first ESXi host.

Enter the default gateway for the first ESXi host.

Press Enter to accept the changes to the IP configuration.
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12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

206.

Select the IPv6 Configuration option and press Enter.

Using the spacebar, unselect Enable IPv6 (restart required) and press Enter.

Select the DNS Configuration option and press Enter.

Because the IP address is assigned manually, the DNS information must also be entered manually.
Enter the IP address of the primary DNS server.

Optional: Enter the IP address of the secondary DNS server.

Enter the fully qualified domain name (FQDN) for the first ESXi host.

Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.

Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and press Enter.
Press Enter to run the test.

Press Enter to exit the window.

Press Esc to log out of the VMware console.

r.S

Repeat the above steps to configure the ESXi-Mgmt-02 ESXi host.

VMware ESXi Host ESXi-Mgmt-01

Set Up VMkernel Ports and Virtual Switch

L

Repeat the steps in this section for all the ESXi Hosts.

To set up the VMkernel ports and the virtual switches on the ESXi-Mgmt-01 ESXi host, complete the following
steps:

1.

2.

From each Web client, select the host in the inventory.
Click the Networking in the main pane.
Select Standard Switch: vSwithO

Select Network Adapters tab and add vmnic?2 and vmnic3 to the vSwitch and click Save.
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Configure Additional Port Groups on this New vSwitch.

1. Select Networking in the main pane.
2. Click properties of vSwitchO and Select Ports tab.
3. Select VM port group.

4. For Network Label enter Mgmt. Enter VLAN ID for HANA-Mgmt.

5. Click Finish.
55 vSwitchD Properties O
Ports l Metwork Adapters ]

Configuration Summary Port Group Properties

it vswitch 120 Parts Metwork Label: Mgmt

@ omz Virtual Maching ... VLAN ID: 76

g Magmt Virtual Machine ...

@ DMZIG Virtual Machine ... EEEEAITE

g Management Met... vMotion and IP ... Security

@  Win-AD-NF5 Virtual Machine ... Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept

Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: -
Burst Size: =
Failover and Load Balancing
Load Balancing: Port ID
Metwork Failure Detection: Link status only
Motify Switches: Yes
Failback: Yes
Active Adapters: vmnic2, vmnic3
Standby Adapters: MNone
Add... Edit... Remove Unused Adapters: None

6. Add additional port groups for the Management network as well to the vSwitch.

7. Repeat the last section for the Win-AD-NFS network which is the DC, DNS services network used by the
Pure Storage FlashArray//X’s WES services.

‘ﬁ We define this network/ VLAN for WIN-AD-NFS here as done in the validation setup example;
we run the management services out of Windows Server VM running hosted in the ESXi environ-
ment.

64



Management Pod Installation

(@ \Switch0 Properties O *
Ports | Metwork Adapters I

Configuration | Summary [~ Port Group Properties

E “Switch 170 Ports Metwork Label: Win-AD-NFS

& oMz Virtual Machine ... VLAN ID: 11

g Mamt Virtual Machine ...

@ DMZIG Virtual Machine ... ~Effective Polides

& Management Net.. vMotionandIP ... Security

¥ Win-AD-NFS Virtual Machine ... Promiscuous Mode: Reject
MAC Address Changes: Accept
Forged Transmits: Accept
Traffic Shaping
Average Bandwidth: -
Peak Bandwidth: -
Burst Size: =
Failover and Load Balancing
Load Balandng: Port ID
Metwark Failure Detection; Link status only
Motify Switches: Yes
Failback: Yes
Active Adapters; vmnic2, vmnic3
Standby Adapters: MNane
Add... Edit... Remove Unused Adapters: None v
8. Click Finish.

Configure NTP on ESXi Hosts
To configure Network Time Protocol (NTP) on the ESXi hosts, complete the following steps on each host:

1. From each vSphere Client, select the host in the inventory.

2. Click the Configuration tab to enable configurations.

3. Click Time Configuration in the Software pane.

4. Click Properties at the upper right side of the window.

5. At the bottom of the Time Configuration dialog box, click Options.

6. Inthe NTP Daemon Options dialog box, complete the following steps:

a. Click General in the left pane, select Start and stop with host.
b. Click NTP Settings in the left pane and click Add.

7. Inthe Add NTP Server dialog box, enter <<var global ntp server ip>> as the IP address of the NTP
server and click OK.

8. In the NTP Daemon Options dialog box, select the Restart NTP Service to Apply Changes checkbox and click
OK.
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9. Inthe Time Configuration dialog box, complete the following steps:

a. Select the NTP Client Enabled checkbox and click OK.
b. Verify that the clock is now set to approximately the correct time.

10. The NTP server time may vary slightly from the host time.
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SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

The following section provides a detailed procedure for configuring the Cisco Nexus 9000 Switches of the
Production PoD for SAP HANA environment. The switch configuration in this section based on cabling plan
described in the Device Cabling section. If the systems connected on different ports, configure the switches
accordingly following the guidelines described in this section

‘ﬁ The configuration steps detailed in this section provides guidance for configuring the Cisco Nexus 9000
running release 7.3(0)DY(1) within a multi-VDC environment.

Device Cabling

The information in this section is provided as a reference for the IP connectivity part of the production PoD with
Nexus 9336C-FX2 switches interconnecting the Cisco UCS B480 M5 nodes in chassis through Fls and storage
for NFS file share access [/hana/shared]. Figure 19 shows the cabling topology for IP network configuration of
FlashStack for SAP HANA.
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Figure 19 Cabling Topology for FlashStack for SAP HANA

Eve ] [vs [ [Ene]Ens

g

vPC

— jm—
D] i
E17 ) |E18 | |E25 E26 7 a E17 || E18 | |E25 E26
2 2
E31-32 E31-32

FEXB
Port
1-2

The tables below include both local and remote device and port locations for easy reference. The tables also
capture the out-of-band management ports connectivity into preexisting management infrastructure, Table 11
through Table 14 provide the details of all the connections.

Table 11 Cisco UCS Fabric Interconnect A - Cablini Information

Cisco UCS fabric Eth1/1 FC uplink MDS-A 11
interconnect A
Eth1/2 FC uplink MDS-A 1/2
Eth1/3 FC uplink MDS-A 1/3
Eth1/4 FC uplink MDS-A 1/4
Eth1/5-6 FC
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Eth1/17 40GbE Nx9336C-FX2-A 117
Eth1/18 40GbE Nx9336C-FX2-B 117
Eth1/25 40GbE Nx9336C-FX2-A 117
Eth1/26 40GbE Nx9336C-FX2-B 117
Eth1/30-31 40GbE Cisco UCS 5108 ~ IOM A 1/1,1/5
MGMTO CbE N2k Mgmt 1/5

L1 GbE Cisco UCS fabric interconnect B L1

L2 GbE Cisco UCS fabric interconnect B L2

Table 12  Cisco UCS Fabric Interconnect B - Cablini Information

Cisco UCS fabric
interconnect B

Eth1/1 FC uplink MDS-B 171
Eth1/2 FC uplink MDS-B 1/2
Eth1/3 FC uplink MDS-B 1/3
Eth1/4 FC uplink MDS-B 1/4
Eth1/5-6 FC

Eth1/17 40GbE Nx9336C-FX2-B 1718
Eth1/18 40GbE Nx9336C-FX2-A 1718
Eth1/25 40GbE Nx9336C-FX2-A 1/8
Eth1/26 40GbE Nx9336C-FX2-B 1/8
Eth1/30-31 40GbE Cisco UCS 5108 - IOM B 1/1,1/5
MGMTO GbE N2K Mgmt 1/6
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2

Table 13  Cisco Nexus 9336C-FX2-A Cabling Information

Nx 9336C-FX2-A Eth1/1 40GbE Cisco UCS fabric interconnect A Eth1/17
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Eth1/3 40GbE Cisco UCS fabric interconnect B Eth1/18
Eth1/5 40GbE Cisco UCS fabric interconnect A Eth1/25
Eth1/7 40GbE Cisco UCS fabric interconnect B Eth1/26
Eth1/9 40GbE NIK-Mgmt-A Eth1/49
Eth1/11 40GbE N9K-Mgmt-B Eth1/49
Eth1/15 40GbE Pure Storage FlashArray//XCTO - iISCSI Port Eth4
Eth1/16 40GbE Pure Storage FlashArray//XCTO - iISCSI Port Eth4
Eth1/35 40GbE Cisco Nexus 9336C-FX2 B (peer-link) Eth1/35
Eth1/36 40GbE Cisco Nexus 9336C-FX2 B (peer-link) Eth1/36
MGMTO GbE Mgmt PoD Nx2248 Eth1/23

Table 14 Cisco Nexus 9336C-FX2-B Cablini Information

Nx 9336C-FX2-B Eth1/1 40GbE Cisco UCS fabric interconnect A Eth1/18
Eth1/3 40GbE Cisco UCS fabric interconnect B Eth1/17
Eth1/5 40GbE Cisco UCS fabric interconnect A Eth1/26
Eth1/7 40GbE Cisco UCS fabric interconnect B Eth1/25
Eth1/9 40GbE NIK-Mgmt-A Eth1/50
Eth1/11 40GbE N9K-Mgmt-B Eth1/50
Eth1/15 40GbE Pure Storage FlashArray//X CTO - iISCSI Port Fthb
Eth1/16 40GbE Pure Storage FlashArray//X CTO - iSCSI Port Eth5
Eth1/35 40GbE Cisco Nexus 9336C-FX2 A (peer-link) Eth1/35
Eth1/36 40GbE Cisco Nexus 9336C-FX2 A (peer-link) Eth1/36
MGMTO GbE Mgmt PoD Nx2248 Eth1/24

‘ﬁ Twinax cables are used for iISCSI port Ethernet connectivity from Pure Storage FlashArray//X to
Nx9336C-FX2 for NFS /hana/shared filesystem access.
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Cisco Nexus 9000 A Initial Configuration

To set up the initial configuration for the first Cisco Nexus switch complete the following steps:

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.

---- Basic System Configuration Dialog VDC: 1 ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system

defaults and not the current system configuration wvalues.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Do you want to enforce secure password standard (yes/no) [y]:
Create another login account (yes/no) [n]:
Configure read-only SNMP community string (yes/no) I[n]:
Configure read-write SNMP community string (yes/no) [n]:
Enter the switch name : <<var nexus_A hostname>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]:
Mgmt0 IPv4 address : <<var nexus_A mgmt0 ip>>
MgmtO IPv4 netmask : <<var nexus A mgmt0 netmask>>
Configure the default gateway? (yes/no) [y]:
IPv4 address of the default gateway : <<var nexus A mgmt0 gw>>
Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) [n]:
Enable the ssh service? (yes/no) [y]:
Type of ssh key you would like to generate (dsa/rsa) [rsa]l:
Number of rsa key bits <1024-2048> [2048]: 1024

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_global ntp server ip>>
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Configure default interface layer (L3/L2) [L2]:
Configure default switchport interface state (shut/noshut) [noshut]:
Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:

The following configuration will be applied:
password strength-check
switchname <<var nexus A hostname>>
vrf context management
ip route 0.0.0.0/0 <<var nexus_ A mgmt0 gw>>
exit
no feature telnet
no feature telnet
ssh key rsa 1024 force
feature ssh
system default switchport
no system default switchport shutdown
copp profile stric interface mgmtO
ip address <<var nexus A mgmt(0 ip>> <<var nexus A mgmtO netmask>>
no shutdown

Would you like to edit the configuration? (yes/no) [n]: n
Use this configuration and save it? (yes/no) [yl: y
[###H4H4HEHEHAHAHHH AR AR S S S HHEEHEHSHEHE] 100

Copy complete, now saving to disk (please wait)...
Copy complete.

Cisco Nexus 9000 B Initial Configuration

To set up the initial configuration for the second Cisco Nexus switch, complete the following steps:

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.

---- Basic System Configuration Dialog VDC: 1 ----

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system

defaults and not the current system configuration wvalues.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes
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Create another login account (yes/no) [n]:
Configure read-only SNMP community string (yes/no) [n]:
Configure read-write SNMP community string (yes/no) [n]:
Enter the switch name : <<var nexus_ B hostname>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]:
Mgmt0 IPv4 address : <<var nexus_B mgmt0O ip>>
MgmtO IPv4 netmask : <<var nexus B mgmt0 netmask>>
Configure the default gateway? (yes/no) [y]:
IPv4 address of the default gateway : <<var nexus B mgmt0O gw>>
Configure advanced IP options? (yes/no) [n]:
Enable the telnet service? (yes/no) [n]:
Enable the ssh service? (yes/no) [y]:
Type of ssh key you would like to generate (dsa/rsa) [rsa]l:
Number of rsa key bits <1024-2048> [2048]: 1024
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var_global ntp server ip>>
Configure default interface layer (L3/L2) [L2]:
Configure default switchport interface state (shut/noshut) [noshut]:
Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
The following configuration will be applied:
password strength-check
switchname <<var nexus B hostname>>
vrf context management
ip route 0.0.0.0/0 <<var_ nexus_B mgmt0 gw>>
exit
no feature telnet
ssh key rsa 1024 force
feature ssh
system default switchport
no system default switchport shutdown
copp profile strict interface mgmtO
ip address <<var nexus B mgmt0 ip>> <<var nexus B mgmtO netmask>>
no shutdown

Would you like to edit the configuration? (yes/no) [n]:

Use this configuration and save it? (yes/no) [y]:
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[###HH 4 HSHEHSHA A AR AR E RS S H S HEHSHSHHHE] 100
Copy complete, now saving to disk (please wait)...
Copy complete.

Enable Appropriate Cisco Nexus 9000 Series Switches—eatures and Settings

Cisco Nexus 9000 A and Cisco Nexus 9000 B
To enable the IP switching feature and set the default spanning tree behaviors, complete the following steps:

1. On each Nexus 9000, enter configuration mode:

config terminal

2. Use the following commands to enable the necessary features:

feature udld

feature lacp

feature vpc

feature interface-vlan
feature 1ldp

3. Configure spanning tree defaults:

spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default

4. Save the running configuration to start-up:

copy run start

Create VLANSs for SAP HANA Traffic

Cisco Nexus 9000 A and Cisco Nexus 9000 B
To create the necessary VLANs, complete the following step on both switches:

1. From the configuration mode, run the following commands:

vlan <<var mgmt vlan id>>
name HANA-Node-Mgmt

vlan <<var nfs-shared vlan id>>
name HANA-NFSshared

vlan <<var_ internal vlan id>>
name HANA-Internode

vlan <<var_backup_vlan_ id>>
name HANA-Node-Backup

vlan <<var client vlan id>>
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name HANA-Client

vlan <<var_ appserver vlan id>>
name HANA-AppServer

vlan <<var_ datasource vlan_ id>>
name HANA-DataSource

vlan <<var replication vlan id>>
name HANA-System-Replication

L It would be simpler to define the same VLAN ID for HANA-NFSshared as the one used by management
services network providing the Active Directory Services, and DNS in the landscape.

Configure Virtual Port-Channel Domain

Cisco Nexus 9000 A
To configure vPCs for switch A, complete the following steps:

1. From the global configuration mode, create a new vPC domain:

vpc domain <<var_ nexus_vpc_domain_ id>>

2. Make Nexus 9000A the primary vPC peer by defining a low priority value:

role priority 10

3. Use the management interfaces on the supervisors of the Nexus 9000s to establish a keepalive link:

peer-keepalive destination <<var nexus B mgmt0O ip>> source <<var nexus_A mgmt0O ip>>

4. Enable following features for this vPC domain:

peer-switch
delay restore 150
peer—-gateway
auto-recovery

Cisco Nexus 9000 B
To configure vPCs for switch B, complete the following steps:

1. From the global configuration mode, define the same vPC domain in switch B:

vpc domain <<var nexus_vpc_domain_ id>>

2. Make Cisco Nexus 9000 B the secondary vPC peer by defining a higher priority value than that of the Nexus
9000 A:

role priority 20
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3. Use the management interfaces on the supervisors of the Cisco Nexus 9000s to establish a keepalive link:

peer-keepalive destination <<var nexus A mgmt0 ip>> source <<var nexus B mgmt0O ip>>

4. Enable following features for this vPC domain:

peer-switch
delay restore 150
peer—-gateway
auto-recovery

Configure Network Interfaces for the VPC Peer Links

Cisco Nexus 9000 A

1. Define a port description for the interfaces connecting to VPC Peer <<var_nexus_B_hostname>>.

interface Ethl1/35
description VPC Peer <<var nexus_B hostname>>:1/35

interface Ethl/36
description VPC Peer <<var nexus_ B hostname>>:1/36

2. Apply a port channel to both VPC Peer links and bring up the interfaces.

interface Ethl/35-36
channel-group 2 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_nexus_B_hostname>>.

interface Po2
description vPC peer-link

4. Make the port-channel a switchport, and configure a trunk to allow HANA VLANs

switchport

switchport mode trunk

switchport trunk allowed vlan <<var nfs-

shared vlan id>>,<<var mgmt vlan id>>,<<var internal vlan id>>,<<var backup vlan id>
>, <<var_client vlan id>>, <<var_appserver vlan_ id>>, <<var_datasource vlan_ id>>,
<<var_ replication vlan id>>

5. Make this port-channel the VPC peer link and bring it up.

spanning-tree port type network
vpc peer-link
no shutdown

Cisco Nexus 9000 B

1. Define a port description for the interfaces connecting to VPC peer <<var_nexus_A_hostname>>.
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interface Ethl/35
description VPC Peer <<var nexus_ A hostname>>:1/35

interface Ethl/36
description VPC Peer <<var nexus_A hostname>>:1/36

2. Apply a port channel to both VPC peer links and bring up the interfaces.

interface Ethl1/35-36
channel-group 2 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_nexus_A_hostname>>.

interface Po2
description vPC peer-link

4. Make the port-channel a switchport, and configure a trunk to allow HANA VLANS.

switchport

switchport mode trunk

switchport trunk allowed vlan <<var nfs-

shared vlan id>>,<<var mgmt vlan id>>,<<var internal vlan id>>,<<var backup vlan id>
>, <<var client vlan id>>, <<var appserver vlan id>>, <<var datasource vlan id>>,
<<var_ replication vlan id>>

5. Make this port-channel the VPC peer link and bring it up.

spanning-tree port type network
vpc peer-link
no shutdown

Configure vPCs with Cisco UCS Fabric Interconnect

To configure the vPCs for use by the Client zone, Admin zone, and internal zone traffic, complete the following
steps:

Run on Cisco Nexus 9000 A and Cisco Nexus 9000 B

1. Define a port description for the interfaces connecting to <<var_ucs_clustername>>-A.

interface Ethl/17
description <<var ucs_clustername>>-A:1/17

ﬂ While running this on Switch B, Please note the change in remote port in the description command. In
the current example, it would be “description <<var_ucs_clustername>>-A:1/18" based on the connec-
tivity details. The same can be verified from command “show cdp neighbours”

2. Apply it to a port channel and bring up the interface.

interface ethl/17
channel-group 13 mode active
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no shutdown

3. Define a description for the port-channel connecting to <<var_ucs_clustername>>-A.

interface Pol3
description <<var ucs_clustername>>-A

4. Make the port-channel a switchport, and configure a trunk to allow all HANA VLANSs.

switchport

switchport mode trunk

switchport trunk allowed vlan <<var mgmt vlan id>>,<<var internal vlan id>>,
<<var_client vlan id>>, <<var appserver vlan id>>, <<var datasource_vlan_ id>>,
<<var_ replication vlan id>>

5. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

6. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216

7. Make this a VPC port-channel and bring it up.

vpc 13
no shutdown

8. Define a port description for the interface connecting to <<var_ucs_clustername>>-B.

interface Ethl/18
description <<var ucs clustername>>-B:1/17

ﬁ While running this on Switch B, Please note the change in remote port in the description command. In
the current example, it would be “description <<var_ucs_clustername>>-A:1/18" based on the connec-
tivity details. The same can be verified from command “show cdp neighbours”

9. Apply it to a port channel and bring up the interface.

interface Ethl1/18
channel-group 14 mode active
no shutdown

10. Define a description for the port-channel connecting to <<var_ucs_clustername>>-B.

interface P14
description <<var ucs_clustername>>-B

11. Make the port-channel a switchport, and configure a trunk to allow all HANA VLANSs.

switchport
switchport mode trunk
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switchport trunk allowed

vlan,<<var mgmt vlan id>>,<<var_ internal vlan id>>,<<var_ client vlan id>>,
<<var appserver vlan id>>, <<var datasource vlan id>>,

<<var_ replication vlan id>>

12. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

13. Set the MTU to be 9216 to support jumbo frames.

mtu 9216

14. Make this a VPC port-channel and bring it up.

vpc 14
no shutdown

Configure SAP HANA Backup and NFS /hana/shared Networks to Use Separate vPCs
Configure additional vPCs to be used exclusively by the Storage zone networks namely, NFS hana/shared and
HANA node backup networks. The following example configures two ports Ethernet 1/7 and Et/hernet1/8
connected to Eth1/25 and Eth1/26 on the UCS Fabric Interconnects.

Run on Cisco Nexus 9000 A and Cisco Nexus 9000 B

1. Define a port description for the interface connecting to <<var_node01>>.

interface Ethl/7
description <<var ucs_clustername>>-A:1/25

‘ﬁ While running this on Switch B, Please note the change in remote port in the description command. In
the current example, it would be “description <<var_ucs_clustername>>-A:1/26" based on the connec-
tivity details. The same can be verified from command “show cdp neighbours”

2. Apply it to a port channel and bring up the interface.

interface ethl/7
channel-group 15 mode active
no shutdown

3. Define a description for the port-channel connecting to <<var_backup_nodeQ1>>.

interface Polb5
description PC-from-FI-A

4. Make the port-channel a switchport, and configure a trunk to allow NFS VLAN for DATA.

switchport
switchport mode trunk
switchport trunk allowed vlan <<var nfs-shared vlan id>>,<<var backup_ vlan id>>

5. Make the port channel and associated interfaces spanning tree edge ports.
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spanning-tree port type edge trunk

6. Setthe MTU to be 9216 to support jumbo frames.

mtu 9216

7. Make this a VPC port-channel and bring it up.

vpc 15
no shutdown

8. Define a port description for the interface connecting to <<var_node02>>.

interface Ethl/8
description <<var ucs_clustername>>-B:1/25

L While running this on Switch B, Please note the change in remote port in the description command. In

the current example, it would be “description <<var_ucs_clustername>>-B:1/26” based on the connec-

tivity details. The same can be verified from command “show cdp neighbours”

9. Apply it to a port channel and bring up the interface.

channel-group 16 mode active
no shutdown

10. Define a description for the port-channel connecting to <<var_node02>>.

interface Polé6
description PC-from-FI-B

11. Make the port-channel a switchport, and configure a trunk to allow NFS VLAN for DATA

switchport
switchport mode trunk
switchport trunk allowed vlan <<var nfs-shared vlan id>>, <<var backup vlan_ id>>

12. Make the port channel and associated interfaces spanning tree edge ports.

spanning-tree port type edge trunk

13. Set the MTU to be 9216 to support jumbo frames.

mtu 9216

14. Make this a VPC port-channel and bring it up.

vpc 16
no shutdown
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Configure Ports Connecting to Pure Storage FlashArray//XiSCSI Ports

Purity//FA’s RUN platform based WFS configuration that enables NFS filesystem provisioning uses iSCSI ports on
the array controllers for southbound connectivity to consumer nodes via the Ethernet switches. The iISCSI ports
work as uplink ports for the controller hosted Windows 2016 Server VMs configured as failover cluster. The iSCSI
ports on the array side do not support LACP; they are configured as access ports with spanning-tree type edge.

In this section, you will configure the ports that connect to Pure Storage FlashArray//X's iISCSI ports that provide IP
connectivity to NFS share for HANA nodes.

Cisco Nexus 9000 A

1. Define a port description for the interface connecting to iISCSI port eth4 on array controller O.

interface Ethl/15
description Pure-CTO-iscsi-eth4

2. Configure it as access port and assign the NFS network VLAN.

switchport access <<var-nfs-shared-vlan-id>>
spanning-tree port type edge
no shutdown

3. Define a port description for the interface connecting to ISCSI port eth4 on array controller 1

interface ethl/16
description Pure-CTl-iscsi-eth4

4. Configure it as access port and assign the NFS network VLAN.

switchport access <<var-nfs-shared-vlan-id>>
spanning-tree port type edge
no shutdown

Cisco Nexus 9000 B

1. Define a port description for the interface connecting to iISCSI port ethb on array controller O.

interface Ethl/15
description Pure-CTO-iscsi-ethb

2. Configure it as access port and assign the NFS network VLAN.

switchport access <<var-nfs-shared-vlan-id>>
spanning-tree port type edge
no shutdown

3. Define a port description for the interface connecting to iISCSI port eth5 on array controller 1.

interface ethl/16
description Pure-CTl-iscsi-ethb

4. Configure it as access port and assign the NFS network VLAN.
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switchport access <<var-nfs-shared-vlan-id>>
spanning-tree port type edge
no shutdown

# Make sure to save the configuration to the startup config using the command “copy r s”

Configure Cisco MDS 9148S Switches

Figure 20 illustrates the connected MDS Switches to Fabric Interconnects and Pure Storage FlashArray//X.

Figure 20 MDS, Fl and Pure Storage Layout
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El UCS Fabric Interconnect B

For this solution, we connected four ports (ports 1-4) of MDS Switch A to Fabric Interconnect A (ports 1-4).
Similarly, we connected four ports (ports 1-4) of MDS Switch B to Fabric Interconnect B (ports 1-4). We
connected four ports (ports 33-36) of MDS Switch A to Pure Storage FlashArray//X. Similarly, we connected four
ports (ports 33-36) of MDS Switch B to Pure Storage FlashArray//X as shown in Table 15 . All ports carry 16 GB

FC Traffic.
Table 15 MDS 9148S -A Port Connection to Cisco UCS FI-A and Pure Storage
Local Device Local Port Connection Remote Device Remote Port
Cisco MDS - A fc 1/1 16Gb UCSFI- A 11
fc 1/2 16Gb UCS FI- A 1/2
fc 1/3 16Gb UCS FI- A 1/3
fc 1/4 16Gb UCS FI- A 1/4
fc 1/33 16Gb Pure Storage FlashArray//X - Storage Contoller- | CTO-FC2
0
fc 1/34 16Gb Pure Storage FlashArray//X - Storage Contoller- | CT1-FC2
1
fc 1/35 16Gb Pure Storage FlashArray//X - Storage Contoller- | CTO-FCO
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Local Device Local Port Connection Remote Device Remote Port
0
fc 1/36 16Gb Pure Storage FlashArray//X - Storage Contoller- | CT1-FCO
1
MGMTO GbE Customer’s Management Switch Any
Table 16 MDS 9148S -B Port Connection to Cisco UCS FI-B and Pure Storage
Local Device Local Port Connection Remote Device Remote Port
Cisco MDS - B fc 1/1 16Gb UCSFI- B 11
fc 1/2 16Gb UCS FI- B 1/2
fc 1/3 16Gb UCS FI- B 1/3
fc 1/4 16Gb UCS FI- B 1/4
fc 1/33 16Gb Pure Storage FlashArray//X - Storage Contoller- | CTO-FC3
0
fc 1/34 16Gb Pure Storage FlashArray//X - Storage Contoller- | CT1-FC3
1
fc 1/35 16Gb Pure Storage FlashArray//X - Storage Contoller- | CTO-FC1
0
fc 1/36 16Gb Pure Storage FlashArray//X - Storage Contoller- | CT1-FC1
1
MGMTO GbE Customer’s Management Switch Any

This section explains the fabric switch configuration required for the FlashStack for SAP HANA.

This example uses the Fibre Channel Port Channel between the Cisco MDS switches and the Cisco UCS Fabric

Interconnects.

# Since Cisco UCS is not configured at this time, the FC ports connected to the Cisco UCS Fabric Inter-

connects will not come up.

Cisco MDS Initial Configuration

Cisco MDS 9148S A

Connect to the console port of MDS9148S-A.

---- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [y]: yes
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Enter the password for "admin": <<var mgmt passwd>>
Confirm the password for "admin": <<var_ mgmt passwd>>

---- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
Please register Cisco MDS 9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. MDS devices must be registered to receive entitled

support services.

Press Enter at any time to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]:

Configure read-only SNMP community string (yes/no) [n]: yes

SNMP community string

Enter the switch name : <<var mds-a_ name>>

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)

Mgmt0 IPv4 address : <<var mds-a_ ip>>

Mgmt0 IPv4 netmask : <<var mgmt netmask>>

Configure the default gateway? (yes/no) [y]:

IPv4 address of the default gateway : <<var mgmt gw>>

Configure advanced IP options? (yes/no) [n]:

Enable the ssh service? (yes/no) [y]:

Type of ssh key you would like to generate (dsa/rsa) [rsa]l:

Number of rsa key bits <768-2048> [1024]: 2048

Enable the telnet service? (yes/no) [n]:

Enable the http-server? (yes/no) [y]:

Configure clock? (yes/no) [n]:

Configure timezone? (yes/no) [n]: n

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_global ntp server ip>>
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Configure default switchport interface state (shut/noshut) [shut]: noshut
Configure default switchport trunk mode (on/off/auto) [on]: auto
Configure default switchport port mode F (yes/no) [n]: y

Configure default zone policy (permit/deny) [deny]:

Enable full zoneset distribution? (yes/no) [n]:

Configure default zone mode (basic/enhanced) [basic]:

The following configuration will be applied:

password strength-check

snmp-server community <<var_ snmp ro string>> ro

switchname <<var mds-a name>>

interface mgmtO
ip address <<var mds-a_ ip>> <<var mgmt netmask>>
no shutdown

ip default-gateway <<var mgmt gw>>

ssh key rsa 2048 force

feature ssh

no feature telnet

feature http-server

ntp server <<var_ global ntp server ip>>

no system default switchport shutdown

system default switchport trunk mode auto

system default switchport mode F

no system default zone default-zone permit

no system default zone distribute full

no system default zone mode enhanced

Would you like to edit the configuration? (yes/no) [n]: no
Use this configuration and save it? (yes/no) [y]: yes

(A FEttt A Attt a A 444444] 1003

Cisco MDS 9148S B

Connect to the console port of MDS9148S-B.
---- System Admin Account Setup ----
Do you want to enforce secure password standard (yes/no) [y]: yes

Enter the password for "admin": <<var mgmt passwd>>
Confirm the password for "admin": <<var mgmt passwd>>

--—-- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management

of the system.

Please register Cisco MDS 9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
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service calls. MDS devices must be registered to receive entitled
support services.

Press Enter at any time to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): yes
Create another login account (yes/no) [n]:

Configure read-only SNMP community string (yes/no) [n]: yes

SNMP community string

Enter the switch name : <<var mds-b_ name>>

Continue with Out-of-band (mgmt0O) management configuration? (yes/no) [y]:
Mgmt0 IPv4 address : <<var mds-b ip>>

Mgmt0 IPv4 netmask : <<var mgmt netmask>>

Configure the default gateway? (yes/no) [y]:

IPv4 address of the default gateway : <<var mgmt gw>>

Configure advanced IP options? (yes/no) [n]:

Enable the ssh service? (yes/no) [y]:

Type of ssh key you would like to generate (dsa/rsa) [rsa]l:

Number of rsa key bits <768-2048> [1024]: 2048

Enable the telnet service? (yes/no) [n]:

Enable the http-server? (yes/no) [y]:

Configure clock? (yes/no) [n]:

Configure timezone? (yes/no) [n]: n

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_global ntp server ip>>
Configure default switchport interface state (shut/noshut) [shut]: noshut
Configure default switchport trunk mode (on/off/auto) [on]: auto

Configure default switchport port mode F (yes/no) [n]: y
Configure default zone policy (permit/deny) [deny]:

Enable full zoneset distribution? (yes/no) [n]:

Configure default zone mode (basic/enhanced) [basic]:
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The following configuration will be applied:
password strength-check
snmp-server community <<var snmp ro string>> ro
switchname <<var mds-b name>>
interface mgmtO
ip address <<var mds-b ip>> <<var mgmt netmask>>
no shutdown
ip default-gateway <<var mgmt gw>>
ssh key rsa 2048 force
feature ssh
no feature telnet
feature http-server
ntp server <<var global ntp server ip>>
no system default switchport shutdown
system default switchport trunk mode auto
system default switchport mode F
no system default zone default-zone permit
no system default zone distribute full
no system default zone mode enhanced

Would you like to edit the configuration? (yes/no) [n]: no

Use this configuration and save it? (yes/no) [y]: yes

(H##ddddttttttttttttttttttttttttttttttttst] 1005

Configure the Management Port and Enable Essential Features

On MDS 9148S A and B enter configuration mode and execute following commands:

interface mgmt 0
switchport speed 1000
no shut

Configure Fibre Channel Ports and Port Channels

To configure the fibre channel ports and port channels, complete the following steps:

1. On MDS 9148S A enter the configuration mode and enable the required features as shown below:

feature fport-channel-trunk
feature npiv

2. Use the following commands to configure the FC Port channel and add all FC ports connected to Cisco UCS
Fabric Interconnect A:

int port-channel <<var fc-pc_a id>>
channel mode active

int fcl/1-4
channel-group <<var_ fc-pc_a id>> force

int port-channel <<var fc-pc a id>>
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switchport mode F
switchport trunk mode off
no shut

3. On MDS 9148S B enter the configuration mode and enable the required features as shown below:

feature fport-channel-trunk
feature npiv

4. Use the following commands to configure the FC Port channel and add all FC ports connected to Cisco UCS
Fabric Interconnect B:

int port channel <<var fc-pc b id>>
channel mode active

int fcl/1-4
channel-group <<var_ fc-pc b id>> force

int port channel <<var fc-pc b id>>
switchport mode F

switchport trunk mode off

no shut

Configure VSANs

To configure the VSANs, complete the following steps:

1. On MDS 9148S A enter the configuration mode and execute the following commands to configure the VSAN:

vsan database

vsan <<var_san_a_ id>>

vsan <<var_san_a id>> interface port channel <<var fc-pc_a id>>
vsan <<var san_a id>> interface fc 1/33

vsan <<var_ san _a id>> interface fc 1/34

vsan <<var san_a id>> interface fc 1/35

vsan <<var san_a id>> interface fc 1/36

int fc 1/33-36

switchport trunk mode off

switchport trunk allowed vsan <<var san a id>>
port-license acquire

no shut

2. On MDS 9148S B enter the configuration mode and execute the following commands to configure the VSAN:

vsan database

vsan <<var san b id>>

vsan <<var_san b id>> interface port channel <<var fc-pc b id>>
vsan <<var_ san b id>> interface fc 1/33

vsan <<var san b id>> interface fc 1/34

vsan <<var san b id>> interface fc 1/35

vsan <<var_san b id>> interface fc 1/36
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int fc 1/33-36

switchport trunk mode off

switchport trunk allowed vsan <<var san b id>>
port-license acquire

no shut

# Make sure to save the configuration to the startup config using the command “copy r s”

Cisco UCS Configuration Overview

It is beyond the scope of this document to cover detailed information about the Cisco UCS infrastructure setup
and connectivity. The documentation guides and examples are available at:
hitp://www.cisco.com/en/US/products/ps10281/products installation and configuration guides list.html.

# This document details only the tasks to configure Cisco UCS and presents minimal screenshots.

High-Level Steps to Configure Cisco Unified Computing System

The following are the high-level steps involved for a Cisco UCS configuration:

1. Configure Fabric Interconnects for a Cluster Setup.
2. Configure Fabric Interconnects for Chassis and Blade Discovery:

a. Configure Global Policies
b. Configure Server Ports
3. Configure LAN and SAN on Cisco UCS Manager:

a. Configure Ethernet LAN Uplink Ports
b. Configure FC SAN Uplink Ports
c. Configure VLAN
d. Configure VSAN
4. Configure UUID, IP, MAC, WWNN and WWPN Pools:

a.  UUID Pool Creation

b. IP and MAC Pool Creation

c.  WWNN and WWPN Pool Creation
5. Configure vNIC and vHBA Template:

a. Create vNIC Template one each for Fabric A and B
b. Create Storage vHBA Template one each for Fabric A and B
6. Configure Ethernet Uplink Port-Channels.

7. Create Server Boot Policy for SAN Boot.
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Initial Setup of Cisco UCS 6332-16UP Fabric Interconnects

This section provides detailed procedures for configuring the Cisco Unified Computing System for use in SAP
HANA Scale-Out Solution environment. The steps are necessary to provision the Cisco UCS C-Series servers to

meet SAP HANA requirement.

Cisco UCS 6332-16UP Fabric Interconnect A
To configure the Cisco UCS Fabric Interconnect A, complete the following steps:

1. Connect to the console port on the first Cisco UCS 6300 Fabric Interconnect.

Enter the configuration method: console

Enter the setup mode; setup newly or restore from backup. (setup/restore)? setup

You have chosen to setup a a new fabric interconnect? Continue? (y/n):

Enforce strong passwords? (y/n) [yl: y
Enter the password for "admin": <<var_ password>>

Enter the same password for "admin": <<var password>>

y

Is this fabric interconnect part of a cluster (select 'nmo' for standalone)?

(yes/no) [nl: y

Which switch fabric (A|B): A

Enter the system name: <<var ucs_clustername>>

Physical switch MgmtO IPv4 address: <<var_ ucsa mgmt ip>>
Physical switch MgmtO IPv4 netmask: <<var ucsa mgmt mask>>
IPv4 address of the default gateway: <<var ucsa mgmt gateway>>
Cluster IPv4 address: <<var_ucs_cluster ip>>

Configure DNS Server IPv4 address? (yes/no) [nol: y

DNS IPv4 address: <<var nameserver ip>>

Configure the default domain name? y

Default domain name: <<var dns_domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:

Enter

2. Review the settings printed to the console. If they are correct, answer yes to apply and save the configura-

tion.
3. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS 6332-16UP Fabric Interconnect B
To configure the Cisco UCS Fabric Interconnect B, complete the following steps:

1. Connect to the console port on the second Cisco UCS 6332 Fabric Interconnect.
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Enter the configuration method: console

Installer has detected the presence of a peer Fabric interconnect. This Fabric
interconnect will be added to the cluster. Do you want to continue {y|n}? vy
Enter the admin password for the peer fabric interconnect: <<var password>>

Physical switch MgmtO IPv4 address: <<var ucsb mgmt ip>>

Apply and save the configuration (select ‘no’ if you want to re-enter)?
(yes/no): y

2. Wait for the login prompt to make sure that the configuration has been saved.

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System environment, complete the following steps:
1. Open a web browser and navigate to the Cisco UCS 6332 Fabric Interconnect cluster address.

Figure 21 Accessing Cisco UCS Manager
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2. Click Launch UCS Manager.

3. If prompted to accept security certificates, accept as necessary.
4. When prompted, enter admin as the user name and enter the administrative password.

5. Click Login to log into the Cisco UCS Manager.
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Figure 22 Cisco UCS Manager Page
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Chassis Discovery Policy

Setting the discovery policy aids the discovery of Cisco UCS B-Series chassis and of Cisco UCS C-Series server
connectivity.

To modify the chassis discovery policy, complete the following steps:

1.

In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the list on the
left.

In the right pane, click the Policies tab.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports that are ca-
bled between the chassis or fabric extenders (FEXes) and the fabric interconnects. Set the Link Grouping
Preference to Port Channel.

Select Immediate for Rack Server Discovery Policy.

Click Save Changes.

Click OK.
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Figure 23 Chassis/FEX and Rack Server Discovery Policy
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Configure Server Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.

3. Expand Ethernet Ports.

4. Select the ports that are connected to the chassis and / or to the Cisco C-Series Server (two per Fl), right-
click them, and select Configure as Server Port.

5. Click Yes to confirm server ports and click OK.

=

Verify that the ports connected to the chassis and / or to the Cisco C-Series Server are now configured as
server ports.

Figure 24 Cisco UCS - Server Port Configuration Example

Equipment / Fabric Interconnects / Fabric Interconnect A{primary) / Fixed Module / Ethernet Ports
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7. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

8. Expand Ethernet Ports.
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9. Select the ports that are connected to the chassis or to the Cisco C-Series Server (two per Fl), right-click
them, and select Configure as Server Port.

10. Click Yes to confirm server ports and click OK.

Configure FC SAN Uplink Ports
To configure the FC SAN Uplink ports, complete the following steps:

1. Configure the ports connected to the MDS as FC SAN Uplink Ports. This step creates the first set of ports
from the left for example, ports 1-6 of the Fixed Module for FC uplinks and the rest for Ethernet uplinks to
NIKs.

& While configuring the Fixed Module Ports, the slider bar movement enables sets of ports from the
left of the module as FC ports. The remainder is available for Ethernet Uplinks. This step used 4
ports for uplink to MDS, it would be enough to configure first set of 6 ports as FC ports.

2. Select Equipment > Fabric Interconnects > Fabric Interconnect A and on the right pane, General > Under Ac-
tions > Configure Unified Ports. Choose Yes for the warning pop-up In Cisco UCS Manager, click the Equip-
ment tab in the navigation pane. Move the slider bar to right to enable the first set of 6 ports for FC Uplink
Role. Click OK.

Figure 25 Cisco UCS - Configure Fixed Module Ports
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Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports [Purple), while the ports to the right are Ethernet ports (Blue).
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Faort 10 ether Unconfigured
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FPart 13 ether Unconfigured
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Fort 16 ether Unconfigured
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3. Select Equipment > Fabric Interconnects > Fabric Interconnect B and on the right pane, General > Under Ac-
tions > Configure Unified Ports. Choose Yes for the warning pop-up In Cisco UCS Manager, click the Equip-
ment tab in the navigation pane. Move the slider bar to right to enable the first set of 6 ports for FC Uplink

Role. Click OK.
Figure 26 Configure Unified Ports
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= because changes to the feed module require a reboot of the Fabric Interconnect and changes on an Expansion Module require a reboot of that
rmiodule.
Are you sure you want to apply the changes?
Yes Mo
4. After the Fls are accessible after reboot, re-login to Cisco UCS Manager.
5. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
6. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
7. Expand FC Ports.
8. Select ports that are connected to the Cisco MDS switch, right-click them, and select Enable.
9. Click Yes to confirm enabling and click OK.
Figure 27 Cisco UCS - FC Uplink Port Configuration Example
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1 5 20:05:00:DE:FB:30: 1B:80 Network Physical V' Sfp Not Present ¥ Disabled
1 6 2006 00:DE:FB:30: 16: 80 Netwiork Physical V¥ Sfp Nt Present ¥ Disabled

10. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
11. Expand FC Ports.

12. Select ports that are connected to the Cisco MDS switch, right-click them, and select Enable.
13. Click Yes to confirm enabling and click OK.

Configure Ethernet Uplink Ports

To configure the ethernet uplink ports, complete the following steps:

1. Configure the ports connected to the N9Ks Ethernet Uplink Ports. Select the set of ports to the right of the 16
UP Fixed Module for Ethernet Uplink ports.
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ﬁ Select ports in the range 17-34 for the 40GE Uplink Port connectivity.

2. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
3. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
4. Expand Ethernet Ports.

5. Select ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

6. Click Yes to confirm uplink ports and click OK.

Figure 28 Cisco UCS - Ethernet Uplink Port FI-A Configuration Example
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1 [u] 17 00:DE:FE:30:1E:CC Metwork Physical * up * Enakled
1 o 13 o0 DE:FE:30:1B: 00 Metwork Physical * U * Enabled
1 [u] 25 00:DE:FB:30:1B:EC Metwork Physical T up T Enabled
1 [u] 26 00:DE:FE:30:1B:FO Metwork Physical * U * Enakled

7. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

8. Expand Ethernet Ports.

9. Select ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

10. Click Yes to confirm the uplink ports and click OK.

Figure 29 Cisco UCS - Ethernet Uplink Port FI-B Configuration Example

Equipment / Fabric Interconnects / Fabric Interconnect B (subordinate) / Fixed Module / Ethernet Ports

Ethernet Ports

Yo Aduanced Fiter 4 Export & Prit ||l [ | Ureonfiguredt Nework | |Server | |FOOEUplnk | |Unified Uplink [ |Applance Stomge || FGoE Sworage | |Unifies Sorage || wonior

Slat Aggr. Part ID Paort ID MAC If Rale If Type Cherall Status Adrnin State
1 o 17 00:0E:FE:33:DF:4C Metwork Physical * U * Enahled
1 [u] 18 00:DE:FB:33: DF: 50 Metwork Physical T up 1 Enabled
1 a 25 00:0E:FB:33:DF:6C Metwork Physical T up T Enabled
1 [u] 26 00:DE:FB:33:DF: 70 Metwork Physical T up 1 Enabled

Acknowledge Cisco UCS Chassis and Rack-Mount Servers

To acknowledge all Cisco UCS chassis and/or Rack Mount Servers, complete the following steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.

2. Expand Chassis and select each chassis that is listed. Right-click each chassis and select Acknowledge
Chassis.
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3. Expand Rack-Mounts to the list the discovered servers. The servers automatically go into “Discovery” phase.

4. After a while, ensure the Discovery completes successfully and there are no major or critical faults reported
for any of the servers.

Figure 30 Servers Discovery Status Complete

Equipment / Chassis

Servers Service Profles Thermal PsSUs Fans CPUs Instelled Firmware Decommissioned Faults Events

T, Advarced Fiier 4 Export % Print

Marmne Chassis D PID Model UserL.»  Cores Cores Enabled Memony Adapters NICs HBEAs Cwerall 5 COperability  Power 5t Assoc St Profile Fault
Serve.. 1 UCSE-B480-M5 Cisca UCS B4B0 M5 4 Socket Blade Server 12 112 786432 2 a o ¥ Unas + Oper Voo ¥ None MR
Serve.. 1 UCSE-B480-M5 Cisco UCS B4B0 M5 4 Sockst Blade Server 12 112 1572884 2 o o ¥ Unas + Oper Voo ¥ None MR
Serve.. 1 UCSB-B450-M5 Cisco UCS BAB0 M5 4 Socket Blade Server 12 12 1572684 2 ] ] ¥ Unas.  toper. Yom 2 hone MrA
Serve.. 1 UCSB-B450-M5 Cisco UCS BAB0 M5 4 Socket Blade Server 12 12 1572684 2 a o ¥ Unas.  toper. Y om 2 fone MrA

Create LAN Uplink Port Channels

Configure the LAN uplinks from FI-A and FI-B towards northbound Nexus Switches, in port-channel, for use by all
of the network zones as prescribed by SAP. For example, we create port-channel 13 on FI-A and port-channel
14 on FI- B. This port channel pair will have corresponding vPCs defined on N9Ks that ensures seamless
redundancy and failover for the north-south network traffic in case of IOM / VIC port failure situations [which are
very rare).

It would suffice to have a port-channel pair on FI with corresponding vPC pair on N9Ks to handle traffic of all
network zones provided we have enough ports to account for the desired bandwidth. In the current example, we
have used two pairs of 2 x 40GE ports for the FI<->N9K connectivity for port-channels. You could add more
based on the need or use-case.

We create port channel pair 13 and 14 with two 40GE ports from Fls to the Nexus switches to cater to SAP
HANA’s Client, Admin and Internal zones.

We create another port channel pair 15 and 16 with two 40GE ports from FlIs to the Nexus switches that could
exclusively handle bandwidth intensive SAP HANA Storage zone traffic comprising of HANA node backup network
and SAP HANA NFS /hana/shared network.

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1. In this procedure, two port channels are created: one each from FI-A to and FI-B to uplink Cisco Nexus
switches.

2. In Cisco UCS Manager, click the LAN tab in the navigation pane
3. Under LAN > LAN Cloud, expand the Fabric A tree.
4. Right-click Port Channels.

5. Select Create Port Channel.
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Figure 31 Cisco UCS - Creating Ethernet Port Channel

Create Port Channel

Set Port Channel Mame D 13

Marme : ‘E_I.—A-nexus—’l ‘

6. Enter 13 as the unique ID of the port channel.

7. Enter FI-A-nexus-1 as the name of the port channel.
8. Click Next.
9. Select the following ports to be added to the port channel:

— SlotID 1 and port 17

— SlotID 1 and port 18

& The ports are selected here based on Uplink Port connectivity and hence very specific to this
sample configuration.

Figure 32 Cisco UCS Port Channel - Add ports

Create Port Channel ¢
Set Port Channel Name Ports Ports in the portchannel
Slot 1D Agar. Po.. Port MAC Slot 1D Agar. Po.. Port MAC
1 0 17 oo DE:F... Mo data available
1 ] 18 00:DE:F... .
1 ) 25 00 DEF.. o
1 u} 26 o0 DE:F...

10. Click >> to add the ports to the port channel.
11. Click Finish to create the port channel.
12. Click OK.

13. In the navigation pane, under LAN > LAN Cloud, expand the Fabric B tree.
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14. Right-click Port Channels.
15. Select Create Port Channel.
16. Enter 14 as the unique ID of the port channel.

17. Enter FI-B-nexus-1 as the name of the port channel.

Figure 33 Cisco UCS Port Channel - Add Ports

Create Port Channel

Set Port Channel Mame D 14

Marne - FI-B-nexus-1

18. Click Next.

19. Select the following ports to be added to the port channel:

— SlotID 1 and port 17
— SlotID 1 and port 18
20. Click >> to add the ports to the port channel.

21. Click Finish to create the port channel.

22. Click OK.

'& Configure a second set of port-channels from FI-A and FI-B to the nexus switches. This uplink
port-channel could be exclusively used for backup network traffic.

23. In Cisco UCS Manager, click the LAN tab in the navigation pane

24 Under LAN > LAN Cloud, expand the Fabric A tree.
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25. Right-click Port Channels.

26. Select Create Port Channel.

Figure 34 Cisco UCS - Creating Ethernet Port Channel

Create Port Channel

Set Port Channel Mame D ]

Mame : | Fl-A-nexus-2

27. Enter 15 as the unique ID of the port channel.

28. Enter FI-A-nexus-2 as the name of the port channel.
29. Click Next.
30. Select the following ports to be added to the port channel:

— Slot ID 1 and port 25
— Slot ID 1 and port 26

& The ports are selected based on Uplink Port connectivity and hence very specific to this sample
configuration.
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Figure 35 Cisco UCS Port Channel - Add Ports

Create Port Channel

Set Port Channel Name Ports Ports in the portchannel
Slat 1D Aggr. Po.. Port hAAC Slot 1D Aggr. Po.. Port RAC
1 a 17 oo:DE:F... Mo data available
1 ] 15 o0:DE:F.. .
1 ] 25 00:DE:F... o
1 a 26 o0:DE:F..

31. Click >> to add the ports to the port channel.

32. Click Finish to create the port channel.

33. Click OK.

34. In the navigation pane, under LAN > LAN Cloud, expand the Fabric B tree.
35. Right-click Port Channels.

36. Select Create Port Channel.
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Figure 36 Cisco UCS Port Channel - Add Ports

Create Port Channel

Set Port Channel Mame D .16

Marme : | Fl-B-nexus-2

37. Enter 16 as the unique ID of the port channel.

38. Enter FI-B-nexus-2 as the name of the port channel.
39. Click Next.
40. Select the following ports to be added to the port channel:

— Slot ID 1 and port 25
— Slot ID 1 and port 26

41. Click >> to add the ports to the port channel.
42 Click Finish to create the port channel.

43. Click OK.
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Figure 37 Cisco UCS - FI-A Ethernet Port Channel Summary

LAM / LAN Cloud !/ Fabric A / Port Channels

Port Channels
+ — T, Advanced Fiter 4 Expart % Prirt Tt
Mame ir Fabric I~ 1@ Agar. Port ID If Type If Role Transport
« Port-Channel 13 Fl-A-nexus-1 L iy J Anagregation [ etuweark Ether
Eth Inteface 1117 iy ] Physical [ etweork Ether
Eth Inteface 1718 A, ] Phy=ical [etwork Ether
 Port-Channel 15 Fl-A-nexus-2 A, Aggregation Metwork Ether
Eth Inteface 1f25 iy ] Physical [ etuweark Ether
Eth Inteface 1f26 iy ] Physical [ etweork Ether

Figure 38 Cisco UCS - FI-B Ethernet Port Channel Summary

LANM / LAN Cloud ! Fabric B / Port Channels

Port Channels
+ — T, hdvarced Fiter 4 Bxport  #% Primt it
Marme Fabric 1D Aoagr. Port .. If Type If Role Transport
w Port-Channel 14 FI-B-nexus-1 B Aggregation  Metwork Ether
Eth Inteface 1717 B ] Phy=ical [ et ark Ether
Eth Interface 118 B ] Phy=ical [ et ork Ether
« Port-Channel 16 FI-B-nexus-2 B Aoggregation Metwork Ether
Eth Interface 1/25 B ] Physical Metwork Ether
Eth Inteface 1/26 B ] Phy=ical [ et ark Ether

Create FC Port Channels

Create a port-channel on FIs A and B for the uplink FC interfaces that connect to respective MDS Fabric
Switches, for use by all of the specific VSAN traffic we created earlier in MDS. This port channel pair will have
corresponding F-port-channel-trunks defined on MDS switches that would allow for the fabric logins from NPV
enabled Fls to be virtualized over the port channel. This provides non-disruptive redundancy should individual
member links fail.

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:
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1. In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one
from fabric B to both Cisco Nexus switches.

2. In Cisco UCS Manager, click the SAN tab in the navigation pane.
3. Under SAN > SAN Cloud, expand the Fabric A tree.
4. Right-click FC Port Channels.

5. Select Create FC Port Channel.

Figure 39 Cisco UCS - Creating FC Port Channel

Create FC Port Channel

Set FC Port Channel Mame D ;10

Mame . Uplink-MOS-24

6. Enter 10 as the unique ID of the port channel.

7. Enter uplink-to-MDS-A as the name of the port channel.

8. Click Next.

9. Set Port Channel Admin Speed to 16gbps. Select the following ports to be added to the port channel:
— SlotID 1 and port 1
— SlotID 1 and port 2

— SlotID 1 and port 3

— SlotID 1 and port 4

& The ports are selected based on Uplink Port connectivity and very specific to this sample config-
uration.
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Figure 40 Cisco UCS - Port Channel - Add Ports

Create FC Part Channel
Set FC Port Channel Name Port Channel Admin Speed : |Aut0 v
Ports Ports in the portchannel
Port Slot 1D WP Port Slot 1D WP
1 1 20:01:00:DE.. Mo data available
2 1 20:02:00:DE...
3 1 20:03:00:0E... ==
<

4 1 20:0d4:00: DE...
5 1 20:05:00:DE...
5] 1 20:08:00:DE...

Slot 1D 1 Slot IDx

WP 20100 DE: FE:30:1B:80 WOAPR:

10. Click >> to add the ports to the port channel.

11. Click Finish to create the port channel.

12. Click OK.

13. In the navigation pane, under SAN > SAN Cloud > Fabric A > FC Port Channels, select the newly created FC

Port-Channel 10 Uplink-MDS-A. Under General tab on the right pane, under Properties set Port Channel
Admin Speed to 16gbps. Click Save changes. Click OK.
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Figure 41 Cisco UCS - FC Port Channel - Set Admin Speed

‘ All - | SAN [ SAN Cloud / Fabric A / FC Port Channels / FC Port-Channel 10 Uplink-MDS-A
* SAN General Paorts Faults Euents Statistics
+ SAN Cloud
~ Fabric A Status Properties
» FC Port Channels Cwerall Status ;¥ Failed D 1
FC Port-Channel 10 Uplink-hDS Addiional Info: No aperational members ;ZT:EE iggragalinn
FC Interface 141 (5 fetions Transport Type ]
FC Interface 1/2 () Marne Uplink-MDS-4
FC Inteface 143 G Disakle Part Channel Descrigtion
FCInteface 4 (5 Add Ports VAN
+ FCoE Port Ghannels Port Channel Admin Speed |"EQbDS v |

* Uplink FC Interfaces Cperational Speed(Ghps) o

» Uplink FCoE Intefaces

14. In the navigation pane, under SAN > SAN Cloud, expand the Fabric B tree.

15. Right-click FC Port Channels.

16. Select Create FC Port Channel.

17. Enter 20 as the unique ID of the port channel.

18. Enter Uplink-to-MDS-B as the name of the port channel.

19. Click Next.

20. Set Port Channel Admin Speed to 16gbps. Select the following ports to be added to the port channel:

— SlotID 1 and port 1
— Slot ID 1 and port 2
— Slot ID 1 and port 3
— SlotID 1 and port 4
271. Click >> to add the ports to the port channel.
22 . Click Finish to create the port channel.
23. Click OK.
24. In the navigation pane, under SAN > SAN Cloud > Fabric B > FC Port Channels, select the newly created FC

Port-Channel 20 Uplink-MDS-B. Under General tab on the right pane, under Properties set Port Channel
Admin Speed to 16gbps. Click Save changes. Click OK.
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Figure 42 Cisco UCS - FI-A FC Port Channel Summary

SAN f SAN Cloud / Fabric & / FC Port Channels

FC Port Channels
+ — T Advarced Fiter 4 Export % Print o)
M arme Fabric 1D Aagr. Port...  If Type If Role Transport
« FC Port-Channel 10 Uplink-MD5-A A Anagregation  Metwork Fc
FC Interface 171 A, ] Physical Metwork Fc
FC Interface 1/2 A ] Physical [ etwecrk; Fr
FC Interface 1/3 A, ] Physical Metwork Fc
FC Interface 1S4 A ] Physical Metwork Fc
Figure 43 Cisco UCS - FI-B FC Port Channel Summary
SAN / SAN Cloud / Fabric B / FC Port Chan...
FC Port Channels
+ — T, Advanced Fiter 4 Export &% Print it
Marme Fabric ID e  Aggr. Port... I Type If Role Transport
« FC Port-Channel 20 Uplink-to-MOS-B B Agaregation  Metwork Fc
FC Interface 171 B ] Physical etwork Fc
FC Interface 172 B ] Physical Metwork Fc
FC Inteface 1/3 B ] Physical M etwork; Fr
FC Inteface 1/4 B ] Physical Metwork Fc

Create New Organization

For secure multi-tenancy within the Cisco UCS domain, a logical entity known as organization is created.

To create organization unit, complete the following steps:

1. In Cisco UCS Manager, on the Tool bar on right pane top click New.
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Figure 44 Cisco UCS - Create Organization

Create Service Profile

Create Service Profile [expert)

Create Organization

Thermal Create VLAMNS

Create VoA

Create Liser 5

2. From the drop-down menu select Create Organization.
3. Enter the Name as HANA.

4. (Optional) Enter the Description as Org for HANA.

5. Click OK to create the Organization.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Pools > root > Sub-Organization > HANA.

3. In this procedure, two MAC address pools are created, one for each switching fabric.
4. Right-click MAC Pools under the HANA organization.

5. Select Create MAC Pool to create the MAC address pool.

6. Enter FI-A as the name of the MAC pool.

7. (Optional) Enter a description for the MAC pool.

8. Choose Assignment Order Sequential.

9. Click Next.

10. Click Add.

11. Specify a starting MAC address.

12. The recommendation is to place OA in the second-last octet of the starting MAC address to identify all of the
MAC addresses as Fabric Interconnect A addresses.

13. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
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Figure 45 Cisco UCS - Create MAC Pool for Fabric A

Create a Block of MAC Addresses

First MAC Address: | 0025 B5 0004 00 Size: | 125 &

To ensure unigueness of MACs in the LAN fabric, vou are strongly encouraged to use the following
MAC prefoc:
00:25:B5 o000

14. Click OK.

15. Click Finish.

16. In the confirmation message, click OK.

17. Right-click MAC Pools under the HANA organization.

18. Select Create MAC Pool to create the MAC address pool.

19. Enter FI-B as the name of the MAC pool.

20. (Optional) Enter a description for the MAC pool. Select ‘Sequential’ for Assignment order.
21. Click Next.

22. Click Add.

23. Specify a starting MAC address.

109



SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

& The recommendation is to place OB in the next to last octet of the starting MAC address to iden-
tify all the MAC addresses in this pool as fabric B addresses.

24. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.

Figure 46 Cisco UCS - Create MAC Pool for Fabric B

Create a Block of MAC Addresses

First MAC Address:

0025 B500:0B: 00

Size:

128

-
hd

To ensure unigueness of MACs in the LAM fabric, wou are strongly encouraged to use the following

MAC prefoc
00:25:B5 0000000

25. Click OK.

26. Click Finish.

27. In the confirmation message, click OK.

110




SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

Figure 47 Cisco UCS - MAC Pools Summary

LAN / Pools / root / Sub-Organizations / HANA / MAC Pools

MAC Pools

4+ — T.Advarced Fiter 4 Export 4% Print It
Marme Size Assigned

w MAC Pocl FI-A 125 0

[00:25BE 0004 OO - 0025 B5: 00:04: 7F]
w MAC Pocl FI-B 125 ]

[00:25BSO0:0B: 00 - 0025 B5: 00:08: 7F]

‘ﬁ You can also define separate MAC address Pool for each Network Zone to aid easy identification, if
needed. Follow steps 1-16 to create MAC address pool for each Network Zone.

Create WWNN Pool

To configure the necessary WWNN pool for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Pools > root > Sub-Organization > HANA.

3. Right-click WWNN Pools under the HANA organization.

4. Select Create WWNN Pool to create the WWNN address pool.
5. Enter HANA-Nodes as the name of the WWNN pool.

6. (Optional) Enter a description for the WWNN pool.

7. Choose Assignment Order Sequential.

8. Click Next.

9. Click Add.

10. Specify a starting WWNN address.

11. The recommendation is to place AB in the third-last octet of the starting WWNN address to ensure unique-
ness. .

12. Specify a size for the WWNN pool that is sufficient to support the available blade or server resources.
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Figure 48 Cisco UCS - Create WWNN Pool

Create WWN Block

From: ‘ 200000 25 B5 AB:00: 00 | Size: |32 =

To ensure uniqueness of WWHNs in the SAM fabric, you are strongly encouraged to
use the following WWHN prefo:

20:00:00:25:b5 200000

13. Click OK.
14. Click Finish.

15. In the confirmation message, click OK.

Figure 49 Cisco UCS - WWNN Pool Summary

SAH / Pools / root / Sub-Organizations / HANA / WWHNHN Pools

WWHHN Pools
+ = T.Advarnced Fiker 4 BExport o Print
[ arne Hize Assigned
w WWWHN Pool HANA-Modes 32 o

[20:0000: 25 B5AB: 0000 - 20:00:00: 25 B 5. AB: 00: 1F]

Create WWPN Pool

To configure the necessary WWPN pooal for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select Pools > root > Sub-Organization > HANA.
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3. Inthis procedure, two WWPN pools are created, one for each switching fabric.
4. Right-click WWPN Pools under the HANA organization.

5. Select Create WWPN Pool to create the WWPN address pool.

6. Enter FI-A as the name of the WWPN pool.

7. (Optional) Enter a description for the WWPN pool.

8. Choose Assignment Order Sequential.

9. Click Next.

10. Click Add.

11. Specify a starting WWNN address.

12. The recommendation is to place OA in the last bust one octet of the starting MAC address to identify all of the
WWPN addresses as Fabric Interconnect A addresses.

13. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.

Figure 50 Cisco UCS - Create WWPN Pool for Fabric A

Create WWN Block

From: ‘ 20:00:00: 25:B5:00:04: 00 | Size: |32 =

To ensure uniqueness of WiWNs in the SAN fabric, you are strongly encouraged to
use the following WWIH prefo:

20:00:00:25:b 5000000

14. Click OK.

15. Click Finish.

113



SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

16. In the confirmation message, click OK.

17. Right-click WWPN Pools under the HANA organization.

18. Select Create WWPN Pool to create the WWNN address pool.

19. Enter FI-B as the name of the WWPN pool.

20. (Optional) Enter a description for the WWPN pool. Select ‘Sequential’ for Assignment order.
21. Click Next.

22. Click Add.

23. Specify a starting WWPN address.

'& It is recommended to place OB in the next to third-last octet of the starting WWPN address to
identify all the WWPN addresses in this pool as fabric B addresses.

24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.

Figure 51 Cisco UCS - Create WWPN Pool for Fabric B

Create WWHN Block

Frarm: | 20000:00: 2585 00:08: 00 | Size: |32 =

To ensure uniqueness of WWWHs in the SAMN fabric, you are strongly encouraged to
use the following WWWH prefo:

20:00:00:25:b5 o000

25. Click OK.

26. Click Finish.
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27. In the confirmation message, click OK.

Figure 52 WWPN Pool Summary

Sub-
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Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > HANA

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID_Pool as the name of the UUID suffix pool.
6. (Optional) Enter a description for the UUID suffix pool.
7. Keep the Prefix as the Derived option.

8. Select Sequential for Assignment Order

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the ‘From’ field at the default setting.

12. Specify a size for the UUID block that is sufficient to support the available blade or server resources.
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Figure 53 Cisco UCS - Create UUID Block

Create a Block of UUID Suffixes

Q00o- 000000000001

13. Click OK.

14. Click Finish.
15. Click OK.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

A This block of IP addresses should be in the same subnet as the management IP addresses for the Cisco
UCS Manager.

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
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2. Select Pools > root > IP Pools > IP Pool ext-mgmt.
3. Inthe Actions pane, select Create Block of IP Addresses.

4. Enter the starting IP address of the block and the number of IP addresses required, and the subnet and gate-
way information.

Figure 54 Cisco UCS - Create IP Pool

Create Block of [Pv4 Addresses ? X
From - [192.165. 6. 50 Size - 110 *

Subnet Mask : 255255 2550 Default Gatewa}r: 192.168.70.1

Primary DS ;. [0.0.0.0 Secondary DS |0.0.0.0

5. Click OK to create the IP block.
6. Click OK in the confirmation message.

Power Policy

To run Cisco UCS with two independent power distribution units, the redundancy must be configured as Grid.
Complete the following steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the list on the
left.

2. In the right pane, click the Policies tab.
3. Under Global Policies, set the Redundancy field in Power Policy to Grid.
4. Click Save Changes.

5. Click OK.
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Figure 55 Power Policy

Power Policy

Redundancy : Mon Redundant © " M+1 (@0 Grid

Power Control Policy

The Power Capping feature in Cisco UCS is designed to save power with a legacy data center use cases. This
feature does not contribute much to the high performance behavior of SAP HANA. By choosing the option “No
Cap” for power control policy, the SAP HANA server nodes will not have a restricted power supply. It is
recommended to have this power control policy to make sure sufficient power supply for high performance and
critical applications like SAP HANA.

To create a power control policy for the Cisco UCS environment, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root.

Right-click Power Control Policies.

Select Create Power Control Policy.

Enter HANA as the Power Control Policy name. (Optional) provide description.
Set Fan Speed Policy to Performance.

Change the Power Capping setting to No Cap.
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Figure 56 Power Control Policy for SAP HANA Nodes

Create Power Control Policy 2 X
MNarne T HANA

Description

Fan Speed Policy : |Performance v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest pricrity.
If you choose no-cap, the senser is exempt from all power capping.

@ NoCap () cap

Cigco UCS Manager only enforces power capping when the servers in & power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

8. Click OK to create the power control paolicy.

9. Click OK

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Paolicies > root.
3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.
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5. Enter HANA-FW as the name of the host firmware package.

6. Leave Simple selected.

7. Select the version 3.2(3g) for both the Blade and Rack Packages.
8. Click OK to create the host firmware package.

9. Click OK.

Figure 57 Host Firmware Package

Create Host Firmware Package

Marme o HAMA-FW
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Howe would you like to configure the Host Firrmware Package?
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Excluded Components:

|_| Adapter
| BIoS

l:‘ Board Controller
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l:‘ FC Adapters
l:‘ Flex Flash Controller

| Grus

|| HBA Option ROM

|| Host MIC

|| Host NIC Option ROM

Local Disk

|| MWME Mswitch Firrware

| psu

CAC Fommandar

Create Server BIOS Policy

To get best performance for HANA it is required to configure the Server BIOS accurately. To create a server BIOS
policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
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7.

8.

Select Policies > root > Sub-Organization > HANA.
Right-click BIOS Policies.

Select Create BIOS Policy.

Enter HANA-BIOS as the BIOS policy name.

Select “Reboot on BIOS Settings Change”. Click OK.
Select the BIOS policy selected on the navigation pane.

On the ‘Main” sub-heading, change the Quiet Boot setting to Disabled.

Figure 58 Create Server BIOS Policy

Serrers / Policies / root / Sub-Organizations / HANA / BIOS Policies / HANA-BIOS

hain Advanced

Actions

Boot Options Server Managerment Events

Delete

Show Policy Usage

Properties

Marne . HAHA-BIOS

Description
Chamer . Local

Reboot on BIOS Settings Change : )

Ty Advanced Fiker 4+ Export 5 Print
BIDS Setting Yalue
COM Contral Platforrmn Default

Front panel lockout
PCST error pause
Cuiet Boct

Resume on AC power loss

Platform Default

Platfarm Default

Disakbled

Platform Default

121




SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

9. Click Next.

10. The recommendation from SAP for SAP HANA is to disable all Processor C States. This will force the CPU to
stay on maximum frequency and allow SAP HANA to run with best performance. On the Advanced tab, under
Processor sub-tab, make sure Processor C State is disabled.

Figure 59 Processor Settings in BIOS Policy

Servers / Policies / root / Sub-Organizations / HANA [/ BIOS Policies / HANA-BIOS
hain Advanced Boot Options Senver Management Events
Intel Directed 10 RAS WMermony Serial Port USE PCI (o3| LOM and PCle Slots Trusted Platform Graphics Configuration
T, Achvanced Fiter 4 Bcport &% Print
BICS Setting Walue

Frequency Floor vermde FraTorTT OerEa |
Intel HyperThreading Tech Platform Default
Energy Efficient Turbo Platform Default
Intel Turbo Boost Tech Platform Default
Intel Virtualization Technology Disabled
Channel Interleaving Platform Default
IMC Inteleave Platform Default
Memony Interleaving Platform Default
Rank Interleaving Platform Default
Sub NUMA Clustering Platform Default
Local X2 Apic Platform Default
Wiz Variable MTRR Setting Platform Default
P STATE Coordination Platforrm Default
Package C State Limit Platform Default
Autonomous Core C-state Platform Default
Processor C State Disabled
Processor C1E Digabled
Processor 53 Report Disabled
Processaor & Repaort Dizabled
Processor ©7 Report Disahled
Processor CMCI Platform Default

11. No changes required at the Intel Direct 10 sub-tab.

12. In the RAS Memory sub-tab select maximum-performance, enable NUMA and set LV DDR Mode to perfor-
mance-mode.
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Figure 60 BIOS Policy - Advanced - RAS Memory

Serrers / Policies / root / Sub-Organizations / HANA / BIOS Policies / HANA-BIOS

RET Advanced Boot Options Server Managernent Events

Processor Intel Directed [0 RAS Mernony Serial Port LSE Pl 2Pl

T Achvanced Fiter 4 Export & Print

BlOS Setting & alue

DDR3 Voltage Selection Platfarmn Default
DRAM Hefresh Hate Platform Default
LY DDR Mode Performance Mode
hermony RAS configuration Mexirum Pedformance
Mirroring Mode Platfarmn Default
FURMA optimized Enabled

13. Click Next.

14. In the Serial Port sub-tab, the Serial Port A must be set to enabled.

Figure 61 BIOS Policy - Advanced Serial Port

Serrers / Policies / root / Sub-Organizations / HANA / BIOS Policies / HANA-BIOS

I ain | Advanced Boot Options Server Managernent Events

Processor Intel Directed O R&AS Mernony Serial Port LUsSE Pl Pl

T Acvanced Fiter 4 Export & Print

BIOS Setting Walue

Seral port & enahle Enakled

15. No changes required at the USB, PCI, QPI, LOM and PCle Slots, Trusted Platform as well as Graphics Config-
uration sub-tabs.

16. No changes required at the Boot Options tab.
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Figure 62 BIOS Policy - Boot Options

Servers ! Policies / root / Sub-Organizations / HANA / BIOS Policies f/ HANA-BIOS
hain Advanced Boot Options Server Management Events

Ts Achvanced Fiter 4 Bxport 5 Print

BIQS Setting +  Walue
Boot option retry Platform Default
Cool Down Time [sec) Platformn Default
IPVE PEE Support Platform Default
Murnber of Retries Platform Default
Onboard SCU Storage Support Platform Default
P-SATA mode Platformn Default
Power On Password Platform Default
SA5 RAID Platform Default
SA5 RAID rmodule Platformn Default

17. On the Server Management tab, configure the Console Redirection to serial-port-a with the BAUD Rate
115200 and enable the feature Legacy OS redirect. This is used for Serial Console Access over LAN to all
SAP HANA servers.
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Figure 63 BIOS Policy - Server Management

Servers / Policies / root / Sub-Organizations [/ HANA / BIOS Policies / HANA-BIOS

hain Advanced Boot Options Senver Managerent Events
TeAdvanced Fiter 4 BEcport &5 Print
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Console redirection
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25 Boot Watchdog Timer

25 Boot Watchdog Timmer Policy
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Putty KeyPad

Redirection After BIOS POST
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1152k

Serial Port A

Platfarrn Default

Platforrn Default

Enabled

Platform Default

Platfarrn Default

Platforrn Default

Platforrn Default

Platform Default

Platfarrn Default

WT100-PLUS

18. Click Finish to Create BIOS Policy.
19. Click OK.

Create Serial over LAN Policy

The Serial over LAN policy is required to get console access to all the SAP HANA servers through SSH from the
management network. This is used in case of the server hang or a Linux kernel crash, where the dump is
required. To configure the speed in the Server Management Tab of the BIOS Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root > Sub-Organization > HANA.

3. Right-click the Serial over LAN Policies.
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4. Select Create Serial over LAN Policy.
5. Enter SoL-Console as the Policy name.
6. Select Serial over LAN State to enable.
7. Change the Speed to 115200.

8. Click OK.

Figure 64 Serial Over LAN Polic

Create Serial over LAN Policy

Mame . SoL-Console

Description

Serial ower LAMN State: || ) Disable (o Enable |

Speed ; |11520c| v |

Update Default Maintenance Policy

It is recommended to update the default Maintenance Policy with the Reboot Policy “User Ack” for the SAP HANA
server. This policy will wait for the administrator to acknowledge the server reboot for the configuration changes to
take effect.

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Select Maintenance Policies > default.
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4. Change the Reboot Policy to User Ack.
5. Click Save Changes.

6. Click OK to accept the change.

Figure 65 Maintenance Policy

Servers / Policies / root / Maintenance Policies / default

General Ewents

Actions Properties
MNarne : default
Show Palicy Usage Description
Chwmer : Local
Saoft Shutdown Tirmer 1| 180 Secs v
Storage Config. Deployment Policy : | Immediate (s User Ack
Rehoot Policy : | Ummedigte (o) User Ack O Tirmer Aotormatic

|+| On Mext Boot|[Apply pending changes a next reboot.)

Set Jumbo Frames in Cisco UCS Fabric

The core network requirements for SAP HANA are covered by Cisco UCS defaults. Cisco UCS is based on 40GbE
and provides redundancy through the Dual Fabric concept. The Service Profile is configured to distribute the traffic
across Fabric Interconnect A and B. During normal operation, the traffic in the inter-node flows on FI' A and the
NFS traffic on FI B. The inter-node traffic flows from a Blade Server to the Fabric Interconnect A and back to other
Blade Server.

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.

3. In the right pane, click the General tab.

4. On the MTU Column, enter 9216 in the box.

5. Check Enabled Under Priority for Silver.

6. Click Save Changes in the bottom of the window.

7. Click OK.
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Figure 66 Cisco UCS - Setting Jumbo Frames

LAN / LAN Cloud !/ QoS System Class
General Events FSid
Actions Properties
Cwner: Local
Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized
Platinum O 5 (] ‘ 10 v | NiA |9215 v | O
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Bronze (] 1 =) ‘? v | N/A |92‘|5 v | (]
Best ] Any ¥ ‘ 5 v | &0 |9215 v | O
Effort
Fibre 2 3 O E v| s0 [fe v NiA
Channel

Network Control Policy

Update Default Network Control Policy to Enable CDP

CDP needs to be enabled to learn the MAC address of the End Point.
complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > Policies > root > Network Control Policies > default.
3. Inthe right pane, click the General tab.

4. For CDP: select Enabled radio button.

5. Click Save Changes in the bottom of the window.

6. Click OK.
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Figure 67 Network Control Policy to Enable CDP

LAaN |/ Policies f/ root / Network Control Policies [ default

General Events

Actions Properties
Delete Marme . default
Show Policy Usage Description
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cOP (' Disabled (#) Enabled |

MAC Register Mode (8 Only Mative Wlan | 0 All Host Vlans

Action on Uglink Fail :

(&' Link Down 0 Warning ‘

MAC Security

Forge :

(o) Allowe | Deny ‘

LLDP

Transmit

(@) Digabled | Enabled |

Receive :

(»' Disabled { ' Enabled |

Create Network Control Policy for Internal Network

In order to keep the vNIC links up in case there is a Nexus failure, you need to create the Network Control Policy
for Internal Network. To create Network Control Policy for Internal Network, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > Policies > root > Network Control Policies > right-click and Select Create Network Control Poli-
cy.

3. Enter Internal as the Name of the Policy.
4. For CDP: select Enabled radio button.
5. For Action on Uplink Fail: select Warning radio button.

6. Click OK.
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Figure 68 Network Control Policy

LAN / Policies / root / Metwork Control Policies / Internal

General Events

Actions Properties
Delete Marne . Internal
Show Policy Usage Description
Chwner : Local
coP . | Disabled (o) Enabled

MAC Register Mode : |{o'\_- Only Mative Wlan | All Host Wlans

Action on Uglink Fail : | i Link Down (o) Warning

Warning

IMPORTAMNT: If the Action on Uplink Fail is set to Warning, the fabric will not fail over if uplink connectivity is lost

MAC Security

Forge :

LLDP

Transrrit : | Disabled | Enabled

Receive : |8 Disabled | Enabled

LAN Configurations

Within Cisco UCS, all the network types for an SAP HANA system are manifested by defined VLANs. Network
design guideline from SAP recommends seven SAP HANA related networks and two infrastructure related

networks.

Even though nine VLANs are defined, VLANSs for all the networks are not necessary if the solution will not use
those networks. For example if the Replication Network is not used in the solution, then VLAN ID 225 need not be

created.

The VLAN IDs can be changed if required to match the VLAN IDs in the customer’s network - for example, 1D 221
for backup should match the configured VLAN ID at the customer uplink network switches.

Create VLANs

To configure the necessary VLANSs for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

L In this procedure, eight VLANSs are created.

2. Select LAN > LAN Cloud.
3. Right-click VLANS.

4. Select Create VLANS.

5. Enter HANA-Internal as the name of the VLAN to be used for HANA Node to Node network.

6. Keep the Common/Global option selected for the scope of the VLAN.
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7. Enter <<var_internal_vlan_id>> as the ID of the HANA Node to Node network.
8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.

Figure 69 Create VLAN for Internode

Create VLANs
WLAM MarePrefo - HAMNA-Internal
Multicast Policy Mame ;| <not set= v Create lMulticast Policy

o' ComronfGlobal ¢ Fabric A ¢ Fabric B ¢ Both Fabrics Configured Cifferenthy

You are creating global WLANS that map to the same VLAMN 1Ds in all available fabrics.
Enter the range of VLAMN IDs.[e.g. "2003-2019", "29,3540-45", " 23", "23,34-45")

WLAM D= | 220

Sharing Type : (e Mone " Primany (0 lsolated (O Community

10. Repeat steps 1-9 above for each VLAN creation.

11. Create VLAN for HANA-AppServer.

Figure 70 Create VLAN for AppServer

Create VLLANs

WLAMN MarnefPrefm o HAMA-AppSerer

Multicast Policy Mame © | <not set= ' 4 Create hMulticast Policy

o ComrmonfGlabal ¢ Fabric A (0 Fabric B © ) Both Fabrics Configured Differently

Wou are creating global WYLAMNSs that map to the same YLAMN IDs in all avalakle fabrics.
Enter the range of WLAM IDs.(e.g. " 200%-2018", "283540-45", " 23", " 23,34-45")

VLAM IDs: | 225

Sharing Type : (@ Mone (O Primmany (0 lsolated O Comnmunity

12. Create VLAN for HANA-Backup.

131



SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

Figure 71 Create VLAN for Backup

Create VLANs

WLAM Marme/Prefre © HAMNA-Backup

Multicast Policy Marme : | <not et v Create Multicast Policy

o' Common/Global ¢ 8 Fabric A 7 Fabric B ¢ 9 Both Fabrics Configured Differently

You are creating global WLANS that map to the same VLAMN IDs in all available fabrics.
Enter the range of VLAMN IDs.(e.g. " 2008-201%", " 29,3540-45", "23", " 23,534-45")

WLAM ID=: | 221

Sharing Type : (0" Mone | " Primary O Isolated | Commmunity

13. Create VLAN for HANA-Client.

Figure 72 Create VLAN for Client Network

Create VLLANs

VLAM Marne/Prefer 0 HAMNA-Client

Multicast Policy Mame | <not set= 4 Create Multicast Policy

o CommonfGlobal [ Fabric A Fabric B (7 Both Fabrics Configured Differenthy

“Wou are creating global WLAMNS that map to the same YLAMN 1Ds in all avallakle fabrics.
Enter the range of VLAMN IDs. (e g. "2003-2013", " 29,3540-45", "24", " 23,534-45")

VLAM D= | 223

Sharing Type : (& MNone (O Primany (0 lsolated (O Comnnnunity

14. Create VLAN for HANA-DataSource.
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Figure 73 Create VLAN for Data Source

Create VLANs

WLAMN MarmePrefm o HAMA-DataSource
Multicast Policy Mame : | <naot set> v Create Multicast Policy

o' ComrmonfGlobal ¢ Fabric A Fabric B © ) Both Fabrics Configured Differently

%iou are creating global VLANS that map to the same WLAM IDs in all available fabrics.
Enter the range of WLAMN IDs.(e.g. "2008-2018", "293540-45", " 23", " 23,54-45")

VIAM IDs: | 224

Sharing Type : (' Mone | W Primary (0 Isolated ) Community

15. Create VLAN for HANA-Replication.

Figure 74 Create VLAN for Replication

Create VLLANs

WLAM MarmefPrefe | HAMNA-Replication
hulticast Policy Mame : | <not set= r Create Multicast Policy

o' Common/Global ¢ Fabric A0 Fabric B ) Both Fabrics Configured Different by

You are creating global WLAMS that map to the same VLAN 1Ds in all available fabrics.
Enter the range of VLAMN IDs.[e.g. " 2008-2018", " 29,53540-45", " 23", " 23,534-45")

WLAMN IDs: | 225

Sharing Type © (e MNone W Primary (0 lsolated | 0 Cornrnunity

16. Create VLAN HANA-NFSshared for /hana/shared NFS network. The VLAN ID used defined here could be
same as of that of the network providing Active Directory Services/DNS in the customer LAN. In the validation
setup we have had a windows Server VM in Management PoD providing the management services and the
same VLAN ID was used of this to make the solution design simpler.
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Figure 75 Create VLAN for /hana/shared NFS Network

Create VLANs

VLAMN Marme/Prefe ©  HAMNA-MFSshared

hMulticast Policy Mame : | <not set> v Create Multicast Palicy

o' ComrmonfGlobal ¢ Fabric A Fabric B ¢ ) Both Fabrics Configured Differently

%iou are creating global VLANS that map to the same WLAM IDs in all available fabrics.
Enter the range of WLAMN IDs.(e.g. "2008-2018", "293540-45", " 23", " 23,54-45")

VLAMN ID=: | 117

Sharing Type : (e Mone | W Primary 0 Isolated | ) Community

17. Create VLAN for Management.

Figure 76 Create VLAN for Management

Create VLLANs

WLAM MarnefPrefo c HAMA-Mgmt
hulticast Policy Mame : | =not set= v Create Multicast Policy

o Common/Global © ) Fabric A0 0 Fabric B 0 Both Fabrics Configured Different by

You are creating global VLANS that map to the same VLAN 1Ds in all available fabrics.
Enter the range of VLAMN IDs.[e.g. " 2003-2018", " 2953540-45", " 23", "23,34-45")

WLAMN IDs: | 70

Sharing Type : (e Mone W Primary (0 lsolated | Cornrnunity

The list of created VLANS is shown below:
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Figure 77 VLAN Definition in Cisco UCS
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Create VLAN Groups

For easier management and bandwidth allocation to a dedicated uplink on the Fabric Interconnect, VLAN Groups
are created within the Cisco UCS. SAP groups the networks needed by HANA system into following zones which

could be translated to VLAN groups in Cisco UCS configuration:

e (lient Zone - including AppServer, Client and DataSource networks

e Internal Zone - including Inter-node and System Replication networks

e Storage Zone - including Backup and IP storage networks

e And optional Admin zone - including Management, PXE Boot network, OS cluster network, if any
To configure the necessary VLAN Groups for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

L In this procedure, three VLAN Groups are created. Based on the solution requirement create
VLAN groups as needed by the implementation scenario.

2. Select LAN > LAN Cloud.

3. Right-click VLAN Groups.

4. Select Create VLAN Groups.

5. Enter Admin-Zone as the name of the VLAN Group used for Infrastructure network.

6. Select HANA-Mgmt.
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Figure 78 Create VLAN Group for Admin Zone

Create VLAN Group

ect VLAMNS Marme :  Admin-Zane

e

VLANs

Add Uplink Ports
T Advanced Fiter 4 Export & Print | Ko Bative WLAN

Add Port Channels Select MNarme Mative VLAMN

AANA-APPSEIvET
HAMA-Backup
HAMA-Client
HANA-DataSource
HANA-Internal

~ HAHA-Mgmt

Create WLAN

7. Click Next
8. Click Next on Add Uplink Ports, since you will use port-channel.
9. Choose port-channels created [13 & 14 in this example configuration] for uplink network. Click >>

Figure 79 Add Port-Channel for VLAN Group Admin Zone

Create VLAN Group ? X

Select VLANs Port Channels Selected Port Channels
Add Uplink Ports Lol Lol

Marne Fakri... 1D - Marne Fakbric |0 [n]
Add Port Channels Fl-Aess- | 4 15 Mo data availakle

Fl-A-nexus-2 A 15
| FI-B-nexus-1 E 14 |
‘ FI-B-nexus-2 =] 16 ‘

10. Click Finish.

11. Create VLAN Group for Client Zone. Select HANA-AppServer, HANA-Client and HANA-DataSource networks
to be part of this VLAN group.
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Figure 80 Create VLAN Group for Client Zone

Create VLAN Group

Select VLAMNSs Mame : | Client-Zone

VLANSs

Add Uplink Ports
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Create WLAMN

12. Click Next.
13. Click Next on Add Uplink Ports, since you will use port-channel.
14. Choose port-channels [13 & 14 in this example configuration] created for uplink network. Click >>

Figure 81 Add Port-Channel for VLAN Group Internal Zone

Modify - VLAN Group Internal-Zone

Select VLANs Port Channels Selected Port Channels
Add Uplink Ports Mame Fabri.. D ‘ Mame Fabric 1D |n]

Fl-A-rexus-1 A 13 - Mo data availakle
Add Port Channels
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Fl-B-nexus-2 B 16

15. Click Finish.

16. Similarly, create VLAN Group for Internal Zone. Select HANA-Internal network. Optionally, select the HANA-
Replication, if used in the setup.
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Figure 82 Create VLAN Group for Internal Zone
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vy HANA-Replication

Create WLARN

17. Click Next.
18. Click Next on Add Uplink Ports, since you will use port-channel.

19. Choose port-channels (13 and 14 in this example configuration) created for uplink network. Click >>

Figure 83 Add Port-Channel for VLAN Group Internal Zone

Modify - VLAN Group Internal-Zone
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20. Click Finish.

21. Similarly, create VLAN Groups for Storage Zone. Select the HANA-NFSshared network. Optionally select
HANA-Backup network, if used in the setup.
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Figure 84 Create VLAN Group for Storage Zone
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22. Click Next.
23. Click Next on Add Uplink Ports, since you will use port-channel.

24. Choose other pair of port-channels (15 and 16 in this example configuration) created for Storage Zone.

Figure 85 Add Port-Channel for VLAN Group Client Zone
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25. Click Finish.

26. More VLAN groups, if needed could be created following the above steps. VLAN Groups created in the Cisco
UCS.
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Figure 86 VLAN Groups in Cisco UCS
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WVLAN HAMA-Replication 225 fabric/lan/net-HANA-Replication
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ﬁ For each VLAN Group a dedicated Ethernet Uplink Port or Port Channel can be selected, if the use-case
demands. Alternatively, a single uplink Port Channel with more ports to enhance the bandwidth could al-
so be used if that suffices.

Create vNIC Template

Each VLAN is mapped to a vNIC template to specify the characteristic of a specific network. The vNIC template
configuration settings include MTU size, Failover capabilities and MAC-Address pools.

To create vNIC templates for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root > Sub-0Organization > HANA.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter HANA-Internal as the vNIC template name.

6. Keep Fabric A selected.

7. Check the Enable Failover checkbox.

8. Under Target, make sure that the VM checkbox is unchecked.
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9. Select Updating Template as the Template Type.

10. Under VLANS, check the checkboxes for HANA-Internal.
11. Set HANA-Internal as the native VLAN.

12. For MTU, enter 9000.

13. In the MAC Pool list, select FI-A.

14. For Network Control Policy Select Internal from drop-down list.
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Figure 87 Create vNIC Template for HANA-Internal
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15. Click OK to create the vNIC template.

16. Click OK.
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# For most SAP HANA use cases the network traffic is well distributed across the two Fabrics
(Fabric A and Fabric B) using the default setup. In special cases, it can be required to rebalance
this distribution for better overall performance. This can be done in the vNIC template with the
Fabric ID setting. The MTU settings must match the configuration in customer data center. MTU
setting of 9000 is recommended for best performance.

17. Similarly create vNIC template for each Network.

18. Create a vVNIC template for HANA Nodes OS Cluster network.
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Figure 88 Create vNIC Template for HANA shared NFS Storage Access
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19. Create a vNIC template for AppServer Network.
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Figure 89 Create vNIC Template for AppServer Network
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20. Create a vNIC template for Backup Network.

Figure 90 Create vNIC Template for Backup Network
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21. Create a vNIC template for Client Network.
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Figure 91 Create vNIC Template for Client Network
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22. Create a vNIC template for DataSource Network.
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Figure 92 Create vNIC Template for DataSource Network
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23. Create a vNIC template for Replication Network.
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Figure 93 Create vNIC Template for Replication Network
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24. Create a vNIC template for Management Network.

Figure 94 Create vNIC Template for Management Network
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The list of created vNIC Templates for SAP HANA is shown below:

Figure 95 vNIC Templates Overview

LAN / Policies ! root f Sub-Organizations / HANA [/ wNIC Templates

rHIC Templates

4+ = T,Advanced Fiter 4 Beport #%5 Print

Marme WLAM Mlative WLAN

w vMNIC Ternplate HANA-MNFSshared

Metwork HAMA-MNFSshared HAMA-MNFSshared
w vMNIC Termplate HAMA-AppSenrer

Metwork HAMA-AppSenier HAMNA-AppSenver
w vMNIC Ternplate HANA-Backup

Metwork HAMNA-Backup HAMA-Backup
w vMNIC Termplate HAMA-Client

Metwiork HAMA-Client HAMNA-Client
w vMNIC Termplate HANA-DataSource

Metwork HAMA-DataSource HAMA-DataSource
w vMNIC Template HAMA-Internal

Metwiork HAMNA-Internal HAMNA-Internal
w vMNIC Ternplate HANA-Mgrrt

Metwork HAMNA-Rgrnt HAMNA-Mgmit

w vMNIC Ternplate HANMA-Replication

Metwork HAMNA-Replication HAMA-Replication

SAN Configurations

VSAN is a security mechanism for storage which can be compared to VLANS for the networks.

The connectivity to the storage is achieved through northbound Cisco storage devices - MDS Fabric Switches. It is
important to note that northbound storage physical connectivity does not support vPCs like LAN connectivity. For
the same reason, FI-A connects via MDS-A and FI-B connects via MDS-B to the storage. Fabric Interconnects do
not cross connect with MDS switches.

Port channel configuration to combine multiple storage FC uplink ports to provide physical link redundancy is
possible.
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The configurations are carried out in the SAN Cloud node on UCSM.

Create VSANs

To configure the necessary VSANSs for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

# In this procedure, two VSANs are created. One each for Fabric A and Fabric B.

2. Select SAN > SAN Cloud.

3. Right-click VSANSs.

4. Select Create VSAN.

5. Enter Fab-A as the name of the VSAN to be used for Fabric-A.

6. Retain ‘Disabled’ for FC Zoning option and select Fabric A. Enter <<var_fabric-A_vsan_id>> as the ID of the
VSAN ID. Use the same value for FCOE VLAN ID.

7. Click OK and then click OK again.

Figure 96 Create VSAN for Fabric A

Create VSAN ? X

Mame :  Fab-4A
FC foning Settings

FC £foning: |(e) Disabled ¢ % Enabled

Do HOT enable local zoning if fabric interconnect is connected to an upstrearn FC/FCoE switch,

Y Cormmonf Glokbal (e Fabric A Fabric B () Both Fabrics Configured Differently

You are creating a local WSAMN in fabric A that maps to AWVLAMN can be used to carry FCoE traffic and can be mapped to this
a VSAM ID that exists only in fabric A VEAN,

Enter the WSAM ID that maps to this VAN, Enter the WLAMN D that maps to this WSAN.

VSAMID: 10 FCoE WLAN: 10

8. Select SAN > SAN Cloud.

9. Right-click VSANSs.

10. Select Create VSANS.

11. Enter Fab-B as the name of the VSAN to be used for Fabric-B.

12. Retain ‘Disabled” for FC Zoning option and select Fabric A. Enter <<var_fabric-B_vsan_id>> as the ID of the
VSAN ID. Use the same value for FCOE VLAN ID.
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13. Click OK and then click OK again.

Figure 97 VSANSs for Fabrics
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Figure 98 VSAN Summary
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Assign Respective Fabric FC Channels to Created VSAN

To assign the fc port channels to respective fabric VSAN that we just created, complete the following steps:

1. In Cisco UCS Manager, click the SAN tab > SAN Cloud > Fabric A> FC Port Channels>

2. Select the configured FC Port Channel.

3. On the right pane, change the VSAN information from default (1) to Fab-A VSAN 10 created for Fabric-A.

154




Figure 99 VSAN Membership for FI-A FC Uplink Port Channel

SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

Status
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r

4. Make sure 16gbps is selected for Port Channel Admin Speed. Select Save changes. Click Yes. Click OK. After

the settings are saved, the Port Channel status changes to Up.

Figure 100 VSAN Membership for FI-A FC Uplink Port Channel (continued)
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5. Click the SAN tab > SAN Cloud > Fabric B > FC Port Channels >.
6. Select the configured FC Port Channel.
7. On the right pane, change the VSAN information from default (1) to Fab-B VSAN 20 created for Fabric-B. En-

sure Port Channel Admin Speed is set to 16gbps.
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8. Select Save changes. Click Yes and click OK.

Figure 101 VSAN Membership Setting for FI-B FC Uplink Port Channel
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Create VHBA Template

‘ﬁ In this procedure, two VHBA templates are created. One each for Fabric A and Fabric B.

1. In Cisco UCS Manager, click the tab SAN > Policies > root > Sub-Organizations > HANA. Right-click vHBA
Templates to “Create VHBA Template.”

2. First create a template for Fabric A. Choose vHBA-A for name.
3. Optionally provide a description.

4. Select Fabric ID A

5. Select VSAN Fab-A and Template Type as Updating template.

6. Select WWPN Pool - FI-A.

~

Click Ok and Click OK.
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Figure 102  Fabric A - vHBA Template
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8. Create a template for Fabric B. Choose VHBA-B for name.

9. In Cisco UCS Manager, click the tab SAN > Palicies > root > Sub-Organizations > HANA. Right-click vHBA
Templates to “Create vHBA Template.”

10. Choose VHBA-B for name.

11. Optionally provide a description.

12. Select Fabric 1D B.

13. Select VSAN Fab-B and Template Type as Updating template.
14. Select WWPN Pool as FI-B.

15. Click Ok and Click OK.
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Figure 103  Fabric B - vHBA Template

Create vHBA Template
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Create SAN Connectivity Policy
When the physical connectivity is established, the following will configure the zoning for the servers and SAN:

e Storage connection palicies: This configures the storage connectivity taking into account the WWPN Target
numbers for the SAN. Since the Zoning is handled by the MDS switches and that FIs aren’t direct attached
to the Storage, we do not configure this Storage side connection policy.

e SAN connectivity policies configuration: This configures vHBASs for the servers which will provide WWPN
Initiator numbers for the servers. This server side configuration is needed to prepare the servers for
connection to storage.

To configure the storage connection policy, complete the following steps:

1. Log into UCS Manager.
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2. Click the SAN tab in the Navigation pane.

3. SAN tab > Policies > root > Sub-Organizations > HANA > SAN Connectivity Policies. Right-click SAN Connec-
tivity Policies > Create SAN Connectivity Policy.

Figure 104 Create SAN Connectivity Policy

Create SAN Connectivity Policy

Marme © HAMNA-SAN

Description ;| S4AMN connectivity policy for HAMA nodes

A server is identified on a SAN by its World Wide Node Marme DAWHRHMN). Specify how the systern should assign a WWHN to the server
associated with this profile.
World Wide Node Hame
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Create WWHMN Pool

Select WWHMNN assignment option.
If nothing is selected, the WWHMN will be assigned from the default poal.

WARNING: The selected pool does not contain any available entities.
You can select it, but it is recommended that vou add entities to it

Marne WP

Mo data availakble

Delete (@) Add i dify

4. Provide name as HANA-SAN.
5. Optionally, add a Description.

6. Click Add to add the vHBAs from the vHBA templates previously created.
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7. In the Create vHBA window, provide a name as vhba-a and check “Use vHBA Template” option. Select
vHBA-A from the VHBA Template dropdown and Linux for the Adapter Policy. Click OK.

Figure 105 Create vHBA for Fabric A

Create vHBA

Marne : whba-a
Use vHEA Template ;¥

Redundancy Pair: ) Peer Mame :

vHEA Termplate : | wHBA-A v Create vHBA Ternplate

Adapter Perfformance Profile

Adapter Policy : | Linux ¥ Create Fibre Channel Adapter Palicy

8. Click Add on the ‘Create SAN Connectivity Policy’ window to add another vHBA

9. In the Create vHBA window, provide name as vhba-b and check “Use vHBA Template” option. Select vHBA-B
from the vHBA Template drop-down list and Linux for the Adapter Palicy.

Figure 106 Create vHBA for Fabric B

Create vHBA

Marne o whba-hb

Usze vHEA Termplate ;¥

Redundancy Pair: FPeer Mame :

wHEA Termplate :  wHEA-E w Create wHBA Template

Adapter Performance Profile

Adapter Policy: Linux v Create Fibre Channel Adapter Policy

10. Click OK.
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Figure 107  SAN Connectivity Policy (continued)
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Create WWHHN Pool
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w YHBA vhba-b Derived
vHBA If default
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11. Click OK.
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Figure 108
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Create Boot Policy for SAN Boot

It is strongly recommend to use “Boot from SAN” to realize full benefits of Cisco UCS stateless computing feature

such as service profile mobility.

The ports on the storage controllers of Pure Storage FlashArray//X are cross connected with the MDS switches so
that we have alternate paths to the LUNSs, in addition to the built-in redundancy and path management features of

the storage array itself.

The SAN Ports CTO.FCO, CTO.FC2 of Pure Storage FlashArray//X Controller O are connected to Cisco MDS
9148S Switch A and CTO.FC1, CTO.FC3 are connected to Cisco MDS 9148S Switch B. Similarly, the SAN Ports
CT1.FCO, CT1.FC2 of Pure Storage FlashArray//X Controller 1 are connected to Cisco MDS 9148S Switch A and

CT1.FC1, CT1.FC3 are connected to Cisco MDS 9148S Switch B.

You can determine the WWPN information of these storage array target ports from the Purity//FA GUI

162




SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

Figure 109
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w iqn.20 06 com.purestorage:flasharray 311252 262 T1072d4
[0 62:4A4.83:76:69.B4:3C.00

@ 62:48.93:75:69.B4:2C01

m 5244935756 B4 BC02

[0 62:4A.83:76:69.B4:8C.03

Speed

10 Ghss

10 Ghs

16 Ghis

16 Gbss

16 Ghs

16 Ghis

Failover

Paths

Mone

Part

CT1LETH4

CT1ETHE

CTLFCO

CTLFC

CT1FC2

CTIFCS

Search

Al Paths -

# W #I10N

MName

w iqn.2C10e 06 com.purestorage:flasharray.311e5e 2627107204
W ign. 2006 com purestorage:flasharray.311e5e 26 27107204
[0 52:44.83:76:69:B4:3C:10

@ 62:448,93. 70:6%B4:8CN

@ 624093 T6EXB4:8C12

[0 52:4.4,03:76:69:B4:8C13
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Speed

10 Ghrs

10 Ghrs

16 Gbrs

16 Gbrs

16 Ghrs

16 Gbrs

Failowver

For the SAN Boot policy configure the SAN primary's primary-target to be port CTO.FCO and SAN primary's

secondary-target to be port CT1.FCO of the array. Similarly, the SAN secondary’s primary-target should be port

CT1.FC1 and SAN secondary's secondary-target should be port CTO.FC1 of the array.

You have to create SAN Boot primary (hba0) and SAN Boot secondary (hba1) in create boot policy by entering

WWPN of Pure Storage FlashArray//X FC Ports.

To create boot policies for the Cisco UCS environments, complete the following steps:

1. Go to tab Servers > Policies > root > Sub-Organizations > HANA > Boot Policies. Right-click and create
HANA-sanboot as the name of the boot policy as shown in below figure.

2. Expand the Local Devices drop-down menu and Choose Add CD-ROM. Expand the vHBA drop-down menu
and Choose Add SAN Boot. In the Add SAN Boot dialog box, select type as ‘Primary’ and enter "hba0" in the
VvHBA field and make sure type is selected as “Primary”.

3. Make sure the “Enforce vNIC/VHBA/ISCSI Name” option is unchecked.
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Figure 110  SAN Boot hba0

Add SAN Boot

wHBA: |p_b_a_g |

Type : |\3\ Primary | Secondary () Any |

4. Click OK to add SAN Boot. Then choose “Add SAN Boot Target.”

5. Keep 1 as the value for Boot Target LUN. Enter the WWPN for FC port CTO.FCO of Pure Storage and add
click OK.

'ﬁ LUN ID 0 is reserved for internal use in Pure Storage FlashArray//X; it is recommended to use
LUN ID 1 for Boot LUN.
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Figure 111 hbaO Primary Boot Target

Add SAN Boot Target ? X

Boot Target LM ]

Boot Target WWEMN G248 3% 7563 B4: 3200

Type : e Primary | Secondary

@ -

6. Add a secondary SAN Boot target into same hbaO and enter boot target LUN as 1 and WWPN for FC port
CT1.FCO of Pure Storage FlashArray//X and add SAN Boot Secondary Target. Click OK.

Figure 112  hbaO Secondary Boot Target

Add SAN Boot Target ? X

Boot Target LUM 1

Boot Target WWEMN G248 3% 7R 03 B4:3C: 10

Type : Primary = Secondary

Lo Jen

7. From the vHBA drop-down list and Choose Add SAN Boot. In the Add SAN Boot dialog box, enter "hbal1" in
the VHBA field. Click OK.
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Figure 113  SAN Boot hba1

Add SAN Boot

vHBA:  hbal

Type : Prirmary  » Secondary Ay

8. Click OK to SAN Boot. Choose add SAN Boot Target.

9. Keep 1 as the value for Boot Target LUN. Enter the WWPN for FC port CT1.FC1 of Pure Storage FlashAr-
ray//X and add SAN Boot Primary Target. Click OK.

166



SAP HANA PoD Cisco Nexus 9000 Series Switch Network Configuration

Figure 114  hba1 Primary Boot Target

Add SAN Boot Target

Boot Target LUM ¢ 1

Boot Target WP : ‘ 524893 75.62:B4:8C: 11 ‘

Type : |($’_‘-F‘rirnar§,r [ Secondary |

10. Add secondary SAN Boot target into same hbal and enter boot target LUN as 1 and WWPN for FC port
CTO.FC1 of Pure Storage FlashArray//X and add SAN Boot Secondary Target. Click OK. Click OK.
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Figure 115 hba1 Secondary Boot Target

Add SAN Boot Target

Boot Target LUM ;1

Boot Target WWPH : | 520443375682 B4:3C:01

Type : Prirnary  » Secondary

11. Click OK and click OK for the Create Boot Policy pop-up.
12. After creating the FC boot policies, you can view the boot order in the Cisco UCS Manager GUI. To view the

boot order, navigate to Servers > Policies > root > Sub-Organizations > HANA > Boot Policies> HANA-
sanboot to view the boot order in the right pane of the UCS Manager as shown below.
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Figure 116  SAN Boot Policy

Servers / Policies / root / Sub-Organizations / HANA / Boot Policies / Boot Policy HANA-sanboot

General Events

Actions Properties

Delete Marne : HANA-sanboot

Show Policy Usage Description o | /x50 array connectivity
Owner . Local

Reboct on Boot Order Change - O

Erforce wMICAHBAISCS! Mame - L
Boot Mode . @ Legacy 0 Uefi

Warning

The type [primary/secondany] does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vMIC/rHBAJISCSI Name is selected and the wNIC/WHBASSCS| does not exist, a config error will be reparted.

If it is not selected, the wNICs/vHEAs are selected if they exist, otherwise the wMIC/VHEBA with the lowest PCle bus scan order is used.

#) Local Devices BootOrder
4+ = T,Advanced Fiter 4 Bxport 4 Print

* CIMC Mounted viMedia Marne Order  «  wNIC/AHBAS. Type LUM Marme W
. w SAM Prirnary hibal Prirriany
# vNICs

SAM Target Pr... Prirnany 1 52483 7569 B4:5C:00
[:-E:] vHEAS SAM Target 5. Secondary 1 H2:4A 857563 B4:3C:10

w SAN Secondany hbal Secondary

) ISCS! wNICs
- SAM Target Pr... Prirnany 1 F2:4A 83 7563 B4:5C: 11
@ EFl Shell SAM Target 5. Secondary 1 H2dAe3 7 EE3B4:5C:

Create Service Profile Templates for SAP HANA Nodes

The LAN, SAN configurations and relevant SAP HANA policies must be defined prior to creating, a Service Profile
Template.

To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Service Profile Templates > root > Sub-Organization > HANA.

3. Right-click HANA.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.
5. lIdentify the service profile template:

Enter HANA-node as the name of the service profile template.

a
b. Select the Updating Template option.

O

Under UUID, select UUID_pool as the UUID pool. Optionally add a Description.
d. Click Next.
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Figure 117  Service Profile Template UUID

Identifir

Storage Provisioning

Hetworking

5AN Connectivity

Zoning

vNIC/YHBA Placement

rhedia Policy

Server BootOrder

Maintenance Policy

Server Assignment

Operational Policies

ce Profile Termplate

Create Service Profile Template ?

%ou must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
ternplate and enter a description.

Marme :  HAMA-node

The template will be created in the following organization. Its name must be unique within this organization.
‘Where . org-rootforg-HANA

The template will be created in the following organization. lts name must be unique within this organization.

X

Type : | lnitial Terplate (o) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this ternplate.
uuiD
UUID Assignment: UUID_pool(32532) v

The UUID will be assigned from the selected pool.
The availableftotal UUIDs are displayed after the pool name.

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Hext » m Cancel

6. Storage Provisioning:

7. Click Next.

Nothing to be done here.
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Figure 118

Service Profile Template - Storage Provisioning

Identify Service Profile
Template

Storage Provisioning

Hetworking

SAN Connectivity

Zoning

vNIC/vHEA Placement

rhedia Policy

Server BootOrder

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.

Specific Storage Profile Storage Profile Policy

Storage Profile; Select Storage Profile to use w

Mo Storage Profile Policy

Local Disk Configuration Policy

Create Storage Profile

8. Networking:

a.

Keep the default settings for Dynamic vNIC Connection Policy.
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Figure 119  Service Profile Template - Networking

Create Service Profile Template

Optionally specify LAN configuration information.
Identify Service Profile

Template

Chynamic wMIC Connection Palicy:

Select a Policy to use (no Dynamic vMIC Policy by default) v

Storage Provisioning

Create Dynamic wMIC Connection Policy

Metwiorking

How would you like to configure LAM connectivity™

SAN Co tivi
nnectivity (1 Simple (&) Expert () Mo wMICs () Use Connectivity Policy

Click Add to specify one or more wMICs that the server should use to connect to the LAM.

oni
ning Marme MAC Address Fabric ID

Mative WLAN

Mo data svailable
wHIC/YHBA Placement

viMedia Policy

Serrer BootOrder

Maintenance Policy
Delete (#) Add Il odify

o

a o

®

g.
h.

Select the Expert option for ‘How would you like to configure LAN connectivity’ question.
Click the Add button to add a vNIC to the template.

In the Create vNIC dialog box, enter HANA-Internal as the name of the vNIC.

Check the Use vNIC Template checkbox.

In the vNIC Template list, select HANA-Internal.

In the Adapter Policy list, select Linux.

Click OK to add this vNIC to the template.

Figure 120  Service Profile Template vNIC Internal

Create vNIC

Mame :  HAMA-Internal
Use wMIC Termplate : ¢

Redundancy Pair: Peer Mame :

wMIC Termplate | HAMA-Internal Create wMNIC Termplate

Adapter Performance Profile

Adapter Palicy S Linx ¥ Create Ethernet Adapter Policy
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9. Repeat steps a-h for each vNIC.

10. Add vNIC for HANA-NFSshared

Figure 121 Service Profile Template vNIC HANA-NFSshared

Create vNIC

Marne .  HAaMA-MNFSshared
Use wMIC Ternplate : ¥

Redundancy Pair: Peer Mame :

vMHIC Termplate : | HAMA-MFSshared Creagte wMNIC Ternplate

Adapter Performance Profile

Adapter Palicy O Linux w Create Ethernet Adapter Policy

171. Add vNIC for HANA-Client.

Figure 122  Service Profile Template vNIC Hana-Client

Create vNIC

Marme . HAMNA-Client

Use vMIC Ternplate ;¢

Redundancy Pair: ) Peer Mame :

vMIC Termplate : | HANA-Client » Create vMIC Template

Adapter Performance Profile

Adapter Policy | Linux w Create Ethernet Adapter Palicy

12. Add vNIC for HANA-AppServer.
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Figure 123  Service Profile Template vNIC AppServer

Create vNIC

Mame :  HAMNA-AppServer
Use wMIC Ternplate : #)

Redundancy Pair: ) Peer Mame :

wMIC Template © | HAMA-AppServer ¥ Create vMIC Template

Adapter Performance Profile

Adapter Policy | Linux w Create Ethernet Adapter Palicy

13. Add vNIC for HANA-DataSource.

Figure 124  Service Profile Template vNIC DataSource

Create vNIC

Marne : | HAMNA-DataSource

Use vMIC Template : ¥

Redundancy Pair: Peer Mame :

wMIC Template : | HANA-DataSource v Create whNIC Template

Adapter Performance Profile

Adapter Policy S Linux Create Ethernet Adapter Policy

14. Add vNIC for HANA-Backup.
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Figure 125  Service Profile Template vNIC Internal

Create vNIC

Mame :  HAMNA-Backup
Use vMIC Template ;¢

Redundancy Pair: )

vMIC Template © | HAMA-Backup w

Adapter Performance Profile

Peer Marme :

Create wMIC Template

Adapter Policy Linux

Create Ethernet Adapter Policy

15. Add vNIC for HANA-Replication.

Figure 126  Service Profile Template vNIC Replication

Create vNIC

Marme . HAMA-Replication
Use wMIC Ternplate . ¢

Redundancy Pair:

wMIC Termplate © | HAMA-Replication w

Adapter Performance Profile

Peer Mame :

Create wMHIC Template

Adapter Palicy Linux

Create Ethernet Adapter Policy

16. Add vNIC for Mgmt.
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Figure 127  Service Profile Template vNIC Mgmt

Create vNIC

Marme :  HAMNA-MgMT
Use wMIC Ternplate . ¢

Redundancy Pair:

wMIC Termplate : | HAMA-tgrt

Adapter Performance Profile

Peer Mame :

Create vMIC Template

Adapter Policy

Linux

Create Ethernet Adapter Policy

17. Review the table in the Networking page to make sure that all vNICs were created.

Figure 128  Service Profile Networking

Identify Serrice Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vMICHHBA Placement

vMedia Policy

Server BootOrder

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Optionally specify LAN configuration information.

Dynarnic wMNIC Connection Policy: Select a Policy to use (no Dynamic vMIC Policy by default) «

Create Dynamic wMNIC Connection Paolicy

How would you like to configure LAN connectivity™

" Simple (o) Expert () Mo wMICs () Use Connectivity Policy

Click Add to specify one or more wMNICs that the server should use to connect tathe LARN.

Marne WMAC Address Fakric IO MNative WVLAN
vNIC HANA-Mgmt Derived derived
vNIC HANA-Replication Derived derived
vNIC HANA-Backup Cerived derived
vNIC HANA-DataSource Derived derived
vNIC HANA-AppServer Derived derived
vNIC HANA-Client Derived derived
(+) Add

) i35S wMICs

18. Click Next.
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Figure 129  Service Profile Template - SAN Connectivity
Create Service Profile Template 7 X

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template
Howe would wou like ta configure SAMN connectivity®

.. () Simple () Expert (0 Mo vHBAs () Use Connectivity Palicy
Storage Provisioning
A server is identified on a SAN by ite World Wide Node Marne [MWWMNN). Specify how the systern should assign 2 WWINMN to the server associsted
with this profile
Networking World Wide Node Name

| Connectivity

WIWNM Assignment: HANA-MNodes{32/32) v

Foning

The WWHNN will be assigned from the selected poal.

wNICAHBA Placement The available/total WWHNMNs are displayed after the pool name.

rMedia Policy
Specify the virtual host bus adapters [(WHEAS) that the server should use to connect to a SAMN. To specify more than two wHBAs, select the Expert
configuration made

Serrer Boot Order
wHBA O (Fabric A) wHBA 1 (Fabric B)
Maintenance Policy MNarme . fe0 Marne o fel
Select VSAMN | default v Select VSAN | default v
Server Assignment
Create WSAN Create VIAN

WARNING: there are not enough WWH addresses available in the
default WWPHN pool. This vHEA will be created with an invalid
WWHN address.

WARNING: there are not enough WWWH addresses available in the
default WWFPN pool. This vHEA will be created with an invalid
WWH address.

Operational Policies

< Prev Mext = m Cancel

20. Select ‘Use Connectivity Policy” option for the “How would you like to configure SAN connectivity?” field.

21. Select HANA-SAN for SAN Connectivity Policy. Click Next.

Figure 130  Service Profile Template - SAN Connectivity (continued)

Create Service Profile Template

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template
How wiould you like to configure SAN connectivity?

(7 Simple () Expert () Mo wHBAS (8) Use Connectivity Policy

SAM Connectivity Policy: | HAMA-SAN ¥ Create SAN Connectivity Policy

Storage Provisioning

Networking

SAN Connectivity

22. Zoning - Click Next.

23. vNIC/vHBA Placement:

With the Cisco UCS B480 M5 populated with VIC 1340 + Port expander (treated as 1 adapter) and VIC
1380 as Adapter 3, they are recognized by UCS as Adapter1 and Adapter 3 respectively. The vCONs 1 and
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2 are mapped to Adapter 1 and vCONs 3 and 4 are mapped to Adapter 3 for all the 4 slots available for
Cisco UCS B480 M5 servers in the chassis.

Also, we used inks in Port-channel for chassis <-> FI connectivity that does not warrant different
placements for each slot as the traffic flow is handled in a Port-channel.

S0 we create a one service-profile template using vVCONs 1 and 3 for the vNIC/vHBA assignment for use by
servers in any slot of the chassis.

a. Inthe Select Placement list, choose the Specify Manually.

b. From the vHBAS tab, assign vhba-a to vCON1
Figure 131 Service Profile Template - vNIC/vHBA Placement - vHBA Assignment to vCON1

Identify Service Profile
Template

Storage Provizioning

Metworking

5AN Connectivity

Foning

vNIC/vHBA Placernent

rMedia Policy

Server Boot Order

Create Service Profile Template

Specify how vMNICs and wHEAs are placed on physical network adapters

wMICWHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters [mezzanine)
in a server hardware configuration independent way.

Select Specify Manually v Create Placement Policy

Placement:

Specific Virtual Metwork Intedfaces (click on a cell to edit)

wNICs vHBAs Marne Order +  Admin H...

Selectio.
Narme < ¥Con 1 Al H
vhba-b vHBA vhba-a 1 ANY
=> assign =>
vCon 2 Al
vCon 3 All
vCon 4 All

c. From the vNICs tab, choose vCon1 and assign the vNICs to the virtual network interfaces policy in the fol-

lowing order:

i HANA-NFSshared
i, HANA-AppServer
iil. HANA-Backup

iv.  HANA-Mgmt
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Figure 132  Service Profile Template - vNIC/vHBA Placement - vNIC Assignment to vCON1

Identify Service Profile
Template

Storage Provisioning

Specify Manually

Select
Placerment:
Hetworking
wHICs wHBAs
S5AN Connectivity Marne
HANA-Client
foning
HAMA-DataSource
WNIC/HBA Placement HANA-Internal

HAMA-Replication
vMedia Policy

== assign ==

Create Service Profile Template

Specify how wMNICs and vHBAs are placed on physical network adagters

Create Placement Policy

wMICHYHBA Placernent specifies how wMNICs and wHBAs are placed on physical network adapters (rezzanine)
in a senver hardware configuration independent way.

Specific Virtual Network Interfaces (click on a cell to edit)

Marne Order «  Admin H.. Selectio..
+¥Con 1 Al H
vHBA vhba-a 1 AN
vNIC HANA-NFSshared 2 AMY
vMIC HANA-AppServer e} AN
vNIC HANA-Backup 4 AMY
vNIC HANA-Mamt & AMY

d. Select vCON3. From the vHBAS tab, assign vHBA-b to vCON3

Figure 133 Service Profile Template - vNIC/vHBA Placement - vNIC Assignment to vCON3
Select Specify Manually v Cregte Placement Policy
Placerment:
Specific Virtual Metwork Inteffaces [click on a cell to edit)
wMHICs vHEAs
Marne Crder Adrnin Host Port Selection Pref..
Marne
p vCon 1 All
hba-b
pe _ vCon 2 All
> @ssign »x
wiCon 3 All
viZon 4 All

e. Choose vCon?2 and assign the vNICs to the virtual network interfaces policy in the following order:

I HANA-Internal

il HANA-Client
il HANA-DataSource
V. HANA-Replication
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Figure 134  Service Profile Template - vNIC/vHBA Placement - vNIC Assignment to vCON2

Select Specify Manually v Create Placement Policy
Placement:
Specific Virtual NMetwark Interfaces (click on a cell to edit)
wMHICs vHBAs
Marne Crder Adrin .. Selecti...
Mame ¥ VCon 3 Al
Mo data available UHBA\.I’I'IIJH—IJ 1 AN\;I,-'
== @ssign ==
rHIC HANA-Internal 2 AN
vHIC HANA-Client a ANY
rvHIC HANA-DataSource 4 AN
rHIC HANA-Replication L AMY

f. Review the table to verify that all vNICs are assigned to the policy in the appropriate order.
g. Click Next.
24. No Change required on the vMedia Policy, click Next.

25. Set the server boot order:

a. Select HANA-sanboot for Boot Policy.

Figure 135  Service Profile Template - Server Boot Order

Create Service Profile Template

Optionally specify the boot policy for this service profile template.
Identify Service Profile

Template
Select a boot policy.

Storage Provisioning Boot Palicy:| HANA-sanboot ¥ Create Boot Policy

Marne : HANA-sanboot
Networking Description . {fx50 array connectivity
Reboot on Boot Order Change  © Mo
SAN Connectivity Enforce wNIC/AHBASISCS| Mame : No
Boot Mode . Legacy
Zoning WARNINGS:

The type [prirmany’secondary) does not indicate a boot order presence.

The effective order of boct devices within the same device class [LAN/Storage/iSCSI) is determined by PCle bus scan order.
¥NICHHBA Placement If .EI'.IfDrCE vHIC/YHBA{iSCS1 Name is selected an.d the \.er.C;"\.rHEIA."iS.CSI does not exist, a config error will be reported. )

If it is not selected, the wMNICs/vHBAs are selected if they exist, otherwise the wMNIC/wHBA with the lowest PCle bus scan order is used.

BootOrder
viMedia Policy
+ = T,Advanced Fiter 4 Bxport & Print

Server Boct Order Mame Ord.. wMlL.  Type Loa VWY Slo.. Bo.. Bo. Des.

COVEWD 1
Maintenance Policy - San 2

w SAMN Primary hbal  Primanys
Server Assignment

SAMN Target Primary Prirnarny 1 24l 33 7EE3:B4:8C 00

Operational Policies SAMN Target Secondary Secondary 1 F2:dh g5 7569 B4:5C: 10

- 58N Secondany hbal Secondary
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b. Click Next.

26. For Maintenance policy:

a. Select the ‘default” Maintenance Policy. Click Next.

Figure 136 = Maintenance Policy

Create Service Profile Template %

Specify how disruptive changes such as reboots, network interruptions, and firrmware upgrades should be applied to the server associated with
Identify Service Profile this service profile.

Template

= Maintenance Policy

Storage Provisioning

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Metworking Maintenance Policy:| default Create Maintenance Policy

S5AN Connectivity

MNarme . default
Zoning Description :

Soft Shutdown Timer : 150 Secs
vNIC/YHBA Placement Storage Config. Deployment Paolicy: User Ack

Reboot Policy : User Ack

vMedia Policy

Server BootOrder

Maintenance Policy

Server Assignment

Operational Policies

27. Specify the server assignment:

a. Select Down as the power state to be applied when the profile is associated with the server.

b. Expand Firmware Management at the bottom of the page and select HANA-FW from the Host Firmware
list. Click Next.
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Figure 137  Service Profile Template Server Assignment

Create Service Profile Template

Optionally specify a server pool for this service profile template.
Identify Service Profile

Template
You can select a server pool you want to associate with this service profile termplate.

Storage Provisioning Pool Assignment: Assign Later v Create Server Poal

Select the power state to be applied when this profile is associated
with the server.

Hetworking
v Up (e Down

S5AN Connectivity

Zoning The service profile template is not automatically associated with a server. Either select a server from the list or associate the senvice profile
rmanually later.

vNICiHBA Placement . )
(=) Firmware Management (BIOS3, Disk Controller, Adapter)

vMedia Policy If you select a host firrmware policy for this service profile, the profile will update the firmware on the server that it is associated with,

Ctherwise the systern uses the firmware already installed on the associated server.

Host Firrmware Package: HAMA-FW ¥

Create Host Firrmware Package

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

28. For Operational Palicies:

a. BIOS Configuration - In the BIOS Policy list, select HANA-BIOS.

b. External IPMI Management Configuration - Expand the External IPMI Management Configuration and se-
lect HANA-IPMI in the IPMI Access Profile. Select SoL-Console in the SolL Configuration Profile.

c. Management IP Address - In the Outband IPv4 tab choose ext-mgmt in the Management IP Address
Policy.

d. Power Control Policy Configuration - Select HANA in the Power Control Policy list.

e. Leave the Scrub policy, KVM Management Policy and Graphics Card Policy with default selections.
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Figure 138  Service Profile Template Operational Policies

Create Service Profile Template

Cptionally specify information that affects how the systemn operates.
Identify Service Profile

Template , .
BIOS Policy: | HAMA-BICS v

Storage Provisioning

Networking (=) External IPMI Management Configuration
If vou want to access the CIMC on the server externally, select an IPMI access profile.
SAN Connectivity The users and passwords in that profile will be populated into the CIMC when the profile is associated with the server.
IPMI Access Profile : | HANA-IPMI v Create IPMI Access Profile
Foning

To enable Serial owver LAM access to the server, select an Sol configuration profile.

SolL C ation Profile: -
rHIC/HrHBA Placement oL Gonfguration Profile:] Sol-Ganscle v

Create Serial over LAM Policy
vMedia Policy

MNarne : SolL-Console

Server Boot Order Description -

Maintenance Policy Sy
) Management |P Address

5 Assi t il S :
gnrer Assighmen ) Monitaring Canfiguration [Threshalds]

Operational Policies

(=) Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group.

Power Control Palicy: | HAMA w Create Power Control Policy

29. Click Finish to create the service profile template.
30. Click OK in the confirmation message.

Create Service Profile from the Template

To create service profiles from the service profile template, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

N

Select Service Profile Templates > root > Sub-Organization > HANA > Service Template HANA-node.
3. Right-click Service Template HANA-node and select Create Service Profiles from Template

4. Enter HANA-ServerO as the service profile prefix.

5. Enter 1 as Name Suffix Starting Number.

6. Enter 4 as the Number of Instances since in this setup there are 4 nodes.

7. Click OK to create the service profile.
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Figure 139  Creating Service Profiles from Template

Create Service Profiles From Template ? X

Maming Prefe © HaMA-nodel

Mame Suffix Starting Mumber: 1

Murmber of Instances : I:l

To associate service profile created for a specific server, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Service Profile > root > Sub-Organization > HANA > HANA-ServerOl.
3. Right-click HANA-Server01 and select Change Service Profile Association.

4. For Server Assignment Choose Select existing Server for the drop-down.

5. Click Available Servers.

6. Select the server, as recommended. Click OK. Click Yes for the Warning. Click OK.
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Figure 140 Creating Service Profiles from Template

Associate Service Profile ?7 >

Select an existing server pool or a previoushy-discovered server by name, or manually specify a custom server by entenng its chassis and slaot 1D
It no server currenthy exists at that location, the system waits until one s discovered.

ou can select an existing server or senver pool, or specify the physical location of the server you want to associate with this service profile.

Server Assignment:| Select existing Server v

‘' Awvailable Servers () All Servers

Select Chassis [0 Slot Rack 1D FID - Procs Idermaony Adapters
1 1 UCSE-Bdz0-M5 o FEEds2 2
5 1 3 UCSE-Bdz0-M5 o 15725864 2
1 bl UCSE-B430-M5 4 15725864 2
1 7 UCSE-B4s0-M5 o4 1572864 2

Restrict Migration U

7. Assign HANA-node02, HANA-node03, and HANA-node04 to the servers.

Create and Configure Fiber Channel Zoning

To create the Fibre Channel connections between the Cisco MDS 9148S switches, the Cisco UCS Fabric
Interconnects, and the Pure Storage FlashArray//X, complete the following steps:

1. Log in to the Cisco UCS Manager > Servers > Service Profiles > root > Sub-Organizations >HANA > Service
Profile HANA - ServerO1. On the right hand pane, click the Storage tab and HBA's sub tab to get the WWPN
of HBA's as shown in the figure below.
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Figure 141 WWPN of a Server Node

Servers / Service Profiles / root / Sub-Organizations / HANA / Service Profile HANA-nod ed1

General Storage M etwork:

Local Disk Configuration Policy

ISCSIwMICs whdedia Policy Boot Crder

Storage Profiles wHEBA Initistor Groups

Wirtual Machines

FC Zones Paolicies Server Details CIMC Sessions

Actions World Wide Node Name

World Wide Node Mame
WNMMN Pool

W NN Pool Instance
Reset WWHM Address

Local Disk Configuration Policy

20:00:00:25:B5:BA:00:0A
. node-default

1 org-roctfwwn-pool-nod e-default

Mothing Selected

SAN Connectivity Policy

SAMN Connectivity Policy

Mo Configuration Change of vHICs/vHBA={iSCS1 vHICs iz allbwed due to connectivity policy.

SAM Connectivity Policy Instance :

org-root org-HANAS san-conn-pol-HANA-S AN

vHBAs
Tr Achvanced Fiter 4 Bcport %5 Print
Mame WWPN Desired Order Actual Order Fabric 1D Desired Placement
vHBA vhba-a 20:00:00: 2585 04:00: 03 1 il A 1
vHEA vhba-b 20:00:00: 25: B 5 0B:00: 08 1 10 B 2

2. Note the WWPN of the all the configured Servers from their Service Profiles.

In the current example configuration, the WWPN numbers of four server nodes configured are
20:00:00:25:B5:0A:00:08 - 20:00:00:25:B5:0A:00:0B for the Fabric A and 20:00:00:25:85:08B:00:08 -

20:00:00:25:B5:0B:00:0B

3. Connect to the Pure Storage FlashArray//X and extract the WWPN of FC Ports connected to the Cisco MDS
Switches. We have connected 8 FC ports from Pure Storage FlashArray//X to Cisco MDS Switches. FC ports
CTO.FCO, CT1.FCO, CTO.FC2, CT1.FC2 are connected to MDS Switch-A and similarly FC ports CTO.FCT,

CT1.FC1, CTO.FC3, CT1.FC3 are connected to MDS Switch-B.
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[F3s] [Fa4] [Fas] |F36] [Faa] [Fa4 [ |Fas5] |Fa6|
MDS9148S - A MDS9148S - B
F1] [F2] [r3] [ra 711 [F2] [ [F=

F1][F2 | [Fa]||F4 F1|[F2| [F3||F4

1

UCS Fabric Interconnect A UCS Fabric Interconnect B

[5][]
[5lL]

Figure 142 WWPN of Pure Storage FlashArray//X

PURESTORAGE’ Health Search

Harchware Alerts Connections Apps

Host Connections All Paths - 1+1afl H
Hosta Paths # VAN 10N
@AFS Mone [} [}

Array Ports
Part MNarme Speed F Port MNarme Speed i
CTOETH4 w ign.20 G- 08 com.purestorageflasharray.3Mebe2627072d4 10 G CT1.ETH4 w ign.2oMoe 06 com.purestorageflasharray.3Mebe2627072d4 10 Ghis

CTOETHE @|qn.2OICL06.com.purestorage:flasnarray.311959252?1072d4 10 Ghs CT1LETHE @|qn.Z01006.com.purestorage:flasnarray.311259252?10?2d4 10 Ghs

CTO.FCO [0 62:44:93:75 68:64:8C00 16 Gbis CT1.FCO [0 62:44:83:75:68:64:8C10 16 Ghis
CTO.FC 0 6 2:42:93:76:69:B4:2C 01 16 G CT1LFC [0 B 2:40:93:76:69. B4 20N 18 Ghis
CTO.FC2 [0 62:44:93:75:68: 648002 16 Gbis CTFC2 [0 52448375 68648012 16 Ghis
CTO.FC3 [0 6 2:44:93:76:69:B4: 23003 16 G CT1LFC3 [0 62:40:93:76:69 B4 2C13 18 Ghis

Create Device Aliases for Fiber Channel Zoning
To configure device aliases and zones for the primary boot paths of MDS switch A, complete the following step:

1. Login as admin user and run the following commands.

conf t

device-alias database

device-alias name HANA-nodeOl-hba-a pwwn 20:00:00:25:05:0A:00:08
device-alias name HANA-node02-hba-a pwwn 20:00:00:25:05:0A:00:09
device-alias name HANA-node0O3-hba-a pwwn 20:00:00:25:05:0A:00:0A
device-alias name HANA-nodeO4-hba-a pwwn 20:00:00:25:05:0A:00:0B
device-alias name Pure-CTO-FCO pwwn 52:4A:93:75:69:B4:8C:00
device-alias name Pure-CTO-FC2 pwwn 52:4A:93:75:69:B4:8C:02
device-alias name Pure-CT1-FCO pwwn 52:4A:93:75:69:B4:8C:10
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device-alias name Pure-CT1-FC2 pwwn 52:4A:93:75:69:B4:8C:12

exit
device—-alias commit

To configure device aliases and zones for the primary boot paths of MDS switch B, complete the following step:

1. Login as admin user and run the following commands.

conf t
device-alias
device-alias
device-alias
device-alias
device-alias
device-alias
device-alias
device-alias
device-alias
exit
device-alias

database
name
name
name
name
name
name
name
name

commit

HANA-nodeOl-hba-b
HANA-node02-hba-b
HANA-nodeO03-hba-b
HANA-nodeO4-hba-b
Pure-CTO0-FC1l pwwn
Pure-CTO0-FC3 pwwn
Pure-CT1-FC1l pwwn
Pure-CT1-FC3 pwwn

:00:00:25:b5:0B
:00:00:25:b5:0B
20:00:00:25:05:0B:00:
20:00:00:25:05:0B:00:
:93:75:69:B4:8C:01
:93:75:69:B4:8C:03
:93:75:69:B4:8C:11
:93:75:69:B4:8C:13

:00:
:00:

08
09
0A
0B

20
20

pwwn
pwwn
pwwn
pwwn
52:4A
52:4A
52:4A
52:4A

Create Zoning

To configure zones for the MDS switch A, complete the following steps:

1. Create a zone for each service profile.

2. Login as admin user and run the following commands.

conf t

zone name HANA-node(Ol-a
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-node0O2-a
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-node(03-a
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-nodeO4-a
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

vsan 10

Pure-CTO0-FCO
Pure-CT1-FCO
Pure-CTO-FC2
Pure-CT1-FC2
HANA-nodeO1l-

vsan 10

Pure-CTO0-FCO
Pure-CT1-FCO
Pure-CTO0-FC2
Pure-CT1-FC2
HANA-node02-

vsan 10

Pure-CTO0-FCO
Pure-CT1-FCO
Pure-CTO0-FC2
Pure-CT1-FC2
HANA-node03-

vsan 10

Pure-CTO0-FCO
Pure-CT1-FCO
Pure-CTO0-FC2
Pure-CT1-FC2
HANA-node(04-

hba-a

hba-a

hba-a

hba-a
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exit

3. After the zone for the Cisco UCS service profile has been created, create the zone set and add the necessary

members.

zoneset name HANA-Nodes-
member HANA-node(Ol-a
member HANA-node(O2-a
member HANA-node(03-a
member HANA-nodeO4-a
exit

A vsan 10

4. Activate the zone set by running following commands.

zoneset activate name HANA-Nodes-A vsan 10

exit
copy run start

To configure zones for the MDS switch B, complete the following steps:

1. Create a zone for each servi

ce profile.

2. Login as admin user and run the following commands.

conf t

zone name HANA-nodeOl-b
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-node0O2-b
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-node(03-b
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

zone name HANA-nodeO4-b
member device-alias
member device-alias
member device-alias
member device-alias
member device-alias

exit

vsan 20

Pure-CTO0-FC1
Pure-CT1-FC1
Pure-CT0-FC3
Pure-CT1-FC3

HANA-nodeOl-hba-b

vsan 20

Pure-CTO0-FC1
Pure-CT1-FC1l
Pure-CT0-FC3
Pure-CT1-FC3

HANA-node02-hba-b

vsan 20

Pure-CTO0-FC1
Pure-CT1-FC1
Pure-CTO0-FC3
Pure-CT1-FC3

HANA-node(03-hba-b

vsan 20

Pure-CTO-FC1
Pure-CT1-FC1
Pure-CTO0-FC3
Pure-CT1-FC3

HANA-node0O4-hba-b

3. After the zone for the Cisco UCS service profile has been created, create the zone set and add the necessary

members.
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zoneset name HANA-Nodes-B vsan 20
member HANA-nodeOl-b
member HANA-node(02-b
member HANA-node(03-b
member HANA-node(O4-b
exit

4. Activate the zone set by running following commands.

zoneset activate name HANA-Nodes-B vsan 20
exit
copy run start
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Configure Pure Storage FlashArray//X

Configure Host

The first step is to represent the host at the array level. A host can be setup by completing the following steps in
the Purity//FA GUI.

1. Log into Purity//FA dashboard.- http://<<var purecluster ip>
2. In the navigation pane, select Storage.
3. Under Hosts tab in the work pane, click the + sign and select Create Host.

4. Enter the name of the host and click Create. This should create a Host entry under the Hosts category.

Figure 143  Create Host

PURESTORAGE’ Storage Search

Lurrany Hosts Wolumes Protaction Groups Pods

B > Hosts

Size Data Reduction “olumes Snapshots Shared System Tatal

3273 G 6.4 t01 400,00 1 Q.00 336G .00 378G
Hosts EEGEEIN Space | -1 of1 + i
MNare & Host Group | Interface #Wolumes | Preferred Array (“reate Hosts
o= @WFS 4 =
Host Groups oofo + :
Marme a #Hostz | #Wolumes Size Wolurmes | Reduction

Mo host groups found.

Create Host

Name HaAkA-nodal]

Create Multiple... Cancel

5. To update the host with the connectivity information by providing the Fibre Channel WWNs, select the Host
that was created. Click the Host Ports tab and click the settings button and select “Configure WWNs.”
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Figure 144  Configure Host Port WWNs

Lorray Hosts Yolumes Protection Groups Fods

() = Hosls * o= HANA-NOdEO!

Size Data Reduction “olurmes Snapshots Shared System Total
[} 1.0to1 Q.00 Q.00 - - 000

Connected Wolumeas Cofd

Host Ports E

MNarne a Shared | LUN Fort Configure Wi s ‘

Configure 1GMs....
Mo ports found.
Remove...

Mo walumes found. | I
Datails :
Protection Groups Qoaf i E
CHAP Credentials
Mame &
Parsonality
Mo protection groups found. Preferred Arrays

6. Select the vhba-a and vhba-b pwwns from the listed WWNSs for the host in question, by verifying this infor-
mation from UCSM.

Figure 145  Assign Fabric -A PWWN to Host

Configure Fibre Channel WWHNs

Existing Wil Selacted Wikihs

O

2 zelectad Clear all

&

0 2000000 25 BB QA 0008 0 200000 00 25 BB QA 0008 *

(]
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(]

0 20000 00 26 BB QA OO,

O

A 20:00:00:26:B6:0A:00:08

&

0 2000000 25 B5:06: 0008

(]

0 200000 25 B5: OB 0009

(]

0 2000 00 2656060008,

O

A 20:00:00:26:B6:08:00:08

7. Click Add.
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Figure 146 Host WWNs Ports Summary

Drrans Hosts Wolumes Frotection Groups

@ * Hosts » o= HANA-Noded

Size Data Reduction “Wolumes Snapshots Shared

0 1.0t01 0.00 0.00
Connected Volumeas Oofo
Marie a Shared

Mo walumes found.
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Mo protection groups found.
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System
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0 20 00 25 B R OA (0 0E
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=

=

8. Follow steps 1-7 to configure the Hosts - HANA-node02, HANA-node03 and HANA-node04, mapping their

respective vHBAs Port WWNs.
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Figure 147 Host Summary

2
Storage Saearch
Arrany Hosts Wolumes Frotection Groups Fods
L]
I:{j * Hosts
Size Data Reduction wWolumes Snapshots Shared Sypstam Total
3273 G G to 392,65 M Q.00 336G 0,00 37| G
Hosts Space | 4B ofb + ¢
MNarme a Haost Group | Interface #FWolumes | Preferred Array
o= @A FS 4 =
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o= HAMNA-nnd 202 FC o = o
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Host Groups 0 of 0 +
MName & #Hoztz | #FVolumes Size Volumes | Reduction
Mo host groups found.

Configure Volume

To configure a volume, complete the following steps:

1. Go to the Storage tab on the navigation pane. Select the Volumes tab in the work pane and click the + sign to
create volumes.

Figure 148 Create Boot Volume

Storage Search

Dorrany Hosts Yolumes Protection Groups Fods

Iffj = Wolumes

Size Data Reduction “wWalumes Snapshots Shared Swstem Total
3273 G B3101 433.02 M Q.00 337G 000 380G
Volumes Ganeral 1-4 of 4 + :
Marme a Size Volumes | Snapshots | Reduction [Sreate Yalumes
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2. Provide the name of the volume, size, choose the size type (KB, MB, GB, TB, PB) and click Create to create

the volume.

Figure 149 Create Boot Volume (continued)

Craatz Volume

Container

Hame

Provisionad Size

Bancharicith Limit

Create Multiple...

HAMA-node0-boot

100

Mumbers

Cancel

3. Click the created boot volume. Attach the volume to the respective host by going to the “Connected Hosts”
tab under the volume context menu, click the Settings icon and select “Connect”. Select the host to which the
volume should be attached, specify the LUN number for Boot LUN as 1 and click Confirm.

Figure 150 Connect Hosts to Volume

Storage

100 5 1.0ta1 .00

Connected Hosts

Marme &

Mo hosts found.

Array Hosts Volumeas

B > volumes > == HANA-node0™-boot

Size Data Reduction Wolumes Snapshots Shared

Q.00

Protaction Groups

Saarch

Fods

System Total
Q.00

Qafd IE‘

Caonnect...

Disconnect...

Show Remote Connections
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Figure 151  Connect Hosts to Volume (continued)

Zonnect Volumeas 1o Host

Exizsting “olumes Selected Walumes

(]

1-Bofs 1selected Clear all

A

HAarMA-nodedd-boot Hama-nodadd-boaot pd

O

EWFS_boot-ctd 1

O

EWFS_boot-ctl 1

O

hanafs-data 1

(]

ufs-cluster-witness 1

LUN 1

Cancel Connect

This completes the connectivity of the volume to the server node. \We have created one boot volume (HANA-
node01-boot) of T00GB and assigned this volume to the first HANA node “HANA-node01”. Install the OS and
perform all prerequisites to be able to install SAP HANA on this LUN.

When there is a reference configuration of the OS, complaint with SAP Note recommendations, you could create
clones of this volume for use with other hosts in the cluster. For example, HANA-node02-boot, HANA-node03-
boot and HANA-node04-boot for use with HANA-node02, HANA-node03 and HANA-node04.

To create a volume clone, complete the following steps:

1. Select the volume to be used as clone source under Storage> Volumes.

2. Inthe right pane, use the menu bar to on the right to select ‘Copy volume’ option. Provide a name in the Copy
Volume pop-up and click Create.
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Figure 152  Select Volume for Clone
3

Search

Storage

Array Hosts Yolumes Protection Groups Pods

@ > volumes » == HANA-node0tboot

Siza Data Reduction wolumes Snapshots Shared Systam Total Rename...
jLeleR e 10101 Q.00 Q.00 - - Q.00 Resize..
Copy..
Connectaed Hosts Mova...
| Destroy..
Mame &

o= HaMNA-nodad

Figure 153 Copy Volume
Copy Volums

You are creating or ovenwriting a valume by copying volume 'HaMa-node-boot!

Container !

Hame HaMA-nodedZ-boot
Oy narrite -3

3. The clone generated volume can now be associated with the host. In the Connect Hosts pane, select the vol-
ume by clicking the > and right-click the menu bar to select Connect Host.
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Figure 154 Connect Hosts to Volume

Stc.rage Saarch

Arrany Hosts Volumes FProtaection Groups Paods

(0 = wolumes > = HANA-node0Z-boot
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4. In the left pane select the host to connect and select 1 for LUN ID and click Confirm.

Figure 155 Connect Hosts to Volume (continued)

Connact Hosts

Hosailable Hosts
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5. Post OS installation and configuration of the HANA-node01 system, prepare clones of HANA-node01-boot
volume as HANA-node02-boot, HANA-node03-boot, and HANA-node04-boot for use with hosts HANA-
nodes02, HANA-node03 and HANA-node04.
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Configure NFS Share for /Hana/Shared

With Pure's Purity//FA 4.10.9 or higher, it is possible to have VM instance of Windows Server 2016 running in
each of the controllers which will then form a Windows Failover Cluster. File Servers will then be created within the
cluster to serve NFS shares.

Each WFS VM is installed on its own separate boot volume. For Windows clustering purposes, a default quorum
witness volume is exported to both WFS VMs. Lastly, a default data volume is also created where file services
data will reside. Subsequent data volumes can be created if additional capacity is required. Data volumes are also
exported to both WFS VMs to ensure persistent data across WFS VM failovers.

For more information about the best practices for WES on Purity RUN refer to the Support page.
Requirements for the WFS configuration:

e The FlashArray must have two 10G ISCSI services ports on each controller for cluster and file services
client traffic

— ISCSI services ports eth4 and ethb on controllers O and 1 are used for the same
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PURESTORAGE’ « [EELYuIaler searcn
Subnet WLAN Gatewray MTL Interface(s) Address Enahled Services
4200 ctOathé False
4200 ctOath? False
4200 ctOaths False
4200 ctOath False
1921068111 1500 etCathd 192168:41.33  True isesi
1921068111 1500 etCaths 1921684138 True isesi
Heaalth . 1500 et0athls Falea isesi
1800 ctd.athid Falza isosi
192168761 1600 ctOetho 1921687621 True management
1500 ctethl Falza management
1500 ctleth2 False replication
1500 ctdeth3 False replication
4200 ctl.ethé False
4200 ctl.eth? False
4200 ctl.eths False
4200 ctl.ethd False
192068111 1500 ctl.ethd 1921681M.34  True iscsi
1921468111 1500 ctl.eths 192168 1M.36  True iscsi
1600 ctlethlz False iscsi
1600 ctlethls False iscsi
1921068761 1500 ctl.ethi 192168.76.22  True management
1500 etl.ethl False management
1500 ctl.eth False replication

e Domain Controller: Microsoft Failover Cluster requires a domain controller in the environment, therefore, a
working domain controller must exist in order to run WFS.

— In the validation environment a Windows Server VM in the management PoD used as jump-host was
configured as Domain Controller and DNS.

e Domain Administrator Privileges: Customers must have appropriately elevated Domain Administrator
privileges in order to perform many of the required setup steps like the following:

— Configuring WFS VM IP addresses
— Creating Microsoft Failover Clusters

— Creating File Servers

ﬂ Pure Support takes care of these configuration steps.
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e DNS Server: There must be a functional DNS server in the environment in order to run file services with
WEFS. The two WFS VMs, Failover Cluster, and File Servers will be given a default hostname as shown in

Table A. Customers have the option of using the given default hostnames or to specify their own

hostnames.

e [P Addresses: A minimum of six total IP addresses are required to run WFS. Table 17 lists the required IP

addresses.

Table 17

Required IP Addresses and Correlating Default DNS Names

Ethernet IP Address Requirement Default DNS Hostname Validation setup values
Ethernet port for WFS VM on CTO - ctO.eth4 WFES-ct0 192.168.111.33
Ethernet port for WFS VM on CT1 - ct1.ethd WEFS-ct1 192.168.111.34
Ethernet port for WFS VM on CTO - ctO.ethb WFES-ct0 192.168.111.35
Ethernet port for WFS VM on CT1 - ct1.ethb WES-ct1 192.168.111.36
Failover Cluster wfs-cluster 192.168.111.24

File Server hanaFS 192.168.111.111

With the above information, Pure Support team configures WFES and makes it available as host @WFS in the
Purity//FA. They also create the required NFS fileserver role in the cluster.

PURESTORAGE

oard

Health

Storage
Drrany Hosts Wolumes
L]

() = Hosts
Size Data Reduction Wolumes
14937 G 2.6t01 1248 5
Hosts

Mare &

o= G S

FProtection Groups Fods
Snapshots Shared System
0,00 448G 000

Total
1696 G
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'i’E Failover Cluster Manager
File Action View Help

&= nmE HE

W nf-';{i WFS-Cluster.ciscolab.local

% Failowver Cluster Manager Roles (1)

% Roles
:53 Modes
> .E‘] Storage
:El'ﬂ Metworks
Cluster Events

Name
2, WFS-FS

@ Rurning Filz Server SAP-WFSCTD Medium

Pricrity Irformat

Type Cwner Node

Similar to adding volumes to any external hosts connected to a FlashArray, adding volumes to WFS is as simple as
creating a new volume and connecting it to the WFES host, aptly named @WFS. The example configuration below

shows 1.5TB hanafs-vol being added to the @WFS host.

Storage

1B36 G  1.0ta1 Q.00

Connected Hosts

Mame.a

o= @A FS

Aorrany Hosts Wolumes

Size Diata Reduction Walumes

@ = oWolumes > == hanafs-vol

Q.00

Frotaection Groups FPaods

Snapshots

Total
0.00

1-10f1

LLIM

The new volume is visible immediately after a disk rescan within the WFS VMs. 1.5TB drive is visible as shown

below:
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[ 192.168.76.20 (QEMU) - ¥NC Yiewer

é‘-' Computer Management
File Action View Help

o rmEEE =MB

\E

.—éf- Computer Management (Local| | Valume | Layout| Type | File Systemn | Status |
v '[?!- System Tools = boot Simple Basic MNTFS Healthy (System, Active, Prirnary Partition)
(E) Task Scheduler = Cluster Witness (0] Simple Basic MNTFS Healthy (Primary Partition)

@ Event Viewer = Windows 2016 (C:)  Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition)

]| Shared Folders
% Local Users and Groups
é‘:} Performance
:.'.-_ Device Manager
v 23 Storage

E} Windows Server Backug
w7 Disk Management

5@} Services and Applications

£ >
i
" : : s
= Disk 0 1!
Basic boot Windows 2016 (C:)
100.00 GB 350 MB NTFS 49,66 GB MNTFS
Online Healthy (System, Acti || Healthy (Boot, Page File, Crash Dump, Prima
= Disk 1
Basic Cluster Witness (D:)
99.88 GB G9.87 GB NTFS
Resenved Healthy (Primary Partition)
“@ Disk 2 | __________________________________________________________
= ]
Unknown ! /// |
1536.00 GB 1153500 GB /‘
N |
Of‘fllneo _fUFIEHCICEtEd A v
< > | Il Unallocated [l Primary partition |

For the new volume to be used by the cluster, complete the following steps:

1. Using Disk Management within a WFS VM, make the disk onling, initialize the disk and create an NTFS file sys-
tem for the volume and ensure that both WFS VMs see the same drive letter. From the validation setup, 1.5TB

drive appears as Disk 2 in both VMs.

203



Configure Pure Storage FlashArray//X

VE 192.168,76,20 (QEMU) - YNC Viewer 1 (QEMU) - YNC Yiewer

R Fle Action  View Help
[ File Action View Help UL A8l 7 )l e

A Comauter Management

e»z@EIBE|I»EZO & Compurer Manzgement Local [ Volume T Cayout | Type] File System | Status Tcepaai|
& Computer ment (Local [ Volume [ Layout | Type | File System | Status J| v 6t system Tools = boot Smple Basic NTFS Healthy (System, Active, Primary Parbition) 350 ME
v I“ System Tools - boot Simple Basic NTFS Healthy (System, Active, Primary Pattiton) E‘. Task Scheduler = Vindows 2016 (C:) Simple Basic MTFS Heslthy (Boct, Page File, Crash Dump, Primary Partiion) 99,66 C
> (D Task Scheduler = Clugter Witness (D) Simple Basc NTFS Healthy (Primary Pertition) > ] Event Vieviee
s (@] Event Viewer =i hanasharec-vel Basic NTFS Heslthy (Primery Pattitio > &) Shared Folders
@ Shared Folders = Viindows 3 Basic NTFS Hezlthy (Boot, Page Fils, Crash Dump, Primary Paritica) & Local Users and Groups|| [
5 & Local Users and Graups| (8 Performance
() Performance ice Manager
& Device Manager &

torage
v 5 Storsge > W Vindows Sever Dackug

> W Windows Server Bsckup T Disk Mansgement
gement » Ty Services and Applicaticns

4 Senaces and Applications.

< >
< > "~
= = Disk 0 4 e |
= Disk 0 |l Rasic s Wiidows 2016 4CY
R e 10000 GB 350 ME NTFS 2265 GANTFS
Besic boat Windows 2016 (C) x : >
s o NTES e Online Healtiy (Systam, Actio i Heslthy (Beot, Page File, Crash Dump, Primary P
Onine Healthy (System, Acti || Hesithy Boat, P2ge File, Crash Dump, Prima
; < “ODisk 1 no-oo . . o . .|
== Dick 1 [—— o ————————| posie
Basic Cluster Witness (02 :’ﬁﬁic Lo lids
93.00 GB 99,87 GB NTFS.
Reserved Healtny (Primary Partition)
O Disk 2 —u - |
= Disk 2 = ] besic
Basic hanashared-vol (E: g?:éﬁ ‘G)B 1535.57 GB
1535.68 GB 1535.87 GB NTFS
Onfne Healthy (Primary Partiion) Y v
M Unallocates Il Primary partition < > || M Unzliocated Bl Primary pariition |

2. In the Failover Cluster Manager on either WFES VM, expand the cluster tree, highlight Disks, and select Add
Disk under the Actions menu.

QEMU} - ¥NC Yiewer

% Failover Cluster Manager

File Action Wiew Help

|

3.% F_ailol.rer Cluster Manager Disks (2) Actions

S s i - - =
v w%sRclluster.mscolab.lacal Search O Queries ~ [ ~ | Disks
=1 Roles
:aj Modes Name Status Assigned To Owner Node Disk Number 3 Add Disk
A E}l %t_urage d—‘_% Cluster Disk: 1 @ Cinline Disk Witness in Quorum WEFSLT1 1 Move Available Storage
£4 Disks Wi
El pools i
BB Enclosures @] Refresh
:‘jj Metworks 7 Hel
; P
Cluster Events .

3. Select the newly created volume and click OK. The new volume should be added and appear on the list of
Disks.
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[V 192.168.76.21 (QEMU) - ¥NC Viewer EE 3

& Failover Cluster Manager — O >

File Action View Help

== =

v ’;;ﬁ WF5-Cluster.ciscolab.local - = = 5
Search -_Quer:es - -l!n w )| | Disks -
% Roles &4 s
:Eﬁ Modes Name Status Assigned To COwner Node Disk Number 3 Add Disk
v [ Storage =4 Cluster Disk 1 Orling Disk Witness in Quorum SAP-WFSCT 1| &% Move Available Storage  »
L%i [t g
Disks X
B Pools | Add Disksto a Cluster * View >
EE Enclosur @] Refresh
e Select the disk or disks that you want to add.
LH Metworks E Help

tu| Cluster B
HstervEn Available disks:

Resource Name Disk Infa Capacity Signature/Id
Sciuster Disk 2 Disk 2 on node SAPWFSCT1 150 T {a41553a1-%ac344e8aleTefc087c2c2d...

[ s

|

This action enables you to add a disk to the cluster,

4. In the Failover Cluster Manager on either WFES VM, select the cluster tree, highlight Koles, and right-click - >
select Configure Role. In the select role tab, select File Server option and click Next.

5. For File Server Type select default “File Server for general use” option and click Next.

6. Inthe Client Access Point tab, provide the Name as hanaFS and make sure the right IP network is selected.
Specify the IP address in the network for client access and click Next.

7. In the Select Storage tab, select the available Cluster Disk 2 and click Next.
8. In the confirmation tab, click Next.

9. In the Configure HA tab, click Next

10. In the final Summary tab, click Finish.

The hanaFS File Server is prepared and is now ready to support NFS shares.
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/8 192.168.76.21 (QEMU) - YNC Viewer H=] E3

%fr_i‘, Failower Cluster Manager h o
File Action View Help
| nn @

%E Failover Cluster Manager Roles (1) Actions
v -ié‘j WFS-Cluster.ciscolab.local r __ - -
Learch S0 Queres - | ) Rol
% Roles El = = =
[ Modes Name Status Type Crwner Node Priority Informat | & Configure Role...
v E éémage 2 hanaF§ Running File Server SAP-WFS-CTD Medium Virtual Machines...
Disks
H Pools Ej Create Empty Role
EB Enclosures View
_a:j Networks | Refresh
Cluster Events -
ﬂ Help
hanaF5
i% StartRole
% Stop Role

[B Add File Share
EE Move
% Change Startup Priority
< > |88 Informaticn Details...
- 1 24| Show Critical Events

b . hanaF5s Prefemed Owners:  Any node
O 3 Add Storage
Add R
Status: Running éﬁ ES0UrCce
Priority: Medium More Actions
Owmer Node: SAP-WFSCTO x Rernove
Client Access Name: hanaF5s .
B Properties
IP Addresses: 152.168.111.11

E Help

Summary [ Resources | Shares |

Roles: hanaFs

Create NFS Share

For an NFS share exported from a Windows Server to function correctly with SAP HANA installations, the correct
permissions need to be in place. These permissions will link an active directory user with full access to a directory
in windows to both a group identifier (GID) and user identifier(UID).

# There is no need to provide the LDAP authentication capabilities in Red Hat Enterprise Linux or SUSE En-
terprise Linux

Create a Group in Active Directory

Typically, the user group created during the installation of an SAP HANA instance is called " sapsys" with the
default GID of 79. The GID of the group can be changed but it is important to know before installation what this
GID will be.

# In Red Hat Enterprise Linux , it may be required that the " sapadm" user is also given permissions on the
NFS share. The observed UID of this user is typically 996. An active directory user for sapadm should al-
so be created with the same permissions and workflow demonstrated below for the " sidadm" user.
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To create a group in Active Directory, complete the following steps:

1. Connect to the domain controller and open the Active Directory Users and Computers management console.

2. Right-click "Users" in the Domain tree and select " New" and then " Group" .

B Active Directory Users and Computers [_ (O]
Fle  Action Wiew Help

A el ENENERENN 7 los

TR ETLnR

:] Ackive Direckory Users and Computers [¥ | Mame | Tvpe | Description |
[ 3aved Queries [ Builtin builtinDomain
Bl 'JF’E] Ei;colab.local [ Computers Conkainer Default container For upgraded computer a...
_JL. Builkin [Z] Domain Controllers Crganizational ... Default container For domain controllers
_—\_I Computers [ Forsign3ecurityPrincipals Container Default container for security identifiers (3.,
_Qi. Dc:n'n.ain Contrloller.s ) [7] Managed Service Accounts Conkainer Default container for managed service acc,.,
:I ForagnSecurt}annupals [ users Conkainer Default container For upgraded user accou...
[ "] Managed Service Accounts
=
Delegate Contral...
Find. ..
all Tasks 3 Contact
BT
e InetOrgPersan
Propetties msImaging-P5Ps
MSMO Queue Alias
HEp Printer
User
Shared Folder
1] | i

|Create anew object.., | |

3. In the dialog which appears give the group a name and ensure the Group scope is set to " Global" and Group
Type is set to " Security" .
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New Object - Group |

Si[&] Create in:  ciscolab.localflUsers

GrOUR Nanme:

I sapsys

Group name {pre-Windows 20007

==

Group scope ———————— | Group bvpe

" Domain local % Security
{* Global ' Diskribution
™ Universal

(0] 4 I Zancel

4. Once the group has been created, a user needs to be created for the instance being installed on that system.

5. Right-click "Users" in the Domain tree and select " New" and then " User" .

E Active Directory Users and Computers !E[ E
File  Action Yiew Help
ol — = =X = | ¥ gy e E = i
= | Hm8|E o= HE'S R ST R
:] Active Direckory Users and Computers [V | Mame | Tvpe | Drescription |
[ Saved Queries [ Builtin builtinComain
=] '}F‘El .cis_colab.local [ Computers Contairer Default container For upgraded computer a..,
ﬂ Buitin [ Domain Controllers Crganizational ... Default container For domain conkrollers
_—J Comp!.lters [ ForeignsecurityPrincipals Contairer Default conkainer For security identifiers (5.,
% Eomélns(':ontrltollsrls sl [ Managed Service Accounts Conkainer Default container For managed service acc, .,
H oreignoseUr V rincipals [ Users Contairer Default conkainer For upgraded user accou, .
|| Managed Service Accounts
[ MEE
Delegate Contral,, .
Find. ..
All Tasks 3 Contact
Group
Refresh
Sires InetCrgPerson
Properties msImaging-FSPs
I MSMC Queue Alias
=D Printer
Shared Folder
| | i
|Create a new object, .. | |

6. In the dialog box, provide the user a name and logon name: This is a placeholder user for the <sid>adm of the
SAP HANA installation planned. In validation setup SID, PR9 is used and hence pr9adm, as an example.

208



Configure Pure Storage FlashArray//X

Mew Object - User b [
J Create in.  ciscolab local/Uszers
Wik
First narme: Isiu:l Irikialz: I
Lazt narne: Iau:lm
Full narme: Isid adm

Ilzer logon name:

IprEIau:In'] I @cizcolab.local j

Ilzer logon name [pre-wWindows 2000]:
IEISEDL.-’-'«B'\ IprElau:Im

4 Black I [t I Cancel |

7. Provide the user a password and set the password to never expire.

Mew Object - User
2 Create in:  cizcolab.local/l zers
Wik
FPazzward: I--------
Canfirm passward: Iu--u--|

™ User must change password at next logon
[ User cannat change password
¥ Pazzword never expires

[T Account is disabled

< Back I Mewt = I Cancel

# Do not add the newly created user to the sapsys group. This will be done automatically during the share
creation process later.

Setup NFS in File and Storage Services

The NFS service in Windows File Services needs to be set up to be able to map credentials in the domain to an
NFS GID and UID.
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To setup the NFS service in File and Storage Services, complete the following steps:

1. On the Windows File Services Instance , open server manager.

B Server Manager

Server Manager * Dashboard @ | I vamge o0

WELCOME TO SERVER MANAGER

Dashboard

i Local Server
ii All Servers . .
_ _ o Configure this local server
g File and Storage Services b
QUICK START
2 Add roles and features
3 Add cther servers to manage
WHAT'S NEW
4 Create a server group
5 Connect this server to cloud services
Hide
LEARN MORE

ROLES AND SERVER GROUPS

Roles: 1 | Servergroups: 1 | Servers total: 5
Services
@ Manageability @ Manageability
Events Events
Services n Services
Performance Performance
BPA results BPA results

2. Navigate to " File and Storage Services" and right-click the file server created in earlier section ‘hanaFS” that
will be/is hosting the NFS share for SAP HANA. When the dialog appears select " NFS Settings" .
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V8 192.168.76.21 {QEMU) - ¥NC Viewer

f& Server Manager

@ ¥ < File and Storage Services * Servers P monage  Toos

_ SERVERS

[ All servers | 5 total TASKS ¥

_I Volumes Filter » e e IE'::I

[ [ Disks

ﬂ Storage Poaols Server Mame  IPvd4 Address Manageability Last Update

Shates CAUWFS-Cgbh 160.254.0.2,169.254,1,10,192.168.111.111,192.168.111.20,192,168,111.22,192.166.111.24 Online 17142020 1:39:
iSCSI AEOAICANTAENICAA AN ANT A0 191 119 402 160111 30107 160 1441 7

hanaF3 2,192,168.111.24 Online 171472020 1:39:]

NFS Setti
Work Folders SAP-WFS-CTO ings I 2,192.168.111.24 Online 1/14/2020 1:40:

MNFS Metgroups

SAP-WF3-CT1 Online 1/14/2020 1:40:

MNFS Client Groups

WFS-Clust 2,192.168.111.24 Onli 1/14/2020 1:3%:
uster NFS Identity Mapping ' mine 14/

File Server Resource Manager

File Server Resource Manager Settings

Failover Cluster Manager

EVENTS DFS Management
Gilevent[itot Add other servers in the cluster to the server pool TASKS *
. Update Cluster R
Filter ©
Manage As ..

Rernove This Server and Remote Servers in This Cluster
Refresh

Server Mame Date an

Copy

3. Inthe WFS NFS dialog set the relevant protocol versions (version 3 and Version 4.1 recommended).
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[z hanaF5 MFS Settings — O 4

hanaFS.ciscolab.local

Show All
protocol Vrsons

Transport Protocols
Specify the MFS protocol versicns to enable for this server:

[] version 2 Wersion 3 Version 4.1

MNLM grace period:

+
Identity Mapping... +
Metgroup Source  +

+

Adwvanced Settings

[seconds)
Lease pericd:
[seconds)
MNFS vd.1 grace period:
[seconds)

Renew authentication

When selected, the server renews authentication when the cached
credentials expire.

Renewal frequency:

[seconds)

OK || Cancel || Apply

4. Inidentity mapping set the identity mapping source. In this example, Active Directory Domain Services are be-
ing used. Click Ok.

212



Configure Pure Storage FlashArray//X

[z hanaFs MFS Settings — O x

hanaFS.ciscolab.local

Show All
Protocol Versions  + Identity Mapping Source
Transport Protocols +
. : Enable the external identity mapping scurce,
Identity Mapping... = . o . ;
Specify the identity mapping source used by the server, If available,
Metgroup Source  + the local mapping file (%WINDIR2E\System3 Ddrivershetcipasswd) is

Advanced Settings  + always used.
®) Active Directory Domain Services

Domain name: |ciscclab.lucal

) Active Directory Lightweight Directory Services (AD LDS)
Server name:
MNarning context:

() User Name Mapping Server

Server name:

OK | | Cancel | | Apply

5. Return to File and Storage Services, right-click the file server that will host the NFS share for SAP HANA and
select "NFS Identity Mapping."
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V2 192.168.76.21 (QEMU) - ¥NC Viewer

s Server Ma nager

'|®

“ File and Storage Services * Servers

Servers

Volumes

Disks

Storage Pools
Shares
iSCSI
Work Folders

Manage

Tools

4 SERVERS
. All servers | 5 total
Filter o S S "-E::'

hanaFs
SAP-WFS-CTO
SAP-WFS-CT1

Se n.ferAHame IPv4 Address

CAUWFS-Cgoh  160.254.0.2,160.254,1,10,192.168.111.111,182.168.111.20,192.168.111.22,192.168.111.24

2544 10402162 111 111 102162141 20021682111 22 192.168.111.24

MFS Settings
MNFS Metgroups
MFS Client Groups

WFS-Cluster

NFS Identity Mapping [\

EVENTS
All events | 0 total

Filter

Server Name

File Server Resource Manager
File Senver Resource Manager Settings
Failover Cluster Manager

DFS Management

Add other servers in the cluster to the server pool
Update Cluster

IManage As ..

Rernove This Server and Remote Servers in This Cluster

Refresh

Copy

,192.168.111.24

,192.168.111.24

Manageability Last Update

Cnline

Online

Cnline
Cnline

Cnline

1/14/2020 1:49:
171472020 1:

1/14/2020 1:50:
1/14/2020 1:50:
1/14/2020 1:49:

()

Date an

6. Inthe WFS NFS Identity Mapping dialog, click the New for Mapped groups.
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[z hanaF5 NFS Identity Mapping — O x

hanaFS.ciscolab.local

Source type: Active Directory

Domain Mame: ciscolab.local

Mapped users:
Ui GID  Windows User Name

Mew...

No mapped users are defined

Mapped groups:

GID Windows account Mew...

No mapped groups are defined

Close

7. Browse for the sapsys group created in earlier. Give the group the same GID to be used in the installation of
SAP HANA.
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Mapped groups: e Mew Group Mapping

GID  Windows account -
Windows group name:

X

|sapsys

Select Group
UNIX group identifier (GID):

| | Erowse... TASH

>

Select this object type:

|GI'°UD | | Object Types... |

From this location:

|Entire Directory | | Locations. .. |

Enter the object name to select (2amples):

sapsys| Check Names

K] [ |

8. Give the group the same GID to be used in the installation of SAP HANA.

Mapped groups:

GID Windows account

= Mew Group Mapping

Windows group name:

UNIX group identifier (GID): [79

| Sapsys

Add

| | Cancel

Closs

9. Return to the WFS NFS Identity Mapping dialog and click New for Mapped Users. Browse for the <sid>adm

user created earlier.
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Mapped users:
UID  GID Windows User Name []
h Mew User Mapping .

[~
Windows user name: | Prgadmw | Browss...

UNIX user identifier (UID): | |

UNIX group identifier (GID}: | |

Mapped
aD Select User it
78 = Select this object type:
|USEF | | Object Types... |

From this location:

|Er1tire Directony || Locations... |

Enter the object name to select (z@mplas):

sid adm (priadm Ecizcolab local)| Check MNames

.

10. Give the user the same GID for the group name and the UID of the user for the SAP HANA installation.

e Mew User Mapping e

Windows user name: | proadm | Browse...

UNIX user identifier (UID): | 10071 |

UMIX group identifier (GIC): |?{-;I |

Add | | Cancel

11. Add and map sapadm user to the server.
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& hanaFs MFS ldentity Mapping — O >
hanaFS.ciscolab.local

Source type: Active Directory

Domain Mame: ciscolab.local

Mapped users:

Uik  GID Windows User Mame Mew...
1001 79 prOadm
Remove

i Mew User Mapping ey

Windows user name: |sapadm | Browse...

UNIX user identifier (UID): | |

Select User >

Select this object :
Mapped is object type

K |USEF ||Dbjec:t Types... | :INE‘W

70 i From this location:

!

|Eﬂti|"3 Directory || Locations. .. | femove

Enter the object name to select (sxamples):

sap adm (sapadmEciscolab. local Check Mames

K] [ Gwed |

Close

12. Give the user the same GID for the group name and the UID of the user for the SAP HANA installation.
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= Mew User Mapping

Windows user name: |Sapadm

UMIX user identifier (UID): | 996

UNIX group identifier (GID): [79

Add

Cancel

13. Click Add. Click Close.

fz hanaF5 NFS Identity Mapping

hanaFS.ciscolab.local

Source type: Active Directory

Domain Mame: ciscolab.local

Mapped users:

Ui GID Windows User Name
1001 79 pradm
9% 79  sapadm

Mapped groups:

Mew...

GID Windows account

79 sapsys

Mew...

Close
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Setup NFS Share and Configure Permissions

A single volume and drive is necessary for the NFS share. To setup the NFS Share and configure permissions,
follow these steps:

1. In the Server manager, navigate to Files and Storage Services and highlight Shares.

2. Click TASKS and select New Share...

B Server Manager

— =9 SHARES
B servers AR 1 shares | 1 total (Tasks ~
i Volumes y e Mew Share...
- Filter ju) (=)
[ [ Disks Refresh
T
Storage Pools Share Local Path P‘

3. Select NFS Share - Quick and click Next.

L F=% Cam frn g, n— [ R TR L T

&2 Mew Share Wizard — O *

Select the profile for this share

selact Profila File share profile: Description:
Share Location SMB Share - Quick This basic profile reprasents the fastest way to create a
NFS file share, typically used to share files with UNIX-
- SME Share - Advanced

Share Name based computers,
SME Share - Applicatians
NFS Share - Quick * Suitable for general file sharing
NFS Share - Advanced * Advanced options can be configured later by

using the Properties dialog

< Previcus | | Mext = | | Create | | Cancel
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4. With the hanaFS fileserver created in the previous step and the 1.5TB clustered volume selected, click Next.

= Mew Share Wizard — | >

Select the server and path for this share

Select Profile Server:

Share Lacation Server Name Status Cluster Rale Owner Node

hanaF5 Online File Server SAP-WFS-CT0.ciscolab.loca
Share Mams

£ >
O The list is filtered to show only servers that have Server for NFS installed.

Share location:

(@) Select by volume:

Walume Free Space  Capacity  File System
E: 1.50TE  1.50TB NTFS

The location of the file share will be a new folder in the VShares directory on the selected
walume,

() Type & custom path:

| | Browse...

< Previous || Meat = | | Create || Cancel |

5. Give the share a name and click Next.
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Fﬁ Mew Share Wizard

Specify share name

Select Profilz Share name: (hanashared

Share Location
= Local path to share:
} L EfShares\hanashared
Authentication 15 the folder does not exist, the folder is created.

Remote path to share:
hanaF5:/hanashared

6. Select the Authentication method : No server authentication (AUTH_SYS).

7. Select Enable unmapped user access and Allow unmapped user access by UID/GID.

‘ﬁ You can choose Kerberos v5 authentication as long as it is configured appropriately for your en-
vironment.
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Iz Mew Share Wizard — O >
Specify authentication methods
Selact Profile Specify the authentication methods that you want to use for this NFS share.
Share Location
Share Mame Kerberas v5 authentication
Authentication ] Kerberos v5 authentication(Krb5)
Share Permissions [] Kerberas v5 authentication and integrity(Krb5i)
[] Kerberas v5 authentication and privacy(Krb5p)
MNe server authentication
Mo server authentication (AUTH_SYS)
Enable unmapped user access
® Allow unmapped user access by UID/GID
) Allow anonymous access
< Previous | | MNext > | | Create | | Cancel

8. Click Next.

9. Select the client hosts that are allowed to mount the NFS shares. You can select individual host names (or 1P
addresses), groups, or all host machines. For simplicity in this example, select All Machines.

10. Set the share permissions to Read/Write. Select Allow root access.
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Iz Add Permissions Pl

Grant permissions to access the MFS share to a hest, client group, or netgroup.
Select the access and language enceding for the share.

) Host:

Metgroup:
Client group:

® All Machines

Language encoding: Share permissions:

| ANSI v | | Read / Write v

Allow root access (not recommended)

| Add | | Cancel |

11. Click Add.

12. Confirm the selected hosts, groups, or all machines appear. Click Next.
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Bz Mew Share Wizard — O
Specify the share permissions
Selact Profila The server evaluates the share permissions in the order they are shown below. The final access
_ permissions on a file share are determined by taking into consideration both the share permission
Share Location and the NTFS permission entries. The more restrictive permissions are then applied.
Share Mame Marme Permissions Raot Access Encoding
Authentication @ All Machines
FheT FaTETEE All Machines Read / Write Allowed ANSI
Permissions
[ Add. || Edit. || Remove |
| < Previous | | MNext > | | reate | | Cancel

13. In the next Permissions window, click Customized permissions. ..
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E‘a New Share Wizard

Specify permissions to control access

Select Profile Permissions to access the files on a share are set using a combination of folder permissions, share

Share Location permissions, and, optionally, a central access policy.
Share Name Folder permissions:
S Type Principal Access Applies To
Share Permissions Allow  BUILTIN\Users Special This folder and subfolders
Allow BUILTIN\Users Read & execu... This folder, subfolders, and files
Confirmation Allow CREATOR OWNER Full Control Subfolders and files only
Allow NT AUTHORITYASYSTEM  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators  Full Control This folder, subfolders, and files

Allow BUILTIN\Administrators ~ Full Control This folder only

Customize permissions...

I < Previous H Next > | ’ Create 'l Cancel

14. Click Add in the ‘Advanced Security Settings for hanashared’ tab.
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Advanced Security Settings for hanashared

MName:

Cwner:

Permissions

“WWhanaFS.ciscolab.local\ES\Sharesihanashared

Administrators (SAP-WFS-CT0\Administrators) Change

Auditing Effective Access

Permission entries:

For additional inforrmation, double-click a permission entry. To modify a permission entry, select the entry and click Edit (if available).

Type
ER Allow
BB Allow
BB Allow
ER Allow
BB Allow
HR Allow

Principal

Administrators (SAP-WFS-CT...
Administrators (SAP-WFS-CT...
SYSTEM

CREATOR OWMER

Users (SAP-WF5S-CTOWUsers)
Users (SAP-WFS-CT Users)

Access

Full control
Full control
Full control
Full control
Read & execute

Special

Inherited from

Mone

‘WhanaF5.ciscolab.local...
“WhanaFS.ciscolab.local...
‘WhanaF5.ciscolab.local...
“whanaFS.ciscolab.local...

‘WhanaFs.ciscolab.local...

Applies to

This folder only

This folder, subfolders and files
This folder, subfolders and files
Subfolders and files only

This folder, subfolders and files
This folder and subfolders

Add

Remove WView

| Disable inheritance |

[J Replace all child object permission entries with inheritable permission entries from this object

oK | | Cancel Apply

15. Click Select a Principal.
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Perrnission Entry for hanashared

Principal:  Select a principal

Type: |AI|Dw . |
Applies to |Thi5 folder, subfolders and files ~ |
Select User, Cormnputer, Service Account, or Group =4

Basic permissions:
Select this object type:

Full cont]
Modify |L|ser. Group, or Built-Hn securty principal | | Chiject Types... |
| Read & d From this location:
| List foldd|ciscolablocal || Locations... |
| Read Enterthe object name to select {examples):
Write sapsys| Check Mames
Special f
Only apply these pern

K] [ Gored

Add a condition to limit ™

T T = T T E

Add a condition

16. In the empty box, type: sapsys and click Check Names. “sapsys” should be recognized by Windows Server.
Click OK.
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B New Share Wizard — O .
Manage Tools View

O >

Permission Entry for hanashared

Principal:  sapsys (CISCOLAB\sapsys) Select a principal

Type: |A||Ow b |

Applies to: |T|"1is folder, subfolders and files ~ |

Basic permissions: Show advanced permissions

Full control

Madify

Read & execute
List folder contents
Read

Write

Special permissions

[] Only apply these permissions to objects and/or containers within this container Clear all

Add a condition to limit access. The principal will be granted the specified permissions only if conditions are met.

Add a condition

OK I | Cancel

17. Click OK again.
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Permission Entry for hana-fs

Principal: ~ Eweryone Select a principal
Type: | Allow - |
Applies to: | This folder, subfolders and files w |

Basic permissions: Show advanced permissions

[JFull control

[ ] Modify

Read & execute
List folder contents
Read

[ Write

Special permissions

[1Only apply these permissions to objects and/or containers within this container

Add a condition to limit access. The principal will be granted the specified permissions only if conditions are met,

Add a condition

0K I | Cancel

18. Add " Everyone" as a permission with Full control..
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Fﬁ Mew Share Wizard

Permission Entry for hanashared

Principal:  Zelect & principal

Type: ‘Alluw » |
%
Applies to: ‘Thisfolder, subfolders and files v|
| Select User, Cornputer, Service Account, or Group -

Select this object type:
|User. Group, or Built-n security principal | | Object Types... |

From this location:

|ci5co|ab.local || Locations... |

Enter the object name to select (examples):

Everyone Check Mames

o] o |

Add a condition to limit access, The principal will be granted the specified permissions only if conditions are met,

19. Click OK.
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Permission Entry for hanashared — O x

Principal:  Everyone Select a principal

Type: |Allow ~ |

Applies to: |Th|'s folder, subfolders and files ~ |

s

Basic permissions: Show advanced permissiens
Full control
Madify
Read & execute
List folder contents
Read
[ Write

[ "] Special permissions

[] Only apply these permissions to objects and/or containers within this container Clear all

Add a condition to limit access, The principal will be granted the specified permissions only if conditions are met.

Add a condition

QK I | Cancel

20. Click OK.
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Advanced Security Settings for hanashared

Marmne YWwhanaFs.ciscolab.local\ES\Shares\hanashared
Chwhner: Adeninistrators (SAP-WFS-CTVAdDministrators) Change
Permissions Auditing Effective Access

Permission entries:

For additional information, double-click a permission entry. To modify a permission entry, select the entry and click Edit (if available).

Type Principal Access Inherited from Applies to C
HR Allow  Administrators (SAP-WFS-CTOVAd...  Full control Mone This folder only
=& fAllow  sapsys (CISCOLAB\sapsys) Full control This folder, subfolders and
ﬁ& Allow  Everyone Full control Mone This folder, subfolders and
ﬁ& Allow  Adrinistrators (SAP-WFS-CTOhWAG...  Full control ‘whanaFs.ciscolabloca..  This folder, subfolders and
S& Allow  SYSTEM Full control ‘WhanaFS.ciscolab.loca.. This folder, subfolders and
H% Allow  CREATOR OWMER Full control “WhanaFS.ciscolab.loca..  Subfolders and files only
SR Al lleare MSAPWFS-C T lcarc) Reard A evariite ‘YVihanaFs ricrnlah lara Thic fralder ciihfaldere and %
£ >
| Add || Remove || Edit
| Disable inheritance |
[J Replace all child object permission entries with inheritable permission entries from this object
oK | | Cancel | | Apply

21. Confirm the selections and click Create, then click Close.
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& Mew Share Wizard — O

Confirm selections

Select Profilz Confirm that the following are the correct settings, and then click Create.
Share Locaticn
SHARE LOCATION
Shara Nams Servern hanaFs
Autheniication Cluster role: File Server
Share Permissions Local path: EiShares\hanashared
Fermissions SHARE PROPERTIES
Protocol: MFS

< Previous || Mext > | | Create || Cancel

Results of the creation process is displayed.

B Mew Share Wizard — Od

View results

The share was successfully created.

Task Progress Status
Create MNF3 share I _omipleted
Set MFS permissions I Completed

The new share should now appear in the Shares field of Server Manager.

234



Configure Pure Storage FlashArray//X

& Server Manager

@ ¥ < File and Storage Services > Shares

[E Sarvers
i Volumes
[ Disks

Storage Pools

Shares

iSCCSI
Work Folders

-@1 F

VOLUME

[ ELERT Tools View

== SHARES
All shares | 1 total TASKS = hanashared on hanaF5 TASKS -
Fitier o = © hana;hared—vol (£}
Capacity: 1.50TB
Share Local Path A
0.1% Used M 1,015 MB Used Space
4 hanaFs (1) 1.50 TB Free Space
hanashared EA\Sharesihanashared By

This NFS share will be used for the /hana/shared filesystem during the scale-out system preparation of HANA.

L Use the default NFS mount options while mounting this share on scale-out system nodes, as

shown below in the /etc/fstab.

192.168.111.111: /hanashared

/hana/shared nfs

235

defaults 0 O

Help




Reference Workloads and Use Cases

Reference Workloads and Use Cases

In this CVD, two use cases are defined to illustrate the principles and the required steps to configure the
FlashStack for SAP HANA in TDI mode.

SAP HANA Node OS Preparation - SLES for SAP SP3
This section details the SLES for SAP 12 SP3 installation and configuration.

OS Installation

To install the OS, complete the following steps:

# You will need the SLES DVD.

1. Onthe UCSM page, Servers -> Service Profiles -> root -> Sub-Organizations -> HANA - right-click HANA-
node01 and select KVM console.

2. After the KVM console is launched, click Boot Server.

3. Choose Virtual Media > Activate Virtual Devices.

a. For Unencrypted Virtual Media Session, select Accept this Session and then click Apply.

b. Click Virtual Media and choose Map CD/DVD.

c. Click Browse to navigate to the ISO media location. Select SLE-12-SP3-Sap-DVD-x86_64-GM-
DVD1.iso. Click Open.

d. Click Map Device.

4. At server boot time, during verification of VIC FC boot driver version, it recognizes the Pure Storage FlashAr-
ray//X by its target WWPN numbers. This verifies the server to storage connectivity.

Press <Ctrl1><R> to Enable BIOS

Cisco VIC FC, Boot Driver VUersion 4.2(3b)
(C) 2016 Cisco Systems, Inc.

PURE 524a937569b48c00: 001

PURE 524a937569b48c10: 001

Option ROM installed successfully

Cisco VIC FC, Boot Driver Uersion 4.2(3b)
(C) 2016 Cisco Systems, Inc.

PURE 524a937569b48c11:001

PURE 524a937569b48c01:001
Option ROM installed successfully
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5. The System will automatically boot from the ISO image. Select the Installation option.

Figure 156  Booting to ISO image

Boot from Hard Disk

Upgrade

More ...

Boot Options

elp F2 Language F3 Video Mode F4 Source F5 Kernel F6 Driver
English (US) Default DVD Default No

6. On the first “Language, Keyboard and License Agreement” page, select the Language of choice and Key-
board Layout, “I Agree to license terms” and click Next.

7. Network Settings - Select Next. You will return to the network configuration as part of post-installation tasks.
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Figure 157 Network Settings

Overview Hostname/DNS Routing

ViC Ethernet NIC (Not connected)
MAC: b5:00:0a:18

BusID : 0000 0.0

Device Name: eth4

The davit not configured. Press Edit to configure.

8. System Probing - Select ‘No’ for the pop-up related to activation of multipath.
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Figure 158 System Probing - Multipath Activation Choice

Probe USB devi

Probe FireWire de

Probe floppy disk devices
Probe hard disk controllers
Load kernel modules for hard d

Probe hard disks

Searching for s)

9. Registration - Select Skip Registration. We will do this later as part of post-installation tasks. Click “Yes’ for the
confirmation warning pop-up to proceed.

10. Product Installation Mode - Select “Proceed with standard SLES for SAP Applications installation” option.
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Figure 159  Choosing OS Edition

Choose Operation
System Edition

Please select the operating system you want to install

O SUSE Linux Enterprise Server
@ SUSE Linux Enterprise Server for SAP Applications

Launch SAP product installation wizard right after operating system is installed
Enable RDP (Remote Desktop Protocol) Service and open in Firewall

11. Add On Product: Click Next. There are no additional Add On Production to install.

Figure 160 Suggested Partitioning Initial Proposal -Example

* Create volume /dev/sdal (1.09 TiB)

.

* Create root volume /dev/system/root (60.00 GiB) with btrfs

* Create swap logical volume /dev/system/swap (2.00 GiB)

* Create subvolume @/boot/grub2/i386-pc on device /dev/system/root

* Create subvolume @/boot/grub2/x86_64-efl on device /dev/system/root

* Create subvolume @/home on device /dev/system/root

* Create subvolume @/opt on device /dev/system/root

* Create subvolume (@/srv on device /dev/system/root

* Create subvolume @/tmp on device /dev/system/root

* Create subvolume @/usr/local on device /dev/system/root

* Create subvolume @/var/cache on device /dev/system/root

* Create subvolume @/var/crash on device /dev/system/root

* Create subvolume @/var/lib/libvirt/images on device /dev/system/root with option "no copy on write"
* Create subvolume @/var/lib/machines on device /dev/system/root

* Create subvolume @/var/lib/mallman on device /dev/system/root

* Create subvolume @/var/lib/marladb on device /dev/system/root with option "no copy on write"
* Create subvolume @/var/lib/mysql on device /dev/system/root with option “no copy on write*

12. Select ‘Expert Partitioner’ > ‘System View’ > Linux > Hard Disks > select a device from the list which is 100G.
In the navigation pane click ‘Delete’ for the suggested partitions resulting in an Unpartitioned disk of T00GB.
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Figure 161 Expert Partitioner - Choose 100G Hard Disk Device

System View &S Hard Disks
v n linux
Start End

i Device  Siz F Enc Type FSType Label Mount Point
Hard Disks
RAID /dev/sda 1.09TiB n LSHUCSB-MRAID12G 0 145769
0 13053

JCs -
Volume Management | /dev/sdb 100.00 GiB | | PURE-FlashArray

LEE .00 Gi -Flé ‘ 3053
o Cropt Fles /dev/sdc 100.00 GiB S PUREFlashammay 13053

d Device Mapper Jdev/sdd 100.00 GiB n PURE-FlashArray 13053
B nes /dev/sde 100.00 GiB . PURE-FlashArray 13053
i Birfs Jdev/sdf 100.00 GiB B PURE-FlashArray 13053
ﬁ e Jdev/sdg 100.00 GiB ﬁ PURE-FlashAmay 13053
9 /dev/sdh 100.00 GIB B8 PURE-FlashArray 13053
Jdev/sdi 100.00 GiB . PURE-FlashArray 13053
jdev/sdj 1477 GiB E UNIGEN-PHF16HOCM1-DTE 3838
Jdev/sdjl 14.76 GiB ' Win95 FAT32 LBA FAT USB DISK 3838

‘ Unused Devices
L]
mm Device Graph
am Mount Graph
n Installation Summary

3, settings

13. In the Partitions tab, select device, add a new Partition by selecting ‘Add’ under the Partitions tab for the de-
vice. Select Primary Partition for New Partition Type in the next step.
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Figure 162  Expert Partitioner - Add Primary Partition on /dev/ device

New Partition Type

@ Primary Partition
Extended Partition

14. Select Maximum Size. Click Next.
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Figure 163  Add Partition - S

15. Click Next.

pecify New Partition Size

243

New Partition Size

Maximum Size (100.00 GiB)
om

100.00 GiB

Custom Reglon
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Figure 164  Add Partition - Specify Role

16. Select Operating System Role and click Next.
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Figure 165 Add Partition- Formatting and Mounting Options

Formatting Options
Format partition
File System

Ext3

Do not format partition

Encrypt Device

17. Select ext3 File system and / or mount point. Click Finish.

18. Click Accept to come back to the Installation Settings page.
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Mounting Options

Mount partition
Mount Point

/

Do not mount partition
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Figure 166

SUSE.

System View
v ﬁ linux
» &
RAD
d Volume Management
Crypt Files
Device Mapper
NFS
Btrfs
¥ tmpfs
ng Unused Devices
: Device Graph

=]
@@ Mount Graph
ﬁ Installation Summary

% Settings

Expert Partitioner - Summa

he' Hard Disks

/dev/sdb
/dev/sdc
/dev/sdd
/dev/sde

/dev/sdh
/dev/sdl
/dev/sdj
/dev/sdj1

Size

100.00 GiB

100.00GIB
100.00GiB
100.00GIB
100.00GiB
100.00GIB
100.00 GiB
100.00 GiB

14.77 GiB

1476 GIB

E

Enc

Type FSType Label Mount |

B LS-UCSB-MRAID12G

ﬁ PURE-FlashArray

¢ .

ﬁ PURE-FlashArray

h" PURE-FlashArray

&S PUREFlashAray

S PURE-FlashAmay

ho PURE-FlashArray

h@ PURE-FlashArray

B8 PURE-FlashAmay

BS UNIGEN-PHF16HOCM1-DTE
e Win95 FAT32 LBA FAT USB DISK

19. Click Yes to continue the setup without the swap partition. Click Accept.

20. Click Next.
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Figure 167 Suggested Partitioning - Summa

GiB) with ext3

21. Clock and Time Zone - choose the appropriate time zone and select Hardware clock set to UTC.

22. Password for the System Administrator “root” - Enter the appropriate password <<var_sys_root-pw>>.
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Figure 168 Installation Settings - Default Proposal

Click a headline to make changes

* Product: SUSE Linux Enterprise Server for SAP Applications 12 SP3
* Patterns:
+ Help and Support Documentation
+ Base System
+ 32-BIt Runtime Environment
+ Minimal System (Appliances)
+ YaST2 configuration packages
+ GNOME Desktop Environment
+ X Window System
+ Printing
+ SAP Application Server Base
+ Web-Based Enterprise Management
+ C/C++ Compller and Tools
* Size of Packages 1o Install: 3.8 GIB

* Boot Loader Type: GRUB2
* Enable Trusted Boot: no
* Status Location; /dev/sdb1 ("/")
* Change Location:
* Do not install bootcode into MBR ( )]
* Install bootcode into */" partition (. t inst:
* Order of Hard Disks: /dev/sdb, /dev/sda, /dev/sdc, /dev/sdd, /dev/sd|, /dev/sde, /dev/sdf, /dev/sdg

* Firewall will be enabled ( )

* SSH port will be blocked (cpen)
® SSH service will be enabled (

* Graphical mode

23. Customize the software selection. Click Software headline to make the following changes:

a. Deselect GNOME DE and X Window System
b. Make sure C/C++ Compiler and Tools is selected.
Select SAP HANA Server Base.

o

d. Deselect SAP Application Sever Base.
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Figure 169 Software Selection and System Tasks - Customized

Pattern ’ SAP HANA Server Base

Set up the server for installing SAP HANA systems

Development
£ Compiler and Tools
a8 Primary Functions

[ 1 . High Availability

] % FIPS 140-2 specific packages

File Server

N

Printing

Mail and erver
Web and LAMP Server
Infiniband (OFED)
Internet Gat

DHCP and DN

Name Disk Usage

=

ol Bkd JI

0
i

24. Click OK.

25. Under ‘Firewall and SSH’ headline: Click ‘disable’ for Firewall. This will automatically enable SSH service.

Figure 170  Firewall and SSH - Customized

26. Leave the default selections unchanged.
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Figure 171 Installation Settings - Final Selections

Click a headline to make changes

* Product: SUSE Linux Enterprise Server for SAP Applications 12 SP3
* Patterns:
+ Help and Support Documentation
+ Base System
+ 32-BIt Runtime Environment
+ Minimal System (Appliances)
+ YaST2 configuration packages
+ Printing
+ SAP HANA Server Base
+ Web-Based Enterprise Management
+ C/C++ Compiler and Tools
* Size of Packages to Install: 3.2 GiB

]

* Boot Loader Type: GRUB2
¢ Enable Trusted Boot: no
* Status Location: /dev/sdb1 (/")
* Change Location:
* Do not install bootcode into MBR ( )]
* Install bootcode into */" partition ( )
* Order of Hard Disks: /dev/sdb, /dev/sda, /dev/sdc, /dev/sdd, /dev/sdj, /dev/sde, /dev/sdf, /dev/sdg

* Firewall will be disabled (
* SSH service will be enabled (

* Text mode
nfigurat

* SSH host keys will be copied from SUSE Linux Enterprise Server 12 SP3

27. Click Install and select Install again for the subsequent ‘Confirm Installation” prompt. The installation is started
and you can monitor the status.
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Figure 172  Perform Installation

Details SLE-12-SP3-SAP Release Notes

Media Remaining Packages Time

'SLE-12-SP3-SAP-12.3-0
Medium 1 3.126GiB

Actions performed:

Installing libX11-data-1.6.2-11.1.noarch.rpm (installed size 1.56 MiB)

Installing libnl-config-3.2.23-2.21.noarch.rpm (installed size 2.6 KiB)

Installing man-pages-4.02-5.7.noarch.rpm (installed size 3.70 MiB)

Installing man-pages-posix-2003a-30,188.noarch.rpm (Installed size 2.20 MiB)
Installing man:fagespuSRRAIIATIAL Rt g finst | ld sl A EF P
Installing manufacturer-PPDs-10.2-270.58.noarch.rpm (installed size 15.52 MiB)
Installing metatheme-adwaita-common-3.20.2-4.3.noarch.rpm (installed size 49.7 KiB)
Installing pam-doc-1,1.8-23.1.noarch.rpm (installed size 1.21 MiB)

Installing poppler-data-0.4.6-6.17.noarch.rpm (installed size 11.45 MiB)
Installing sles-admin_en-pdf-12.3-4.2.noarch.rpm (installed size 6.37 MiB)
Installing sles-deployment_en-pdf-12.3-4.2.noarch.rpm (installed size 6.45 MiB)

Installing sles-deployment_en-pdf-12.3-4.2.noarch.rpm (installed size 6.45 MiB)
100%

Installing Packages... (Remaining: 3.126 GiB, 1220 packages)
10%

The system will reboot and “Boot from disk” on start-up presenting the login prompt.

Figure 173  Booting from Hard Disk

Installation
Upgrade

More ...




Reference Workloads and Use Cases

Post Installation Steps

As part of the post-install configuration, you will define the hostname, network configuration, kernel/packages
update, and tuning as per the SAP Notes recommendations.

1. Configure the hostname and disable IPVE.

#yast?2

Figure 174  YaST Control Center - Network Settings

¥Ya3T Control Center

Sof tware
Systemn

Harduware

High fAvailability

NMetwork 3ervices Language

3ecurity and Users Network Settings
Virtualization Partitioner

Support rvices Manager
Miscel laneous Sustem Tuning for JAP

a. System > Network Settings and select Run > Alt+s to select Hostname/DNS tab.
Figure 175 YaST Control Center - Hostname/DNS

Hetwork 3ettings
Global Options—llverview—Hostnanes DNS—Rowt ing
pame and Domain Hame

Domain Mame
: e iscolab. loc

ime to Loopback IP
ame uvia DHCP i

Uze Default Folicy
ane Servers and

Hame Server 1 lomain search
192 .168.111.1 ciscolab. local

Hamne 3erver 2

Hame Server 3

b. Inputthe <<var hostname.domain>>. Enter the DNS server address of your network for resolution, if
any, and select Alt+o.

c. Onthe Global Options tab, using Alt+g, you can choose to disable IPVE, by deselecting the Enable IPV6
option as shown in the figure below. Changing the IPV6 setting requires a reboot to effect the changes.
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Figure 176  YaST - IPV6 Setting

Network 3ettings
¢ —w ie stnamesDN3—Rout ing
aeneral Network S
Network 3etup Method
Wicked 3ervice

IPvb Protocol 3Settings
[ 1 Enable IPuwb

DHCF Client Option
DHCP Client Identif

Hostname to Send
AUTO
[x] Change Default Route via DHCP

d. Select Alt+o to save the Network Configuration. Select Alt+q to quit the YaST Control center.

e. Perform a reboot to effect the IPV6 selection and also the hostname settings.
#reboot

2. Host networking configuration. The vNIC to MAC address mapping information for a host can be obtained from
the network tab of that host’s Service Profile

Figure 177  Network Interface and MAC Address from UCSM
KM Console | Properties |

General Wl Storage | iSCSI vNICs | viviedia Policy | Boot Order | Virtual Machines | Policies | Server Detais | Faults | Events |
Actions Dynamic vNIC Connection Policy
Nothing Selected
-y
vNIC/vHBA Placement Policy
Specific vNIC/vHBA Placement Policy
Virtual Slot [ Selection Preference ]E]
1 Al ||
2 All
3 All
4 Al ||
LAN Connectivity Policy
LAN Connectivity Policy: £ v
LAN Connectivity Policy Instance:
vNICs
4 Fiker | = Export | {3 Print
Name | Desved Order | Actusl Order | FabricID [Desired Placement | Actual Placement | Admin Host Port B3|
=l YNIC HANA-AppServer 00:25:65:00:04:18 |3 2 _A B Al 1 ANY ;I
=] VNIC HANA-Backup _00:25:85:00:08:1( 4 4 ‘8 A i |t JANY
=] VNIC HANA-Client 00:25:685:00:04:1C I3 2 AB 3 3 ANY
=l VINIC HANA-DataSource _00:25:85:00:08:18 4 _4 _B A _3 _3 ANY
=l vNIC HANA-Internal _OO:ZS:BS:OD:DA: 18 R |1 _A B ,3 '3 _ANY
=l vNIC HANA-Mgmt 00:25:65:00:08:10 S S BA 1 1 ANY
] VINIC HANA-NFSshared 00:25:65:00:08:19 §2 1 BA 1 1 ANY
=] VNIC HANA-Replication 00:25:65:00:04:1D S S AB 3 3 ANY

3. Atthe host OS level, the Ethernet interface to MAC address mapping can be ascertained with the ‘ifconfig’
command
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Fi

ure 178

ifconf ig
JB:19 ethi
f:1B ethl
j 10 &
1D
A ;18
Aic
}: 1B
A-1D

i

h4
eths
ethb
eth?

et

Network Interface and MAC Address at OS Level
| grep HE 1 awk “{print §

-
=

4. Co-relating the outputs in step a and b, you are able to determine the right IP address/network that need to
be assigned to the Ethernet interface. The sample IP addressing scheme cheat sheet is shown below.

Figure 179 Sample IP/VLAN/Network Table Used for Sample Config
Host -Network Inter-node MNFSshared Client Access App Server
VLAN 220 111 222 223

Variable-info

<<var_interncde_ipaddr-nodel>>

<<var_nfs_ipaddr-nodel>>

<<var_client_ipaddr-nodel>>

<<var_aapserver_ipaddr-nodel>>

HANA-node01

192.168.220.200

192.168.111.200

192.168.222.200

192.168.223.200

Host -Network

Admin

Backup

Data Source

Replication

VLAN

76

221

224

225

Variable-info

<<yar_mgmt_ipaddr-nodel>>

<<vyar_backup_ipaddr-nodel>>

<<var_datasource_ipaddr-nodel>>

<<var_replication_ipaddr-nodel>>

HANA-node01

192.168.76.200

192.168.221.200

192.168.224.200

192.168.225.200

5. Assign the IP address and subnet mask for the ethernet interfaces based on al the information you have so

far:

#cd /etc/sysconfig/network

#vi ifcfg-ethO
BOOTPROTO="static'
BROADCAST=""
ETHTOOL_OPTIONS=' !
IPADDR='192.168.111.200/24"
MTU=""

NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE T PADDR=""
STARTMODE="auto"'

#vi ifcfg-ethl
BOOTPROTO="static'
BROADCAST=""

ETHTOOL OPTIONS=""
IPADDR='192.168.220.200/24"
MTU="'9216"

NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto"'

#vi ifcfg-eth2
BOOTPROTO="static"'
BROADCAST=""
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ETHTOOL OPTIONS='""
IPADDR="'192.168.221.200/24"

MTU=""'
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto'

#vi ifcfg-eth3
BOOTPROTO="static'
BROADCAST=""
ETHTOOL_OPTIONS="
IPADDR='192.168.76.200/24"

MTU=""
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto'

#vi ifcfg-eth4
BOOTPROTO="static'
BROADCAST=""
ETHTOOL_OPTIONS:"
IPADDR='192.168.223.200/24"

MTU=""
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto'

#vi ifcfg-eth5
BOOTPROTO="static'
BROADCAST=""
ETHTOOL_OPTIONS="
IPADDR='192.168.222.200/24"

MTU=""
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE_IPADDR="
STARTMODE="auto

#vi ifcfg-etho6
BOOTPROTO="static'
BROADCAST=""
ETHTOOLioPTIONS="
IPADDR='192.168.224.200/24"

MTU=""
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto'

#vi ifcfg-eth?
BOOTPROTO="static'
BROADCAST=""

ETHTOOL OPTIONS='""
IPADDR='192.168.225.200/24"
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MTU=""
NAME='VIC Ethernet NIC'
NETWORK=""

REMOTE IPADDR="'
STARTMODE="auto'

6. Add the default gateway:

#cd /etc/sysconfig/network
# vi routes
default <<var mgmt gateway ip>> - -

& Be sure the system has access to the Internet or a SUSE update server to install the patches.

7. Update the /etc/hosts with the IP address of all networks and their alias hostnames:

cishanaOlm:~ # vi /etc/hosts

#

# hosts This file describes a number of hostname-to-address

# mappings for the TCP/IP subsystem. It is mostly

# used at boot time, when no name servers are running.
# On small systems, this file can be used instead of a
# "named" name server.

# Syntax:

#

# IP-Address Full-Qualified-Hostname Short-Hostname

#

127.0.0.1 localhost

# special IPv6 addresses

HE localhost ipv6-localhost ipv6-loopback
fe00::0 ipv6-localnet

f£00::0 ipv6-mcastprefix

ff02::1 ipv6-allnodes

£f£f02::2 ipvée-allrouters

£f£f02::3 ipv6-allhosts

i# Internal Network

ﬁ92.168.220.200 cishanalOl.ciscolab.local cishanaOl

i# NFS /hana/shared Network

ﬁ92.168.lll.200 cishanaOls.ciscolab.local cishanaOls
i# Client Network

ﬁ92.168.222.200 cishanaOlc.ciscolab.local cishanaOlc
i# AppServer Network

ﬁ92.l68.223.200 cishana0Ola.ciscolab.local cishanaOla
#
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## Admin Network

ﬁ92.168.76.200 cishanaOlm.ciscolab.local cishanaOlm

i# Backup Network

§92.l68.221.200 cishanaOlb.ciscolab.local cishanaOlb
i# DataSource Network

ﬁ92.l68.224.200 cishanaOld.ciscolab.local cishana0Old
i# Replication Network

ﬁ92.l68.225.200 cishanaOlr.ciscolab.local cishanaOlr

##

8. Create the SWAP partition:

#dd if=/dev/zero of=/swap 01 bs=1024 count=2097152
#mkswap /swap_ 01

#chown root:disk /swap 01

#chmod 600 /swap 01

#swapon /swap 01

9. Update the /etc/fstab with swap filesystem information by appending this line:

/swap_ 01 swap swap defaults 00

10. Set up a proxy service, so that the appliance can reach the Internet:

— YaST2 - Enter the proxy server and port details. Select OK and then quit YaST to save the
configuration.
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Figure 180  YaST - Proxy Configuration
& 192.168.76.200 - PuTTY
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[Help] [Bun] [Quit]

11. Select “Enable Proxy” > enter the <<proxy server IP address:port >> information and select “use same proxy
for all Protocols” option.
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Proxy Configuration
[¥] Enable Proxy
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12. Test the Proxy Settings to make they are working.

Proxy Configuration
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13. Register the system with SUSE to get the latest patches. For more information, refer to the SUSE KB article
https://www.suse.com/de-de/support/kb/doc?id=7/016626

14. The system must have access to the Internet to proceed with this step:

#SUSEConnect -r <<registration code>>

15. Update the system with the following command. Again, the system must have access to the Internet to pro-
ceed with this step:

#zypper update

16. Follow the on-screen instructions to complete the update process. Reboot the server and log in to the system
again.

17. Update fnic and enic drivers:
a. Based on the serer type/model, processor version, OS release and version information download the

Firmware bundle corresponding to the UCS Server firmware installed from the Cisco UCS Hardware and
Software Compatibility site

b. Extract the rom files of the fnic and enic drivers from the bundle over to the node.

[100%]

nkinitrd. log -—-force /b Finitrd-4.4.1 . fault 4.4. lefault

tripping

ENE L

=ordered

Gd ., rpm

cishanalOlm:~ # rpm -Uvh <fnic.rpm>
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cishanaOlm:~ # rpm -Uvh <enic.rpm>

18. Configuring udev rules:

The device manager of the kernel needs to be configured as shown below. The most important parameters to
change are nr_requests and scheduler. Please set the parameters for Pure Storage FlashArray//X in the
/etc/udev/rules.d directory, as shown below:

#cd /etc/udev/rules.d
#vi 99-pure-storage.rules

# Recommended settings for Pure Storage FlashArray.

# Use noop scheduler for high-performance solid-state storage
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/scheduler}="noop"

# Reduce CPU overhead due to entropy collection
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/add_random}="0"

# Spread CPU load by redirecting completions to originating CPU
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/rq_affinity}:"Z"
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID_VENDOR}=="PURE", ATTR{queue/nr_requests}="1024"
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/nomerges}="1"
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/rotational}="0"
ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/scheduler}="noop"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/rotational}="0"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a937?*",
ATTR{queue/nr requests}="4096"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/rq affinity}="2"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a937?2*",
ATTR{queue/nomerges}="1"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/add random}="0"

ACTION=="add|change",KERNEL=="dm-*", ATTR{queue/scheduler}="noop"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/rotational}="0"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/nr requests}="4096"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/rqg_affinity}="2"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/nomerges}="1"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/add_random}:"O"
# SCSI timeout in line with Customer Best Practices
ACTION=="add", SUBSYSTEM=="scsi", ATTRS{model}=="FlashArray ",
RUN+="/bin/sh -c 'echo 60 > /sys$DEVPATH/timeout'"

19. Multipath configuration:

Multipathing needs to be setup to do a round-robin for all PURE LUNSs by setting it up in /etc/multipath.conf.
The file contents of multipath.conf are shown below:

# vi /etc/multipath.conf
devices {
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device {
vendor "PURE"
path selector "round-robin 0"
path grouping policy multibus
path checker tur
fast io fail tmo 10
dev loss tmo 60
no_path retry 0

SAP Notes Recommended Implementation

To optimize the use of HANA DB with SLES for SAP 12 SP3, apply the following settings as per the SAP Note
2205917:

1. Linux kernel update: Please upgrade the Linux kernel to version 4.4.120-94.17.1 or newer.

onal 110.9 KiBF will he u

T
smlink £

endor pr

‘tuned -1 -P
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tuned-adm profile

wou wish to correct it, run
conds. ..

ptune note’ and C: .0 Start tuning.

L1]1 tuning ap

3. Turn off autoNUMA, disable transparent HugePages, and configure C-states for lower latency:

4. Use YaST2 bootloader, execute:
# yast2 bootloader
a. Choose "Kernel Parameters" tab (ALT-k) and edit the " Optional Kernel Command Line Parameter" sec-
tion by appending:
numa balancing=disable transparent hugepage=never intel idle.max cstate=1l
processor.max cstate=1
b. Press Alt+0o to save and exit the yast2.

Figure 181  YaST - Kernel Command Line Parameters Configuration
#* 192.168.76.200 - PuTTY

Boot Loader Settings
lBoot Code OptionsgoEernel ParameterscogBootl er Optior 0] 0 0 0 0 0 0 0 0 0 0 0 0 £ 0 0 0 0 0 0 0 0 0 o Cf o o o o o o o o o o o o e ey ey ey ey ey ey ey ey ey ey ey ey ey fcff ey oo ey o o oy oy oy K

o Cf Cf Cf Cf Cf Cf £ £ Cf 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 o o o o o Y Y Yy o o o

5. CPU frequency/voltage scaling and Energy Performance Bias (EPB) settings:

a. Append “cpupower frequency-set -g performance” to /etc/init.d/boot.local to set it at system startup.

b. Append “cpupower set -b 0” to the /etc/init.d/boot.local file to set EPB at boot time.
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Figure 182

Configurin .Iocal with EPB Settin

o/init.d/boot . local

CpUpoTer uEncy-set performance
CPUpPOWEr

6. 4. Reboot the server.

#reboot

SAP HANA Node OS Preparation - RHEL for SAP HANA 7.4

This section details the RHEL 7.4 installation and configuration.

OS Installation

To install the OS, complete the following steps:

L

You will need the RHEL DVD.

This section provides the procedure for RedHat Enterprise Linux 7.4 Operating System and customizing for SAP
HANA requirement.

To install the RHEL 7.4 system, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Choose Service Profile > root > Sub-Organization > HANA > HANA-node02.

Click KVM Console.

When the KVM Console is launched, click Boot Server.

Click Virtual Media > Activate Virtual Devices:

a. Choose the option Accept this Session for Unencrypted Virtual Media Session and then click Apply.

b. Click Virtual Media and Choose Map CD/DVD.
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c. Click Browse to navigate ISO media location.
d. Click Map Device.

0. At server boot time, during verification of VIC FC boot driver version, it recognizes the Pure Storage FlashAr-
ray//X by its target WWPN numbers. This verifies the server to storage connectivity.

o fi-pure / (Chassis - 1 Server - 5) - KYM Console{Launched By: admin)

Fle View Macros Tools WitualMeds Hep

L Shetdown Server W Reset

KM Corsole I Propertns

13 O SEAGATE ST1Z00MMOOO7? 01010 ¥ 1144641MB
0 AVAGD Uirtual Drive RAIDI] 1143455MB

JBOD(s) found on the host adapter
JBOD(s) handled by BIOS

1 Virtual Drive(s) found on the host adapter.
Adapter BIOS Disabled. No Logical Drive Handled by BIOS on HA
D Uirtual Drive(s) handled by BIOS

Press <Ctrl><R> to Enable BI1OS

isco VIC FC, Boot Driver VUersion
C) 2016 Cisco Systems, Inc.
PURE 524a937569h48c00: 001
PURE 524a937569b48c10: 001
jption ROM installed successfully

isco VUIC FC, Boot Driver Uersion
(C) 2016 Cisco Systems, Inc.
PURE 524a937569b48c11 : 001
PURE 524a937569b48c01 : 001
Jjption ROM installed successfully

7. On the Initial screen choose Install to begin the installation process.
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Red Hat Enterprise Linux 7.4

Install Red Hat Enterprise Linux 7.4
Test this media & install Red Hat Enterprise Linux 7.4

Troubleshoot ing

8. Choose Language and click Continue.

9. The central Installation Summary page displays. Click Date & Time; choose the appropriate timezone and click
Done.

k
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

redhat
= y Bus Help!

LOCALIZATION

DATE & TIME KEYBOARD
Americas/Winnipeg timezone English (US)

LANGUAGE SUPPORT
English (Canada)

O

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM
ﬁ INSTALLATION DESTINATION KDUMP
W No disks selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
6 Not connected No profile selected
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10. Click Keyboard; choose Keyboard layout and click Done.
11. Under Software Menu, click Software selection.
12. In the Base Environment choose Infrastructure Server.

13. For Add-Ons for Selected Environment choose Large Systems Performance, Network File System Client,
Performance Tools, Compatibility Libraries and click Done.

SOFTWARE SELECTION

]

RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

Base Environment Add-Ons for Selected Environment

Minimal Install RDMA-based InfiniBand and iWARP fabrics
Basic functionality. Tave Plaiform
*  Infrastructure Server Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.

Server for operating network infrastructure services ¥ Large Systems Performance

File and Print Server Performance support tools for large systems

File, print, and storage server for enterprises.

Basic Web Server

Server for serving static and dynamic internet content.
Virtualization Host

Minimal virtualization host

Server with GUI

Server for operating network infrastructure services, with a GUI,

Load Balancer

Load balancing support for network traffic

MariaDB Database Server

The MariaDB SQL database server, and associated packages.

¥ Network File System Client

Enables the system to attach to network storage

Performance Tools

Tools for diagnosing system and application-level performance problems
PostgreSQL Database Server
The PostgreSQL SQL database server, and associated packages.
Print Server
Allows the system to act as a print server
Remote Management for Linux
Remote management interface for Red Hat Enterprise Linux, including
OpenlLMI and SNMP.
Virtualization Hypervisor
Smallest possible virtualization host installation.
+ Compatibility Libraries
Compatibility libraries for applications built on previous versions of Red Hat
Enterprise Linux,
1 Development Tools
A basic development environment
Security Tools
Security tools for integrity and trust verification
Smart Card Support
Support for using smart card authentication

14. Under System; click Installation destination. Select Specialized & Network Disks’s “Add a disk.”
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INSTALLATION DESTINATION

Done

Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation® button

Local Standard Disks

111666 GiB 1477 GiB
o — (—— ]
LSIUCSB-MRAID12G UNIGEN PHF16HOCM1-DTE
sda / OB free sdb / 40005 KB free

Specialized & Network Disks

Add a disk...

Other Storage Options
Farttioning

Encryption

15. Under Multipath Devices, select the lone 100G device identifies by its WWID. Click Done.

RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

Search Multipath Devices Cther SAN Devices

INSTALLATION DESTINATION

Filter By: | None -

WWwID Capacity Vendor Interconnect Paths

& 36:24:29:37:01:bf66:2 1:cd:a5:54:7 T:c0000:11:3F:1 100 GIE  PURE

16. From the Other Storage Options choose ‘I will configure partitioning” and click Done.
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INSTALLATION DESTINATION RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

Device Salection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.

Local Standard Dishe

1116.66 GIB 14.77 GIB
\ \
LSI UCSB-MRAID12G UNIGEN PHF16HOCM1-DTE
sda / 1116.66 GiB free sdb + 4000.5 KB free

Disks [eft unselected here will not be touched.

Specialized & Network Disks

100 GIB

Add a disk... .

36:24:29...00:11:31:1
3624a93701bf6621cd4a55477c000113f1 r 100 GiB free
Disks [eft unselected here will not be touched
Other Storage Options
Fartitioning
Autematically configure partitioning. #) | will configure partitioning

Encryption
Encrypt my data

17. In the Manual Partitioning Screen, choose Standard Partition for New mount points will use the following parti-
tioning scheme.
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MANUAL PARTITIONING

Dane

RED HAT ENTERPRISE LINUX 7.4 INSTALLATIO

= New Red Hat Enterprise Linux 7.4 Installation

You haven't created any mount points For your Red Hat Enterprise Linux
7.4 installation yet. You can:

Click here to create t l-'||4||.--|||'.-1.|'_.

® Create new mount points by dicking the '+' button.

Mew mount paints will use the [l::-'.chWIIIIJ partitioning scheme.

Standard Partition

When you create mount points for your Red Hat Enterprise Linux 7.4 installation
"':u'" be able to view their details here

+ - | a

avaiLABLE sPacE [l TOTAL SPACE
100 GiB 100 GiB

1 storage device selected

Reset All

18. Click the + symbol to add a new partition.

19. Choose the mount point as ‘/boot.

20. Enter the Desired capacity as 1024 MiB and click Add Mount Point.
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21.

22.

23.

24.

25.

26.

27.

28.

29.

ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: /boot

Desired Capacity: | 1024Mi8

Cancel Add mount point

Choose the filesystem ext3.

Click the + symbol to add a new partition.

Choose the mount point swap.

Enter the Desired capacity 2048 MIB and click Add Mount Point.
Choose the filesystem swap.

Click the + symbol to add / (root) partition.

Choose the mount point as /.

Enter the Desired capacity 97GiB and click Add Mount Point.

Choose the filesystem ext3.

271



Reference Workloads and Use Cases

MAMUAL PARTITIOMING RED HAT ENTERPRISE LINUX 7.4 INSTALLATION
* Mew Red Hat Enterprise Linux 7.4 Installation 3624a93701bf6621c4a55477c000113f1p2
Mount Point: Device(s):
/boot 1024 MiB
3574;93?01brﬁﬁ71LdA"JFJﬂTT(DDﬂ]13[]|)'| ! WWID
; . 36:24:a9:37:01:bf:66:2 1:c4:a5:54:7 7:cl:
96.99 GiB (3628293701hf662 1455477000113
swap 2048 MiB f1)
3624a93701bf6621c4a554T7c000113f1p3
Modify...
Device Type:
Standard Partition w Encrypt
File System:
extd - o Rl
Label: Mame=
f
F t tti
Note: The settings you make on this screen will not
+ — ) be applied until you click an the main menu's 'Begin
Installation’ button.
AVAILABLE SPACE TOTAL SPALCE
8160.5 KiB @ 100 GiB
1 storage device selscted Reset All
30. Click Done.

31. Review the partition layout and the size.
32. Click Accept Changes to proceed to the next steps.

33. Click KDUMP.

Kdump is a kernel crash dumping mechanism. In the event of a system crash, kdump will capture information from your system that can be invaluable in determining the
cause of the crash. Mote that kdump does require reserving a portion of system memory that wall be unavailable for other uses

Enable kdump
Kdump Memory Reservation: o t t |
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34. Deselect Enable kdump.

35. Click Security policy, choose Apply Security policy to OFF and click Done.

SECURITY POLICY

Done

Change content Apply security policy QFF

36. Click Done.

37. Click Network & Hostname.

MNETWORK & HOST NAME RED HAT ENTERPRISE LINLX 7.4 INSTALLATION

Ethernet (enpl77s0f0)

Casco Systams Inc VIC Etharnat NIC (V1€ 1380 Mezzanine Etharmet NIC) /"L Ethernet (T“PH?"DW} OFF
2 Disconnected

Ethernet (enpl77s0fl) &

Croo Systems Ine VIC Ethernet NIC (VIC 1380 Mezzanine Ethernet NIC) Hardware Address 00:25:85:00:04:1E

Ethernet (enpl82s0f0) Speed 40000 Mbis

Crco Spstams Inc VIC Ethernet NIC (VI 1380 Mazzanine Ethernet NIC)

Ethernet (enpl82s0fl)
Croo Systams Inc VIC Etharnat NIC (VIC 1380 Mazzanine Etharnet MNIC)

Ethernet (enp55s0f)
Crco Systams Inc VIC Etharnat NIC (VIC 1340 MLOM Ethamat NIC)

Ethernet (enp55s0fl1)
Croo Systems Inc VIC Ethernet NIC (VIC 1340 MLOM Ethernet NIC)

Ethernet (enp&0s0fd)
Creo Systems Ine VIC Ethernet NIC (VIC 1340 MLOM Ethernet NIC)

Ethernet (enp&0s0fl)
Croo Systams Inc VIC Ethernat NIC (VIC 1340 MLOM Ethernst MIC)

NIRRT TRIROR):

Configure..

Host name: | cishanaO2m.ciscolab |.or_nl| Apply Current host name: localhost

38. Enter the Host name and click Apply.
39. IP address will be assigned once the OS is installed. Click Done.

40. Click Done.
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41. Review the installation summary and click Begin Installation.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

Eus HIE'||J|
LOCALIZATION
DATE & TIME KEYBOARD
Americas/New York timezone English (US)

LANGUAGE SUPPORT
English (United States)

O

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM
o INSTALLATION DESTINATION KDUMP
\ Custom partitoning selected Kdump is disabled

NETWORK & HOST MAME SECURITY POLICY
Not connected No profile selected

Quit Begin Installaticn

The next screen shows the start of the OS installation.

42. Click Root Password.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.4 INSTALLATION

~ redhat

B us Help!

USER SETTINGS

ROOT PASSWORD @  usercreaTiON
Root password is not set '|  No user will be created

™ Creating swap on /dev/sda2

A COMMUNITY RED HAT

BY DEVELOPERS FOR DEVELOPERS DEVELOPERS
developers.redhat.com

43. Enter the Root Password and Confirm.
44 Click Done on the top left corner of the window.

The installation will start and continue.

45 When the installation is complete click Reboot to finish the installation.

Post Installation

In RHEL 7, systemd and udev support a number of different naming schemes. By default, fixed names are as-
signed based on firmware, topology, and location information, like ‘enp72s0’. With this naming convention, though
the names stay fixed even if hardware is added or removed, it is often harder to read unlike traditional kernel-
native ethX naming “eth0.” Another way to name network interfaces, “biosdevnames”, is already available with the
installation.

1. Configure boot parameters "net.ifnames=0 biosdevname=0" to disable both, to get the original kernel
native network names.
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2. IPV6 support could be disabled at this time as we use IPV4 in the solution. This can be done by appending
ipv6.disable=1 to GRUB_CMDLINE_LINUX as shown below:

cat /etc/default/grub

GRUB_TIMEOUT=5

GRUB_DISTRIBUTOR="$ (sed 's, release .*$,,g' /etc/system-release)"
GRUB_DEFAULT=saved

GRUB_DISABLE SUBMENU=true

GRUB_TERMINAL OUTPUT="console"

GRUB_CMDLINE LINUX="rhgb quiet net.ifnames=0 biosdevname=0 ipvé6.disable=1"
GRUB_DISABLE RECOVERY="true"

3. To Run the grub2-mkconfig command to regenerate the grub.cfg file:

grub2-mkconfig -o /boot/grub2/grub.cfg

4. Reboot the system to effect the changes.

# To configure the network interface on the OS, it is required to identify the mapping of the ether-
net device on the OS to vNIC interface on the Cisco UCS.

5. From the OS, execute the following command to get list of Ethernet device with MAC Address:

[root@cishanasoll ~]# ip addr

1: lo: <LOOPBACK, UP,LOWER UP> mtu 65536 gdisc noqueue state UNKNOWN glen 1
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

2: ethO: <BROADCAST,MULTICAST,UP, LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0b:1le brd ff:ff:ff:ff:ff:ff

3: ethl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0a:1f brd ff:ff:ff:ff:ff:ff

4: eth2: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0b:20 brd ff:ff:ff:ff:ff:ff

5: eth3: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0b:21 brd ff:ff:ff:ff:ff:ff

6: eth4: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0a:1e brd ff:ff:ff:ff:ff:ff

7: eth5: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0a:20 brd ff:ff:ff:ff:ff:ff

8: eth6: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0b:1f brd ff:ff:ff:ff:ff:ff

9: eth7: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 9000 gdisc mg state UP glen 1000
link/ether 00:25:b5:00:0a:21 brd ff:ff:ff:ff:ff:ff

6. In Cisco UCS Manager, click the Servers tab in the navigation pane. Expand Servers > Service Profile > root >
Sub-0Organization > HANA > HANA-node02. Click + to Expand. Click vNICs. On the right pane, you will see a
list of vNICs with MAC Address.
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~wNICs
a‘-i Filter | == Expart Q;’:, Print
Mamme MaC Address Desired Order | Ackual Crder Fabric IO

=l “MIC HAMA-BppServer 00:25:B5:00:04: 1F 3 2 &4 B
=il +MIC HAMA-Backup 00:25:65:00:08: 20 4 4 B &
=1l wMIC HAMA-Client 00:25:65:00:04: 20 K 2 & B
=l +MIC HAMA-DataSource 00:25:B5:00:08: 1F 4 4 B &
=l “MIC HAMA-Inbernal 00:25:B5:00:04: 1E 2 1 &4 B
=il MIC HAMA-Mamt 00: 2565 00:08: 21 o o B &
=1l wMIC HAMA-MNFSshared 00:25:65:00:08: 1E 2 1 B &
=il vMNIC HAMNA-Replication 00:25:B5:00:08: 21 = = AEe

# Notice the MAC Address of the HANA-Internal vNIC is “00:25:B5:00:0B:21”. By comparing MAC Ad-
dress on the OS and Cisco UCS, you can derive that eth3 on OS will carry the VLAN for HANA-Mgmt.
Below is a VLAN-ethernet-IPaddress mapping cheat sheet.

Host -Network

Inter-node

NFS-shared

Client Access

App Server

Admin

Backup

Data Source

Replication

VLAN

20

111

m

m

76

il

2

25

Variable-info

<evar_internode._ipaddr-nodel»

<svar_nfs-sahreds_ipaddr-nodel»»

<eyar_tlient_ipaddr-nodel»

<<var_aapsener_ipaddr-nodel=>

<<var_mgmt_ipaddr-nodel=»

<svar_backup_ipaddr-nodel=

<<var_datasource_ipaddr-nodels>

<evar_replication_ipaddr-nodel»»

Server(1

192.168.220.201

192.168.111.201

192.168.222.201

192.168.223.201

192.168.76.201

192.168,221.201

192.168.224.201

192.168,225.201

7. Go to the network configuration directory and create a configuration for ethO:

cd /etc/sysconfig/network-scripts/

vi ifcfg-ethO

DEVICE=ethO

TYPE=Ethernet

ONBOOT=yes

BOOTPROTO=static

IPV6INIT=no

USERCTL=no

NM CONTROLLED=no

IPADDR=<<IP address for HANA-Mgmt network example:192.168.76.201>>
NETMASK=<<subnet mask for HANA-Mgmtl92.168 network 255.255.255.0>>

8. Derive and assign IP addresses for the rest of the interfaces.

9. Add default gateway:

vi /etc/sysconfig/network

NETWORKING=yes
HOSTNAME=<<HOSTNAME . DOMAIN>>
GATEWAY=<<IP Address of default gateway>>

10. Restart the network to effect the IP address and gateway assignment:

systemctl restart network
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17. The Domain Name Service configuration must be done based on the local requirements.

12. Add DNS IP If it is required to access internet:

vi /etc/resolv.conf
DNS1=<<IP of DNS Serverl>>
DNS2=<<IP of DNS Server2>>
DOMAIN= <<Domain name>>

13. Update fnic and enic drivers:

Based on the serer type/model, processor version, OS release and version information download the
Firmware bundle corresponding to the UCS Server firmware installed from the Cisco UCS Hardware and
Software Compatibility site

Extract the rpm files of the fnic and enic drivers from the bundle over to the node.

cishana02m:~ # rpm -Uvh <fnic.rpm>
cishana02m:~ # rpm -Uvh <enic.rpm>

14. Configure the udev rules:

The device manager of the kernel needs to be configured as shown below. Most important parameters to be
changed are nr_requests and scheduler. Please set parameters has shown below for Pure Storage in the
/etc/udev/rules.d directory as shown below:

#cd /etc/udev/rules.d
#vi 99-pure-storage.rules

# Recommended settings for Pure Storage FlashArray.

# Use noop scheduler for high-performance solid-state storage
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/scheduler}="noop"

# Reduce CPU overhead due to entropy collection
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/add random}="0"

# Spread CPU load by redirecting completions to originating CPU
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ ID7VENDOR} =="PURE", ATTR({ queue/rqiaffinity}="2 "
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/nr requests}="1024"
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/nomerges}="1"
ACTION=="add|change", KERNEL=="sd*[!0-9]", SUBSYSTEM=="block",
ENV{ID VENDOR}=="PURE", ATTR{queue/rotational}="0"
ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/scheduler}="noop"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a937?2*",
ATTR{queue/rotational}="0"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/nr requests}="4096"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a937?2*",
ATTR{queue/rqg affinity}="2"

ACTION=="add|change", ENV{DM UUID}=="mpath-3624a937?*",
ATTR{queue/nomerges}="1"
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ACTION=="add|change", ENV{DM UUID}=="mpath-3624a9372*",
ATTR{queue/add random}="0"

ACTION=="add|change",KERNEL=="dm-*", ATTR{queue/scheduler}="noop"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/rotational}="0"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/nr_requests}="4096"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/rq affinity}="2"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/nomerges}="1"
ACTION=="add|change", KERNEL=="dm-*", ATTR{queue/add_random}:"O"

# SCSI timeout in line with Customer Best Practices

ACTION=="add", SUBSYSTEM=="scsi", ATTRS{model}=="FlashArray ",
RUN+="/bin/sh -c 'echo 60 > /sys$DEVPATH/timeout'"

15. Multipath configuration:

Multipathing needs to be setup to do round-robin for all PURE LUNs by setting it up in /etc/multipath.conf. The
file contents of multipath.conf are shown below:

# vi /etc/multipath.conf
devices {

device {
vendor "PURE"
path selector "round-robin 0"
path grouping policy multibus
path checker tur
fast io fail tmo 10
dev_loss tmo 60
no_path retry 0

}
16. Update the RedHat system:

# To update and customize RHEL system, have the proxy server and port information updated in
/etc/rhsm/rhsm.conf file to enable it to access internet.

# In order to patch the system, the repository must be updated. Note that the installed system does not
include any update information. In order to patch the RedHat System, it must be registered and attached
to a valid Subscription. The following line will register the installation and update the repository infor-
mation.

subscription-manager register --auto-attach
Username: <<username>>
Password: <<password>>

17. Update only the OS kernel and firmware packages to the latest release that appeared in RHEL 7.4. Set the re-
lease version to 7.4:

subscription-manager release —--set=7.4

18. Add the repos required for SAP HANA:
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subscription-manager repos --disable "*"
subscription-manager repos —--enable rhel-7-server-rpms --enable rhel-sap-hana-for-
rhel-7-server-rpms

19. Apply the latest updates for RHEL 7.4 Typically, the kernel is updated as well:

yum -y update
yum -y groupinstall base

20. Install dependencies in accordance with the SAP HANA Server Installation and Update Guide. Install the nu-
mactl package if the benchmark HWCCT is to be used:

yum -y install gtk2 libicu xulrunner sudo tcsh libssh2 expect cairo graphviz iptraf-
ng krb5-workstation libpngl2 krb5-libs nfs-utils 1lm sensors rsyslog compat-sap-c++-%
openssl098e openssl PackageKit-gtk3-module libcanberra-gtk2 libtool-1tdl xorg-x1l1l-
xauth compat-libstdc++- numactl libuuid uuidd e2fsprogs icedtea-web xfsprogs net-
tools bind-utils glibc-devel libgomp chrony ntp ntpdate

21. Disable SELinux:

sed -1 's/”SELINUX=enforcing/SELINUX=disabled/g' /etc/sysconfig/selinux
sed -1 's/”SELINUX=permissive/SELINUX=disabled/g' /etc/sysconfig/selinux
sed -i 's/"SELINUX=enforcing/SELINUX=disabled/g' /etc/selinux/config
sed -1 's/"SELINUX=permissive/SELINUX=disabled/g' /etc/selinux/config

22. Sysctl.conf: The following parameters must be set in /etc/sysctl.conf:

net.ipvéd.tcp slow start after idle = 0
net.ipvéd.conf.all.rp filter = 0
net.ipv4.ip local port range = 40000 61000
net.ipv4.neigh.default.gc threshl = 256
net.ipv4.neigh.default.gc thresh2 = 1024
net.ipv4.neigh.default.gc thresh3 = 4096
net.ipvé6.neigh.default.gc_threshl 256
net.ipvé6.neigh.default.gc_thresh2 1024
net.ipvé6.neigh.default.gc _thresh3 = 4096
net.core.rmem max = 16777216
net.core.wmem max 16777216
net.core.rmem default = 262144
net.core.wmem default = 262144
net.core.optmem max = 16777216
net.core.netdev_max backlog = 300000
net.ipvéd.tcp rmem = 65536 262144 16777216
net.ipvéd.tcp wmem = 65536 262144 16777216

net.ipv4.tcp no metrics save = 1
net.ipv4.tcp moderate rcvbuf =1
net.ipv4.tcp window scaling = 1

net.ipv4.tcp timestamps = 1
net.ipvéd.tcp sack =1
sunrpc.tcp max slot table entries = 128

23. If it does not exist, add the following line into /etc/modprobe.d/sunrpc-local.conf. to create the file:

sunrpc.tcp max slot table entries = 128
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24. For compatibility reasons, four symbolic links are required:

In -s /usr/lib64/1ibssl.so0.0.9.8e /usr/1lib64/1libssl.so0.0.9.8
In -s /usr/lib64/libssl.so.1.0.le /usr/lib64/libssl.so.1.0.1
In -s /usr/lib64/libcrypto.so.0.9.8e /usr/lib64/libcrypto.so.0.9.8
In -s /usr/lib64/libcrypto.so.1.0.le /usr/lib64/libcrypto.so.1.0.1

E e

SAP Notes Recommendation Implementation
To optimize the use of HANA DB RHEL 7.4 apply the following settings as per SAP Note 2292690:

1. Make sure the Kernel version is kernel-3.10.0-693.11.6 or newer and tuned profile is tuned-
profiles-sap-hana-2.8.0-5.el7 4.2 Or newer

#rpm -ga | grep kernel
#rpm -ga | grep tuned

2. Configure tuned to use profile " sap-hana" . The tuned profile " sap-hana" , which is provided by Red Hat as
part of RHEL 7 for SAP HANA, contains many of the configures some additional settings. Therefore the " sap-
hana" tuned profile must be activated on all systems running SAP HANA:

yum install tuned-profiles-sap-hana
systemctl start tuned

systemctl enable tuned

tuned-adm profile sap-hana

H o o 3

w

Turn off auto-numa balancing: SAP HANA is a NUMA (non-uniform memory access) aware database. Thus it
does not rely on the Linux kernel's features to optimize NUMA usage automatically. Depending on the work-
load, it can be beneficial to turn off automatic NUMA balancing. For this purpose, add " kernel.numa_balancing
= 0" to /etc/sysctl.d/sap_hana.conf (please create this file if it does not already exist) and reconfigure the
kernel by running:

#echo "kernel.numa balancing = 0" >> /etc/sysctl.d/sap hana.conf
#sysctl -p /etc/sysctl.d/sap hana.conf

4. Disable transparent hugepages and configure C-states for lower latency.

5. Modify the file /etc/default/grub and append the following parameters to the line starting
with GRUB_CMDLINE_LINUX:

transparent hugepage=never intel idle.max cstate=1 processor.max cstate=1

6. To implement these changes, rebuild the GRUB2 configuration:

grub2-mkconfig -o /boot/grub2/grub.cfg

7. The "numad" daemon must be disable:

#systemctl stop numad
#systemctl disable numad

8. Disable ABRT, Crash Dump:
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systemctl disable abrtd
systemctl disable abrt-ccpp
systemctl stop abrtd
systemctl stop abrt-ccpp

EeE

9. Disable core file creation. To disable core dumps for all users, open /etc/security/limits.conf, and add the line:

* soft core O
* hard core 0

10. Enable group " sapsys" to create an unlimited number of processes:

echo "Q@sapsys soft nproc unlimited" > /etc/security/limits.d/99-sapsys.conf

11. Disable Firewall:

# systemctl stop firewalld
# systemctl disable firewalld

12. Reboot the OS by issuing reboot command.

13. Optional: old kernels can be removed after OS update:

package-cleanup --oldkernels --count=1l -y

System Preparation for SAP HANA Scale-Up Use Case

This is a common deployment methodology for SAP HANA on premise. The high-level steps for this use case are
as follows:

1. Create the Boot, Data, Log, and Shared Filesystem LUNs
2. Install and Configure the Operating System
3. Install SAP HANA

4. Test the connection to the SAP HANA database

Workload Definition

As an example, Customer XX wants to implement SAP HANA with a requirement of a single system to start with
and database growth not exceeding 1.5TB. Customer XX has the latest Skylake-based Cisco UCS B480 M5
servers and Pure Storage in his datacenter that he likes to leverage in a sharing mode. Since this is a TDI
implementation, Customer XX can repurpose the FlashStack gear he has, making sure that HANA HWCCT TDI
KPIs are met to receive SAP support.

Requirements

As a best practice, it is good to Scale-UP and then to Scale-Out based on the future growth requirements. For a
SAP HANA database in a Scale-Up configuration, the required networks are the access network and the storage
network. All other networks are optional.
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Memory:  1.5TB
CPU: 4x Intel Xeon Skylake CPUs 8176

Network:  1x Access Network with >=100Mbit/sec at a minimum. [At least 1GE]

Storage:  /hana/data Sizedata= 1 x RAM , so 1.5 TB
/hana/log [systems > 512GB ] Sizeredolog(min) = 512GB
/hana/shared Sizeinstallation(single-node) = MlN(1 X RAM; 1 TB), so 1TB

An average of 300 MB/sec throughput can be used as the baseline. Depending on the use case it can be less
(default analytics) or much more (heavy Suite on HANA).

Configure Storage

You will need a LUN for size 1.5TB for /hana/data, 512G LUN for /hana/log, both formatted with xfs and 1TB
/hana/shared filesystem. Since this is scale-up system and /hana/shared is local to this system, you can use a
block LUN formatted with xfs. A temporary software share of size 1 TB that hosts all the installation DVDs could be
used for this installation purpose.

You will use HANA-nodeO1 host for this Scale-up system installation. The host at this point has a boot LUN
HANA-node01-boot with OS preparation completed as detailed in previous sections - OS Installation and port-
installation steps.

To create a 1.5 TB Data LUN, 512 GB Log LUN, 1 TB /hana/shared LUN in the array and associate them with the
following:

1. Data LUN: Click Storage on the Navigation pane > Volumes tab. Use HANA-nodeO1-data as name and 1.5T
for provisioned size and click Create.

Figure 183 Create Data Volume

Create Volume

Container rl
Name HAMA-node01-data
Provisionad Size 15 T M
Banchwrictth Limit Murnbers MBYs ™
Craate Multiple... Cancel

2. Assign this LUN to the host HANA-ServerO1. Select the created LUN in the left pane and use menu bar to
select the ‘Connect’ option.

283



Reference Workloads and Use Cases

Figure 184 Connect LUN to Host

rray Hosts Yolumeas Protaection Groups Fods
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Connect...
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Diszconnect...
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3. Check the HANA-ServerO1 box and click Connect.

Figure 185 Connect LUN to Host- Cont’d

Connect Hosis
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O 1-Eof & 1selected Clear all
[ @wFs HAaMNA-nodad] X
#| Hahlh-nadad

[ HAMA-nodeoz

[ HARA-node0s

[ Hama-nodeod

4. Repeat steps 1-3 to create and add /hana/log and /hana/shared share LLUNSs.
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Figure 186  LUN List for HANA-Server01
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Configure System for Storage Access

To configure the Operating Systems on the SAP HANA node for /hana/data, /hana/log and /hana/shared
filesystems access, complete the following steps:

1. Follow the steps documented in the Section “SAP HANA NODE OS Preparation” to install the operating sys-
tem on HANA-nodeO1 host.

2. Use a SSH client to login to the newly installed system as root

3. Multipath configuration:

# Multipathing needs to be setup to do round robin for all PURE LUNs by setting it up in
/etc/multipath.conf. Install sysstat package with Yast2 to get iostat in the servers. It is very im-
portant to set the path-selector in multipath configuration to round-robin.

e Rescan the scsi bus to detect devices added to the host.

cishanaOlm:~ # rescan-scsi-bus.sh
e Restart multipath daemon if required.

# systemctl stop multipathd
# systemctl start multipathd

4. List the available multipath disks:

cishanalOlm:~ # multipath -11
3624a93701b£f6621c4a55477c000113£f4 dm-3 PURE,FlashArray
size=1.0T features='0' hwhandler='0"' wp=rw
"—+- policy='round-robin 0' prio=1 status=active

|- 1:0:0:2 sdi 8:128 active ready running

|- 2:0:0:2 sdy 65:128 active ready running

|- 1:0:1:2 sdm 8:192 active ready running

285




Reference Workloads and Use Cases

|- 2:
|- 1:
|- 2:
|- 1:
- 2
3624a93701b£f6621c4a55477c000113£f3 dm-2 PURE,FlashArray
size=512G features='0Q"
‘—+- policy='round-robin 0'
|- 1:

oo,
3624a93701b£f6621c4a55477c000113f4 dm-0 PURE,FlashArray
size=100G features='0'
"—+- policy=

|- 1:

o,
3624a93701b£f6621c4a55477c000113£f2 dm-1 PURE,FlashArray
size=1.5T features='0'
‘—+- policy=
|- 1:

5. Referring to the sizes, you can identify the devices to be used for boot, /hana/data, /hana/log and
/hana/shared filesystems.
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sdac
sdg
sdag
sdu
sdak

sdl
sdab
sdp
sdaf
sdt
sdaj
sdx
sdan

sda
sdc
sdb
sde
sdd
sdg
sdf
sdh

sdk

65:
65:
66:
65:
66:

8:

65:
:240

8
65

65:
66:

65:
66:

8:

00 0O 0O 0O GO O

8:

8:

192
0

0
64
64

176
176

: 240
48
48
112
112

'round-robin 0'

0

:32
:16
: 64
:48
: 96
: 80

112

160

sdaa 65:160

sdo
sdae
sds
sdai
sdw
sdam

8
65

65:
66:
65:
66:

1224

1224
32
32
96
96

active
active
active
active
active

active
active
active
active
active
active
active
active

active
active
active
active
active
active
active
active

active
active
active
active
active
active
active
active

a. Create the file systems for SAP HANA.

b. Run this mkfs command with option to format the non-OS devices, such as DATA, LOG, /hana/shared
LUN devices, as well as software share device.

ready
ready
ready
ready
ready

hwhandler="'0"
prio=1 status=active

ready
ready
ready
ready
ready
ready
ready
ready

hwhandler="'0"
prio=1 status=active

ready
ready
ready
ready
ready
ready
ready
ready

hwhandler='0"
'round-robin 0'

ready
ready
ready
ready
ready
ready
ready
ready

running
running
running
running
running

WP=TrWwW

running
running
running
running
running
running
running
running

WP=rWwW

running
running
running
running
running
running
running
running

Wp=rw
prio=1 status=active

running
running
running
running
running
running
running
running

# Exercise caution to not format the 100G boot device by mistake!

c. From the listing above, the filesystems to be prepared are 618 size /hanadata filesystem, 512Gb
/hana/log filesystem both formatted in xfs. You can use xfs for the 2T size /hana/shared filesystem as well

as 1Tb size temporary /software filesystem:

# mkfs.xfs -f /dev/mapper/3624a93701b£f6621c4a55477c000113f4
# mkfs.xfs -f /dev/mapper/3624a93701b£f6621c4a55477c000113£3
# mkfs.xfs -f /dev/mapper/3624a93701b£f6621c4a55477c000113£2
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6. Create mount directories for the data, log, and HANA shared file systems.
#mkdir -p /hana/data
#mkdir -p /hana/log

#mkdir -p /hana/shared

7. Mount options vary from the default Linux settings for XFS for SAP HANA data and log volumes. The following
is a sample /etc/fstab entry. Make sure that you use the same mount options for the data and log file systems
as shown in the following example:

UUID=cbd24bd0-3ecae-41f6-bbac-e2db6d8f6c70 / ext3
acl,user xattr 11

/dev/mapper/3624a93701bf6621c4a55477c000113f2 /hana/data xfs
nobarrier,noatime,nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsize=131

072k

12

/dev/mapper/3624a93701bf6621c4a55477c000113£3

/hana/log

xfs

nobarrier,noatime,nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsize=131
072k 12

/dev/mapper/3624a93701b£6621c4a55477c000113f4
12

/hana/shared xfs defaults

acl,user_xattr 11

nobarrier, noatime, nodiratime, lo
ier,noatime, nodiratime, lo
defaults 1z

8. Use the following command to mount the file systems.
#mount -a

9. Use the df -h command to check the status of all mounted volumes.

Filesystem Size Used Avail Use$% Mounted on
devtmpfs 756G 0 756G 0% /dev

tmpfs 1.2T 0 1.2T 0% /dev/shm
tmpfs 756G 13M 756G 1% /run

tmpfs 756G 0 756G 0%
/sys/fs/cgroup

/dev/mapper/3624a93701bf6621c4a55477c000113f0 99G 6.1G 92G 7%/

tmpfs 152G 0 152G 0% /run/user/0
/dev/mapper/3624a93701b£6621c4a55477c000113£f2 1.5T 33M 1.5T 1% /hana/data
/dev/mapper/3624a93701b£f6621c4a55477c000113f3 512G 33M 512G 1% /hana/log
/dev/mapper/3624a93701b£6621c4a55477c000113f4 1.0T 33M 1.0T 1% /hana/shared

10. Change the directory permissions before you installing SAP HANA. Use the chown command on each SAP
HANA node after the file systems are mounted.

#chmod -R 777 /hana/data
#chmod -R 777 /hana/log

#chmod —-R 777 /hana/shared
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System Preparation for SAP HANA Scale-Out Use Case

This use case describes the setup N+1 Scale-Out HANA system.

The high-level steps for this use case are as follows:

—

Create the Boot, Data and Log LUNSs,

2. Install and Configure the Operating System.

3. Prepare the /hana/data and /hana/log devices with XFS filesystem.
4. Prepare NFS filesystem for /hana/shared.

5. Install SAP HANA.

6. Test the connection to the SAP HANA database.

Workload Definition

Customer YY wants to implement SAP HANA with a requirement of a 4.5 TB with an option to scale as the need
arises. Customer YY has the latest Skylake-based Cisco UCS B480 M5 servers and Pure Storage FlashArray//X
in his data center that he leverages in a sharing mode. Since this is a TDI, customer YY wants to repurpose his
FlashStack gear. He must make sure that the HANA HWCCT TDI KPIs are met to receive SAP support. You could
address this with 3+1 scale out system.

Requirements

For a SAP HANA Scale-Out system the networks mandatorily required are the access network and the Inter-Node
communication network. This use case also requires a /hana/shared file system which is accessible to all nodes of
the cluster. For this we leverage the NFS share made available by the WFS running on the array’s controllers in a
highly-available manner.

Network:  1x Access Network with >=100 Mbit/sec

1x Inter-Node Network with 10 GBit/sec

1x NFS network for the HANA Nodes /hana/shared access preferably with 10 GBit/sec
Each HANA node has-
Memory:  1.5TB

CPU: 4x Intel Xeon Skylake CPUs 8176

Storage:  /hana/data Siz€dsta = 1 x RAM |, so 1.5 TB per node
/hana/log [systems > 512GB | Sizeredologimin) = 512GB per node

/hana/shared Siz€installation(scale-out) = 1 x RAM_of_worker per 4 worker nodes, hence 1.5TB for the
entire cluster
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Configure Storage

You will need a LUN size 1.5TB for /hana/data, 512G LUN for /hana/log, both formatted with xfs for each node of
the scale-out system. 1.5TB /hana/shared filesystem for the entire HANA system is presented as NFS share to all
HANA Nodes You will use all the available nodes for this 3+1 scale-out system configuration.

With 3 worker nodes and 1 standby node, you will need 3 sets of 1.5TB DATA and 512GB LOG LUNs, one 1.5TB
NFS share for use as /hana/shared.

To configure storage, complete the following steps:

1. To create LUNs: Click Storage > select the Volumes tab. Provide names and respective sizes for the LUNs as
planned above.

Figure 187 LUN List for Scale-Out Cluster

Lorrany Hosts Wolumes Frotaction Groups Fods
(0 = Hosls = o= HANA-NOdeO2
Size Data Reduction Yolumes Snapshots Shared Syatam
G244 15 35to1 B0 b 000 - -
Connected Wolumes 17 of 7 :
Mame a Shared = LLIM
= Haha-data-o Falza 2 x
= HAara-data-02 False 3 x
= HAMA-data-03 False 4 X
= Hamb-log-Cr Falza =] x
= Hapb-log-02 False G x
= HaPA-l0g-03 Falza T x
= HAMA-noded2-boot False 1 X
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Figure 188 List of Hosts for Scale-Out Cluster

Lrrany Hosts Yolumes Protaction Groups FPods
S
5 = Hosts
Siza Data Reduction Wolumes Snapshots Shared Systam Total
12889 5 26t01 MNETG 0,00 520G 000 16.87 G
Hosts [EELEIEIM Space 1-4 of 4 +
Mame & Host Group | Interface #Volurmes | Preferred Array
Hipa|
Ll 2 (] FC 7 4
HARA-noded2 FZ 7 =
Hakb-nodesd FC 7 =
HARA-nodald FZ 7 =

2. Assign DATA and LOG LUNSs all hosts. To assign LUNs to hosts: Select the Storage > Volumes tab > LUN >
use properties bar to select ‘Connect’ option. Select all nodes. Click Connect.

Configure System for Storage Access

To configure the OS on the SAP HANA node for /hana/data, /hana/log and /hana/shared filesystems access,
complete the following steps:

1. Multipath configuration: (Perform these steps on all nodes).

# Multipathing needs to be setup to do round robin for all Pure Storage FlashArray//X LUNs by set-
ting it up in /etc/multipath.conf. Install sysstat package with Yast2 to get iostat in the servers. It is
very important to set the path-selector in multipath configuration to round-robin.

2. Rescan the scsi bus to detect devices added to the host:
# rescan-scsi-bus.sh
3. Restart multipath daemon if needed:

# systemctl stop multipathd
# systemctl start multipathd

4. List the available multipath disks:
cishanallm:~ # multipath -11 | more
3624a93701bf6621c4a55477c000113fa dm-11 PURE ,FlashArray
size=512G features='0' hwhandler='0' wp=rw

‘—+- policy='round-robin 0' prio=1 status=active
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|- 6:

0:

3:

H

7

- 8:0:3:7

sdi

sdae
sdp

sdar
sdab
sday
sdag

sdbf

8:128

65:224

8:240

66:176

65:176

67:32

66:160

67:144

active

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready
ready

ready

running
running
running
running
running
running
running

running

3624a93701bf6621c4a55477c000113f9 dm-10 PURE

size=512G features='0"

—+- policy='round-robin 0'

|- 6:0:0:6 sdh

|- 8:

|- 6:

- 8:

0:

0:

0:

0:

3:

3:

6

6

6

sdac
sdo
sdap
sdz
sdax
sdao

sdbe

8:112

65:192

8:224

66:144

65:144

67:16

66:128

67:128

hwhandler='0"

Wp=rw

active ready running

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready

ready

running
running
running
running
running
running

running

3624a93701bf6621c4a55477c000113£f8 dm-9 PURE

size=512G features='0"

"—+- policy='round-robin 0'

|- 6:0:0:5 sdg

|- 8:

|- 6:

- 8:

0:

0:

0:

0:

1:

3:

5

5

5

sdaa

sdn

sdan

sdx

sdaw

sdal

sdbd

8:96

65:160

8:208

66:112

65:112

67:0

66:80

67:112

hwhandler='0"

active

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready
ready

ready

Wp=rw

running
running
running
running
running
running
running

running

3624a93701bf6621c4a55477c000113£f7 dm-8 PURE

size=1.5T features='0"

hwhandler='0"
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—+- policy='round-robin 0'

|- 6:0:0:4

|- 8:

- 8:

0:

0:

0:

3:

4

:4

4

sdf
sdy
sdm
sdam
sdu
sdav
sdaj

sdbc

8:80

65:128

8:192

66:96

65:064

66:240

66:48

67:96

active

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready
ready

ready

running
running
running
running
running
running
running

running

3624a93701bf6621c4a55477c000113f6 dm-7 PURE

size=1.5T features='0"

hwhandler='0"

Wp=rw

prio=1 status=active

,FlashArray

‘—+- policy='round-robin 0' prio=1 status=active

|- 6:

|- 8:

- 8:

0:

0:

0:

0:

0:

3:

3

3

3

sde

sdw

sdl

sdak

sdt

sdau

sdah

sdbb

8:04

65:96

8:176

66:64

65:48

66:224

66:16

67:80

active

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready
ready

ready

running
running
running
running
running
running
running

running

3624a93701bf6621c4a55477c000113£f5 dm-6 PURE

size=1.5T features='0"

hwhandler='0"

Wp=rw

,FlashArray

"—+- policy='round-robin 0' prio=1 status=active

|- 6:

|- 8:

0:

0:

0

0

12

:2

sdd

sdv

sdk

sdai

sdr

sdat

sdaf

sdba

8:48

65:80

8:160

66:32

65:16

66:208

65:240

67:64

active

active

active

active

active

active

active

active

ready
ready
ready
ready
ready
ready
ready

ready

running
running
running
running
running
running
running

running

3624a93701b£6621c4a55477c000113£f1 dm-0 PURE
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size=100G features='0' hwhandler='0' wp=rw
‘—+- policy='round-robin 0' prio=1 status=active
|- 6:0:0:1 sdc 8:32 active ready running
|- 8:0:0:1 sds 65:32 active ready running
|- 6:0:1:1 sdj 8:144 active ready running
|- 8:0:1:1 sdag 66:0 active ready running
|- 6:0:2:1 sdg 65:0 active ready running
|- 8:0:2:1 sdas 66:192 active ready running
|- 6:0:3:1 sdad 65:208 active ready running

- 8:0:3:1 sdaz 67:48 active ready running

5. Referring to the sizes, you can identify the devices to be used for /hana/data and /hana/log devices.
6. Create the file systems for SAP HANA [this step to be performed on one of the modes in the cluster only].

7. Run this mkfs command with option to format the non-0OS devices, such as DATA, and LOG LUN devices as
well as software share device.

‘& Exercise caution to not format the 100G boot device by mistake!

8. From the listing above, the filesystems to be prepared are 1.5TB size /hanadata filesystem, 512GB /hana/log
filesystem both formatted in xfs.

# mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113fa
# mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113£9
# mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113f8
# mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113£7
# mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113£f6
#

mkfs.xfs -f /dev/mapper/3624a93701bf6621c4a55477c000113f5
9. Create mount directories for the data, log, and HANA shared file systems on all nodes:

#mkdir -p /hana/data/<SID>
#cd /hana/data/<SID>

#mkdir mnt00001 mnt00002 mnt00003

#mkdir -p /hana/log/<SID>

#cd /hana/log/<SID>
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#mkdir mnt00001 mnt00002 mnt00003

#mkdir -p /hana/shared

10. Change the directory permissions on all nodes before you installing SAP HANA. Use the chown command on
each SAP HANA node after the file systems are mounted to ensure correct ownership:

#chmod -R 777 /hana/data
#chmod -R 777 /hana/log

#chmod -R 777 /hana/shared
#chown -R root:root /hana/data
#chown -R root:root /hana/log

#chown —R root:root /hana/shared

11. Mount options vary from the default Linux settings for XFS for SAP HANA data and log volumes and NFS for
/hana/shared. The following is a sample /etc/fstab entry. Make sure that you use the same mount options for
the data, log and /hana/shared file systems as shown in the following example:

UUID=cbd24bd0-3ecae-41f6-bbac-e2db6d8f6c70 / ext3
acl,user xattr 11

/dev/mapper/3624a93701bf6621c4a55477c000113f5 /hana/data/PR9/mnt00001 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

/dev/mapper/3624a93701bf6621c4a55477c000113f8 /hana/log/PR9/mnt00001 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

/dev/mapper/3624a93701bf6621c4a55477c000113f6 /hana/data/PR9/mnt00002 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

/dev/mapper/3624a93701bf6621c4a55477c000113f9 /hana/log/PR9/mnt00002 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

/dev/mapper/3624a93701bf6621c4a55477¢c000113f7 /hana/data/PR9/mnt00003 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

/dev/mapper/3624a93701bf6621c4a55477c000113fa /hana/log/PR9/mnt00003 xfs
nobarrier,noatime, nodiratime, logbufs=8, logbsize=256k,async,swalloc,allocsiz
e=131072k 12

192.168.111.111:/hanashared /hana/shared nfs defaults 0 O
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# You created the 1.5 TB size NFS share hanashared for /hana/shared filesystem earlier and using
the mount information here to update the /etc/fstab above.

12. Use the following command to mount the file systems:
#mount -a
13. Use the df -h command to check the status of all mounted volumes:

[root@cishanaOlm ~]# df -h

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/3624a93701b£f6621c4a55477c000113f1p2 96G 1.8G 89G 2%/
devtmpfs 756G 0 756G 0% /dev
tmpfs 756G 0 756G 0% /dev/shm
tmpfs 756G 11M 756G 1% /run
tmpfs 756G 0 756G 0%
/sys/fs/cgroup

/dev/mapper/3624a93701bf6621c4a55477c000113f1pl 976M 101M 824M 11% /boot
tmpfs 152G 0 152G 0%
/run/user/0

192.168.111.111:/hanashared 1.5T 227M 1.5T 1%
/hana/shared

/dev/mapper/3624a93701bf6621c4a55477c000113£5 1.5T 33M 1.5T 1%
/hana/data/PR9/mnt00001

/dev/mapper/3624a93701bf6621c4a55477c000113£8 512G 33M 512G 1%
/hana/log/PR9/mnt00001

/dev/mapper/3624a93701bf6621c4a55477c000113f6 1.5T 33M 1.5T 1%

/hana/data/PR9/mnt00002
/dev/mapper/3624a93701b£6621c4a55477c000113£9 512G 33M 512G
/hana/log/PR9/mnt00002

=
o\

/dev/mapper/3624a93701bf6621c4a55477c000113£7 1.5T 33M 1.5T 1%
/hana/data/PR9/mnt00003
/dev/mapper/3624a93701bf6621c4a55477c000113fa 512G 33M 512G 1%

/hana/log/PR9/mnt00003
[root@cishanal2m ~]#

14. Enter the required information into the hosts file:

a. Update the /etc/hosts file of all nodes with the IP addresses of different networks assigned to the hosts’
interfaces:

vi /etc/hosts

127.0.0.1 localhost

# special IPv6 addresses

HE localhost ipv6-localhost ipvé6-loopback
fe00::0 ipv6-localnet
££00::0 ipv6e-mcastprefix
£ff02::1 ipv6-allnodes
£f£f02::2 ipv6-allrouters
££f02::3 ipv6-allhosts
192.168.76.12 linux-jumpbox
#

## Internal Network

#

192.168.220.201 cishanaOl.ciscolab.local cishanaOl

295



Reference Workloads and Use Cases

192.168.220.202
192.168.220.203
192.168.220.204

#

cishana02
cishana03
cishana04

## NFS-shared Network

#

192.
192.
192.
192.

168.
168.
168.
168.

111
111
111
111

.201
.202
.203
.204

#

cishanaOls
cishana02s
cishana03s
cishana0O4s

## Client Network

#
192.
192.
192.
192.
#

168.222
168.222
168.222
168.222

.201
.202
.203
.204

cishanaOlc.
cishanalO2c.
cishanal3c.
cishanal4c.

## AppServer Network

#
192.
192.
192.
192.
#

168.223.201
168.223.202
168.223.203
168.223.204

## Admin Network

#
192.
192.
192.
192.
#

168.
168.
168.
168.

76.201
76.202
76.203
76.204

cishanaOla.
cishanal2a.
cishanal3a.
cishana0O4a.

cishanalOlm.
cishana0O2m.
cishanaO3m.
cishana0O4m.

## Backup Network

#
192.
192.
192.
192.
#

168.221.201
168.221.202
168.221.203
168.221.204

cishanaOlb.
cishana0O2b.
cishana03b.
cishana04b.

## DataSource Network

#
192.
192.
192.
192.
#

168.224.
168.224.
168.224.
168.224.

201
202
203
204

cishanaOld.
cishana02d.
cishana03d.
cishana04d.

## Replication Network

#

192.
192.
192.
192.

168.225.201
168.225.202
168.225.203
168.225.204

cishanaOlr.
cishanaO2r.
cishanaO3r.
cishanal4r.

.ciscolab.
.ciscolab.
.ciscolab.

.ciscolab.
.ciscolab.
.ciscolab.
.ciscolab.

ciscolab.
ciscolab.
ciscolab.
ciscolab.

ciscolab.
ciscolab.
ciscolab.
ciscolab.

local
local
local

local
local
local
local

local
local
local
local

local
local
local
local

ciscolab.local
ciscolab.local
ciscolab.local
ciscolab.local
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ciscolab.
ciscolab.
ciscolab.
ciscolab.

ciscolab.
ciscolab.
ciscolab.
ciscolab.

ciscolab.
ciscolab.
ciscolab.
ciscolab.

local
local
local
local

local
local
local
local

local
local
local
local

cishana02
cishana03
cishana04

cishanaOls
cishana02s
cishana03s
cishana0O4s

cishanaOlc
cishana0O2c
cishana03c
cishanal4c

cishanaOla
cishanal2a
cishana03a
cishanaO4a

cishanalOlm
cishana02m
cishanaO3m
cishana0O4m

cishanaOlb
cishana02b
cishana03b
cishana04b

cishana0ld
cishana02d
cishana03d
cishana04d

cishanaOlr
cishana0O2r
cishanaO3r
cishanal4r
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SSH Keys

The SSH Keys must be exchanged between all nodes in a SAP HANA Scale-Out system for user ‘root” and user
<sid>adm.

1. Generate the rsa public key by executing the command:

ssh-keygen -b 2048

2. The SSH Keys must be exchanged between all nodes in a SAP HANA Scale-Out system for user ‘root” and
<sid>adm user.

3. Exchange the rsa public key by executing the following command from the first server to rest of the servers in
the scale-out system:

ssh-copy-id -i /root/.ssh/id rsa.pub cishana02

4. Repeat steps 1- 3 for all the servers in the SAP HANA scale-out cluster.

SAP HANA Nodes Access to DATA and LOG LUNs
The next step is preparing the HANA nodes for access to DATA and LOG LUNs via SAP Storage Connector API.

The SAP HANA Storage Connector API for Block is responsible for mounting and I/O fencing of the HANA
persistent layer. It must be used in a HANA scale-out installation where the persistence resides on block-attached
storage devices.

The API will be implemented by enabling the appropriate entry in the HANA global.ini file. This file resides in the
/hana/shared/>SID>/global/hdb/custom/config directory.

The following is an example of a global.ini file for this 2+1 nodes scale out system.

The values for DATA and LOG partitions are its scsi-id which can be derived by doing a check on 1s
/dev/mapper/36* and a look at their capacity with fdisk -1 on each of the device helps categorizing DATA
and LOG partitions.

[communication]
listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/ <<SID>>
basepath logvolumes = /hana/log/ <<SID>>
use mountpoints = yes

basepath shared=yes

[storage]

ha provider = hdb ha.fcClient

partition * * prType = 5

partition 1 data wwid 3624a93701b£f6621c4a55477c000113£5
partition 1 log wwid = 3624a93701b£f6621c4a55477c000113£8
partition 2 data wwid 3624a93701b£f6621c4a55477c000113£6
partition 2 log wwid 3624a93701bf6621c4a55477c000113fa
partition 3 data wwid 3624a93701b£f6621c4a55477c000113£7
partition 3 log wwid = 3624a93701b£f6621c4a55477c000113£9

[trace]
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ha fcclient = info

SAP HANA Installation

Please refer to the official SAP documentation which describes the installation process with and without the SAP
unified installer.

‘ﬁ Read the SAP Notes before you start the installation (see Important SAP Notes). These SAP Notes con-
tain the latest information about the installation, as well as corrections to the installation documentation.

SAP HANA Server Installation Guide

All other SAP installation and administration documentation is available here: http://service.sap.com/instquides

Important SAP Notes

Read the following SAP Notes before you start the installation. These SAP Notes contain the latest information
about the installation, as well as corrections to the installation documentation.

The latest SAP Notes can be found here: https://service.sap.com/notes.

SAP HANA IMDB Related Notes
SAP Note 1514967 - SAP HANA: Central Note

SAP Note 1523337 - SAP HANA Database: Central Note

SAP Note 2000003 - FAQ: SAP HANA

SAP Note 1730999 - Configuration changes in SAP HANA appliance

SAP Note 1514966 - SAP HANA 1.0: Sizing SAP In-Memory Database

SAP Note 1780950 - Connection problems due to host name resolution

SAP Note 1743225 - SAP HANA: Potential failure of connections with scale out nodes

SAP Note 1755396 - Released DT solutions for SAP HANA with disk replication

SAP Note 1890444 - HANA system slow due to CPU power save mode

SAP Note 1681092 - Support for multiple SAP HANA databases on a single SAP HANA appliance

SAP Note 1514966 - SAP HANA: Sizing SAP HANA Database

SAP Note 1637145 - SAP BW on HANA: Sizing SAP HANA Database

SAP Note 1793345 - Sizing for Suite on HANA

Linux Related Notes
SAP Note 2235581 - SAP HANA: Supported Operating Systems

SAP Note 2009879 - SAP HANA Guidelines for RedHat Enterprise Linux (RHEL)

SAP Note 2292690 - SAP HANA DB: Recommended OS settings for RHEL 7
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SAP Note 2228351 - SAP HANA Database SPS 11 revision 110 (or higher) on RHEL 6 or SLES 11

SAP Note 1944799 - SAP HANA Guidelines for SLES Operating System

SAP Note 220591/ - SAP HANA DB: Recommended OS settings for SLES 12 / SLES for SAP Applications 12

SAP Note 1/31000 - Non-recommended configuration changes

SAP Note 2382421 - Optimizing the Network Configuration on HANA- and OS-Level

SAP Note 1557506 - Linux paging improvements

SAP Note 1740136 - SAP HANA: wrong mount option may lead to corrupt persistency

SAP Note 1829651 - Time zone settings in SAP HANA scale out landscapes

SAP Application Related Notes
SAP Note 1658845 - SAP HANA DB hardware check

SAP Note 1637145 - SAP BW on SAP HANA: Sizing SAP In-Memory Database

SAP Note 1661202 - Support for multiple applications on SAP HANA

SAP Note 1681092 - Support for multiple SAP HANA databases one HANA aka Multi SID

SAP Note 1577128 - Supported clients for SAP HANA 1.0

SAP Note 1808450 - Homogenous system landscape for on BW-HANA

SAP Note 1976729 - Application Component Hierarchy for SAP HANA

SAP Note 1927949 - Standard Behavior for SAP Logon Tickets

SAP Note 1577128 - Supported clients for SAP HANA

SAP Note 2186744 - FAQ: SAP HANA Parameters

SAP Note 2267798 - Configuration of the SAP HANA Database during Installation Using hdbparam

SAP Note 2156526 - Parameter constraint validation on section indices does not work correctly with hdbparam

SAP Note 2399079 - Elimination of hdbparam in HANA 2

Third Party Software
SAP Note 1730928 - Using external software in a SAP HANA appliance

SAP Note 1730929 - Using external tools in an SAP HANA appliance

SAP Note 1730930 - Using antivirus software in an SAP HANA appliance

SAP Note 1730932 - Using backup tools with Backint for SAP HANA

SAP HANA Virtualization
SAP Note 1788665 - SAP HANA running on VMware vSphere VMs
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HWCCT: fsperf paramaters

The following parameters were set for the new performance test tool from SAP HWCCT tool fsperf. This would
change 1/O behavior and to enhance the database to work with the file system and storage.

For Data Volumes, use the following hdbparams:
e async_read_submit=off
e async_write_submit_blocks=auto
e max_parallel_io_requests=128
e async_write_submit_blocks=new

For Log Volumes, use the following hdbparams:
e async_read_submit=0off

e async_write_submit_blocks=new

SAP HANA 1.0

For more information regarding these parameters, please refer to SAP Note 1943937. In order to use these
parameters in SAP HANA you need to execute the following commands in the Linux shell as <sid>adm user.

hdbparam -paraset fileio “[<path>]” async write submit blocks=new

To set async_write_submit_blocks for Data persistence: (Check the select query on the view
M_VOLUME_IO_TOTAL_STATISTICS shown below to get the information on the path and trigger ratios)

hdbparam -paraset fileio “[/hana/data/<SID>/mnt00001/hdb0000<n>/]1".
async_write submit blocks=new

The command will return lines indicating the success of the parameter setting for all the services like NameServer,
Preprocessor, IndexServer, and so on.

SAP HANA 2.0

Up to HANATSP12, the hdbparam tool was part of the HANA installation and was used to manage a subset of
HANA configuration parameters. With HANA 2.0, the hdbparam tool has been deprecated. It is no longer installed
as part of HANA. When upgrading to HANA 2.0 from HANA 1.0, the tool and the binary files storing the configured
parameter values will be removed.

The parameters managed by hdbparam have been moved to global.ini. All normal rules for Ini-file-parameters
apply.

The parameters managed by hdbparam are:
e fileio.num_submit_gueues
e fileio.num_completion_gueues
e fileio.size_kernel_io_gueue

e fileio.max_paralle_io_requests
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e fileio.min_submit_batch_size
o fileio.max_submit_batch_size
o fileio.async_write_submit_active
e fileio.async_write_submit_blocks
e fileio.async_read_submit
You can update these parameters directly in global.ini or see the example below.
For example, here only two parameters exported in step differ from the defaults in global.ini:
e fileio.max_submit_batch_size = 64
e fileio.async_read_submit{DATA] = off
Use ALTER SYSTEM ALTER CONFIGURATION as follows:
ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('fileio’, 'max_submit_batch_size') = '64";
ALTER SYSTEM ALTER CONFIGURATION ('global.ini', 'SYSTEM') SET ('fileio', 'async_read_submit{DATA]') = 'off';

Add a "WITH RECONFIGURE" to all or at least the last ALTER SYSTEM ALTER CONFIGURATION command if you
want to apply the parameter changes. If you have changed the fileio.size_kernel_io_queue parameter, you have to
restart the database since the parameter change cannot be applied online. The following parameters were set
during tests with SAP HWCCT's tool ‘fsperf’. This changes I/O behavior and tunes the database to work with the
file system and storage.

async_read submit=off

async_write submit blocks=new

For more information regarding these parameters, please refer to SAP Note 1943937. In order to use these
parameters in SAP HANA you need to execute the following commands in the Linux shell as <sid>adm user.

hdbparam -paraset fileio “[<path>]” . async write submit blocks=new

To set async_write_submit_blocks for Data persistence: (Check the select query on the view
M_VOLUME_IO_TOTAL_STATISTICS shown below to get the information on the path and trigger ratios)

hdbparam -paraset fileio “[/hana/data/<SID>/mnt00001/hdb00003/]".
async_write submit blocks=new

Pure Storage FlashArray//X: Sizing Guidelines

Pure Storage recommends the following guidelines for sizing customer HANA environments. Please consult with
your Pure Storage sales team for more detailed information.

AFA Model SAP HANA Nodes
/IX10 R2 Upto 14
[IX20 R2 Upto 22
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AFA Model SAP HANA Nodes
/IX50 R2 Up to 30
[IX70 R2 Up to 38
/IX90 R2 Upto 44
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Summary
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Cisco and Pure Storage have partnered to deliver the FlashStack solution, which uses best-in-class storage,
server, and network components to serve as the foundation for a variety of workloads, enabling efficient
architectural designs that can be quickly and confidently deployed. FlashStack Data Center is predesigned to
provide agility to the large enterprise data centers with high availability and storage scalability. With a FlashStack
solution, you can leverage a secure, integrated, and optimized stack that includes compute, network, and storage
resources that are sized, configured and deployed in a flexible manner.

The following factors make the combination of Cisco UCS with Pure Storage FlashArray//X powerful for SAP
environments:

e Cisco UCS stateless computing architecture provided by the Service Profile capability of Cisco UCS allows
for fast, non-disruptive workload changes to be executed simply and seamlessly across the integrated
Cisco UCS infrastructure and Cisco x86 servers.

e Hardware-level redundancy for all major components using Cisco UCS and Pure Storage availability
features.

e Integrated, holistic system and data management across your entire infrastructure whether on-premise, in a
Cloud, or a hybrid combination of both.

e Purity//FA’s Evergreen solution allows customers to move storage costs from CapEx to OpEx with
consumption-based pricing and cloud-like flexibility, even on-prem. Storage never goes out of date and
you never run short of capacity.

FlashStack is a flexible infrastructure platform composed of pre-sized storage, networking, and server
components. It is designed to ease the IT transformation and operational challenges with maximum efficiency and
minimal risk.

FlashStack differs from other solutions by providing:
e Integrated, validated technologies from industry leaders and top-tier software partners.

e A single platform built from unified compute, fabric, and storage technologies, allowing you to scale to
large-scale data centers without architectural changes.

o Centralized, simplified management of infrastructure resources, including end-to-end automation.

e Evergreen storage so you will never pay for more storage than you need, but still have ample storage
available on demand when you need it.

e Aflexible Cooperative Support Model that resolves issues rapidly and spans across new and legacy
products.
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