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About the Cisco Validated Design Program
The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.
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Executive Summary

Digital transformation has brought significant benefits to organizations, including increased agility and flexibility,
but it has also led to a rise in cyber attack vectors. 66 percent of organizations were hit with ransomware within
the last year, according to a 2022 Sophos survey. The widespread adoption of cloud services and Software-as-
a-Service (SaaS) applications has expanded the attack surface, making it more challenging to manage and
secure data. Additionally, the increased use of mobile devices and remote work have made it easier for
cybercriminals to launch attacks from anywhere, at any time.

Rubrik Security Cloud is the leading data security platform built upon a unique backup architecture that secures
data. Rubrik is designed with zero trust principles to incorporate a logical air gap, secure protocols, native
immutability, encryption, and access controls. The principal economic benefit of Rubrik is reduced costs
associated with combating cyber threats. Data Protection safeguards data with secure backups. Data Threat
Analytics makes it easy to monitor data risk and investigate threats faster. Data Security Posture helps to
proactively reduce data exposure risk. Cyber Recovery helps restore business operations faster.

Rubrik Security Cloud on Cisco UCS C-Series systems, managed through Cisco Intersight provides an
appliance-like deployment model. Business resilience, agility, flexibility, and orchestration of resources at scale
across the edge, public, and private cloud environments are a key value differentiators of this joint solution.

This Cisco Validated Design and Deployment Guide provides prescriptive guidance for the design, setup,
configuration, and ongoing use of the Rubrik Security Cloud on the Cisco UCS C-Series Rack System. Together,
Cisco and Rubrik deliver the unified computing and Zero Trust Data Security capabilities you need to meet the
demands for increased development agility and management of distributed environments, while ensuring your
data is resilient against cyber-attacks, malicious insiders, and operational disruptions.
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Solution Overview
This chapter contains the following:

o Audience

o Purpose of this Document
¢ Solution Summary

With Rubrik, organizations can be confident that their critical data is safe from deletion, compromise, or
encryption. This is because air-gapped, immutable, access-controlled backups enable organizations to
withstand cyberattacks, malicious insiders, and operational disruptions. Data is stored in an immutable format
and cannot be read, modified, or deleted. Additionally, data is encrypted in-flight and at rest, and backup data
is stored in a purpose-built append-only file system.

Lastly, backed up data is logically air-gapped so it’s offline and not accessible through standard network
protocols. System interfaces are secure, role-based, least privileged, and protected by multifactor
authentication (MFA) to further reduce the risk of intrusion.

Data Resilience services include:
« Enterprise Data Protection - to keep your enterprise data safe from attacks or disasters.
o Cloud Data Protection - to ensure your cloud data is secure from compromise.
o SaaS Data Protection - to secure your SaaS application data with automated protection.

o Unstructured Data Protection - to protect, monitor, and rapidly recover unstructured data at petabyte-
scale.

The Rubrik CDM joint solution with Cisco UCS, provides customers with a solution that is easy to deploy,
manage and expand as per the growing demands of data protection workloads. Besides the best in class cyber
security Rubrik solution, the security of the Cisco UCS platform starts with Cisco’s value chain or supply chain
security, through a layered approach to the manufacturing facilities - all to ensure that there’s no tampering
happening while the platform is being built. Cisco UCS products are designed and tested to Cisco’s rigorous
security framework, using the latest technologies for prevention, and following comprehensive cybersecurity
programs.

The Cisco Intersight platform uses a layered security architecture that builds on industry-standard security
technologies. It also encrypts data, complies with strict Cisco security and data handling standards, and
separates management and IT production network traffic for additional isolation. As a result, you can have
confidence that your cloud-based systems management platform offers the strong security you require.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, IT engineers, partners, and customers who are interested in learning about
and deploying a secure, and scalable data protection solution for backup and recovery of workloads.

Purpose of this Document

This document describes the design, configuration, deployment steps for the Rubrik CDM on Cisco UCS C-
Series platform managed through Cisco Intersight.
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Solution Summary

This solution provides a reference architecture and validated deployment procedure for the Rubrik CDM on
Cisco UCS C-Series platform managed through Cisco Intersight.

The key elements of this solution are as follows:

o Cisco Intersight—is a cloud operations platform that delivers intelligent visualization, optimization, and
orchestration for applications and infrastructure across public cloud and on-premises environments. Cisco
Intersight provides an essential control point for customers to get more value from hybrid IT investments
by simplifying operations across on-prem and their public clouds, continuously optimizing their multi
cloud environments and accelerating service delivery to address business needs.

« Cisco UCS C-Series platform— The Cisco UCS C240 M6 Rack Server is a 2-socket, 2-Rack-Unit (2RU)
rack server offering industry-leading performance and expandability. It supports a wide range of storage
and I/O-intensive infrastructure workloads, from big data and analytics to collaboration. Cisco UCS C-
Series M6 Rack Servers can be deployed as standalone servers or as part of a Cisco Unified Computing
System (Cisco UCS) managed environment, and now with Cisco Intersight is able to take advantage of
Cisco’s standards-based unified computing innovations that help reduce customers’ Total Cost of
Ownership (TCO) and increase their business agility.

e Rubrik Security Cloud — Rubrik Security Cloud gives organizations a single place to secure their data
wherever it lives—across enterprise, cloud, and SaaS applications.

Figure 1 illustrates the deployment overview of the Rubrik Security Cloud on Cisco UCS.

Figure 1. Solution Overview
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Technology Overview
This chapter contains the following:

o Cisco Intersight Platform
o Cisco UCS C240 M6 Large Form Factor (LFF) Rack Server

¢ Rubrik Security Cloud

These components deployed in this solution are configured using best practices from both Cisco and Rubrik to
deliver an enterprise-class data protection solution deployed on Cisco UCS C-Series Rack Servers. The
upcoming sections provide a summary of the key features and capabilities available in these components.

Cisco Intersight Platform

As applications and data become more distributed from core data center and edge locations to public clouds, a
centralized management platform is essential. IT agility will be a struggle without a consolidated view of the
infrastructure resources and centralized operations. Cisco Intersight provides a cloud-hosted, management and
analytics platform for all Cisco HyperFlex, Cisco UCS, and other supported third-party infrastructure deployed
across the globe. It provides an efficient way of deploying, managing, and upgrading infrastructure in the data
center, ROBO, edge, and co-location environments.

Infrastructure Applications
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Data Center Co-lo . Cloud :
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Edge Cloud o

Data
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Cisco Intersight provides:

o No Impact Transition: Embedded connector (Cisco HyperFlex, Cisco UCS) will allow customers to start
consuming benefits without forklift upgrade.

o SaaS/Subscription Model: SaaS model provides for centralized, cloud-scale management and operations
across hundreds of sites around the globe without the administrative overhead of managing the platform.

« Enhanced Support Experience: A hosted platform allows Cisco to address issues platform-wide with the
experience extending into TAC supported platforms.

« Unified Management: Single pane of glass, consistent operations model, and experience for managing all
systems and solutions.
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« Programmability: End to end programmability with native API, SDK’s and popular DevOps toolsets will
enable customers to deploy and manage the infrastructure quickly and easily.

« Single point of automation: Automation using Ansible, Terraform and other tools can be done through
Intersight for all systems it manages.

« Recommendation Engine: Our approach of visibility, insight and action powered by machine intelligence
and analytics provide real-time recommendations with agility and scale. Embedded recommendation
platform with insights sourced from across Cisco install base and tailored to each customer.

In this solution, Cisco Intersight provides a single global SaaS platform allowing management of Cisco C-Series
Rack servers running the Rubrik CDM deployed across multiple data centers, edge, or remote sites. The life
cycle management capabilities that Cisco Intersight offers allows easier Day 0 deployment, continuous
monitoring of infrastructure, proactive RMAs, firmware upgrades and easier expansion of Rubrik CDM Clusters.

For more information, go to the Cisco Intersight product page on cisco.com.

Cisco Intersight Virtual Appliance and Private Virtual Appliance

In addition to the SaaS deployment model running on Intersight.com, you can purchase on-premises options
separately. The Cisco Intersight virtual appliance and Cisco Intersight private virtual appliance are available for
organizations that have additional data locality or security requirements for managing systems. The Cisco
Intersight virtual appliance delivers the management features of the Cisco Intersight platform in an easy-to-
deploy VMware Open Virtualization Appliance (OVA) or Microsoft Hyper-V Server virtual machine that allows
you to control the system details that leave your premises. The Cisco Intersight private virtual appliance is
provided in a form factor designed specifically for users who operate in disconnected (air gap) environments.
The private virtual appliance requires no connection to public networks or to Cisco network.

Cisco Intersight Assist

Cisco Intersight Assist helps you add endpoint devices to the Cisco Intersight platform. A datacenter could have
multiple devices that do not connect directly with the platform. Any device that the Cisco Intersight platform
supports but does not connect with directly must have a connection mechanism, and Cisco Intersight Assist
provides it. In FlashStack, VMware vCenter and Pure Storage FlashArray connect to the Intersight platform with
the help of the Cisco Intersight Assist virtual machine.

Cisco Intersight Assist is available within the Cisco Intersight virtual appliance, which is distributed as a
deployable virtual machine contained within an OVA file format. Later sections in this paper have more details
about the Cisco Intersight Assist virtual-machine deployment configuration.

Licensing Requirements

The Cisco Intersight platform uses a subscription-based license with multiple tiers. You can purchase a
subscription duration of 1, 3, or 5 years and choose the required Cisco UCS server volume tier for the selected
subscription duration. Each Cisco endpoint automatically includes a Cisco Intersight Base license at no
additional cost when you access the Cisco Intersight portal and claim a device. You can purchase any of the
following higher-tier Cisco Intersight licenses using the Cisco ordering tool:

« Cisco Intersight Essentials: Essentials includes all the functions of the Base license plus additional
features, including Cisco UCS Central software and Cisco Integrated Management Controller (IMC)
supervisor entitlement, policy-based configuration with server profiles, firmware management, and
evaluation of compatibility with the Cisco Hardware Compatibility List (HCL).

o Cisco Intersight Advantage: Advantage offers all the features and functions of the Base and Essentials
tiers. It also includes storage widgets and cross-domain inventory correlation across compute, storage,
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and virtual environments (VMware ESXi). OS installation for supported Cisco UCS platforms is also
included.

Servers in the Cisco Intersight managed mode require at least the Essentials license. For more information about
the features provided in the various licensing tiers, see:
https://www.intersight.com/help/saas/getting started/licensing requirements

Cisco UCS C240 M6 Large Form Factor (LFF) Rack Server

The Cisco UCS C240 M6 Rack Server is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads,
from big data and analytics to collaboration. Cisco UCS C-Series M6 Rack Servers can be deployed as
standalone servers or as part of a Cisco Unified Computing System (Cisco UCS) managed environment, and
now with Cisco Intersight is able to take advantage of Cisco’s standards-based unified computing innovations
that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco
UCS C240 M6 server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates
3rd Generation Intel Xeon Scalable processors, supporting up to 40 cores per socket and 33 percent more
memory versus the previous generation.

The Cisco UCS C240 M6 rack server brings many new innovations to the Cisco UCS rack server portfolio. With
the introduction of PCle Gen 4.0 expansion slots for high-speed 1/O, DDR4 memory bus, and expanded storage
capabilities, the server delivers significant performance and efficiency gains that will improve your application
performance. Its features including the following:

o Supports the third-generation Intel Xeon Scalable CPU, with up to 40 cores per socket

» Up to 32 DDR4 DIMMs for improved performance, including higher density DDR4 DIMMs (16 DIMMs per
socket)

e 16x DDR4 DIMMs + 16x Intel Optane persistent memory modules for up to 12 TB of memory
« Up to 8 PCle Gen 4.0 expansion slots plus a modular LAN-on-motherboard (mLOM) slot

e Support for Cisco UCS VIC 1400 Series adapters as well as third-party options

e 16 LFF drives with options 4 rear SFF (SAS/SATA/NVMe) disk drives

e Support for a 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle
Gen 4.0 expansion slots available for other expansion cards

¢ M.2 boot options
e Up to 960 GB with optional hardware RAID
¢ Up to five GPUs supported

o Modular LAN-on-motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot, supporting quad port 10/40 Gbps or dual port 40/100 Gbps network
connectivity

o Dual embedded Intel x550 T0GBASE-T LAN-on-motherboard (LOM) ports
¢ Modular M.2 SATA SSDs for boot

For more details and specification, go to: https://www.cisco.com/c/dam/en/us/products/collateral/servers-

unified-computing/ucs-c-series-rack-servers/c240m6-Iff-specsheet.pdf
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Figure 2. Front View: Cisco UCS C240 M6 Large Form Factor (LFF) server

Figure 3. Rear View : Cisco UCS C240 M6 Large Form Factor (LFF) server
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Cisco UCS VICs
Cisco UCS C240 M6 Rack Server support the following Cisco MLOM VICs and PCle VICs:
e Cisco UCS VIC 1467 quad port 10/25G SFP28 mLOM
o Cisco UCS VIC 1477 dual port 40/100G QSFP28 mLOM
e Cisco UCS VIC 15428 quad port 10/25/50G MLOM
« Cisco UCS VIC 15238 dual port 40/100/200G MLOM
e Cisco UCS VIC 15427 Quad Port CNA MLOM with Secure Boot
e Cisco UCS VIC 15237, MLOM, 2x40/100/200G for Rack
o Cisco UCS VIC 1495 Dual Port 40/100G QSFP28 CNA PCle
¢ Cisco UCS VIC 1455 quad port 10/25G SFP28 PCle
« Cisco UCS VIC 15425 Quad Port 10/25/50G CNA PCIE
e Cisco UCS VIC 15235 Dual Port 40/100/200G CNA PCIE
In this configuration with Rubrik CDM, Cisco UCS VIC 1467 quad port 10/25G SFP28 mLOM with deployed on
Cisco UCS C240 M6 LFF server.

Cisco UCS VIC 1467

The Cisco UCS VIC 1467 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for Cisco
UCS C-Series M6 Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE. The card can present PCle
standards-compliant interfaces to the host, and these can be dynamically configured as either NICs or HBA. For
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more details, go to: https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-
computing-system-adapters/datasheet-c78-741130.html

Figure 4. Cisco UCS VIC 1467

Figure 5. Cisco UCS VIC 1467 Infrastructure
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Cisco UCS 6400 Fabric Interconnects

The Cisco UCS fabric interconnects provide a single point for connectivity and management for the entire Cisco
UCS system. Typically deployed as an active-active pair, the fabric interconnects of the system integrate all
components into a single, highly available management domain that Cisco UCS Manager or the Cisco Intersight
platform manages. Cisco UCS Fabric Interconnects provide a single unified fabric for the system, with low-
latency, lossless, cut-through switching that supports LAN, storage-area network (SAN), and management
traffic using a single set of cables (Figure 6).

Figure 6. Cisco UCS 6454 Fabric Interconnect

The Cisco UCS 6454 used in the current design is a 54-port fabric interconnect. This 1RU device includes
twenty-eight 10-/25-GE ports, four 1-/10-/25-GE ports, six 40-/100-GE uplink ports, and sixteen unified ports
that can support 10-/25-GE or 8-/16-/32-Gbps Fibre Channel, depending on the Small Form-Factor Pluggable
(SFP) adapter.

Rubrik Security Cloud

Cyberattacks are increasing in frequency and sophistication. Despite large investments in infrastructure security
tools, bad actors are finding their way through to the data. And they know legacy backup tools are vulnerable,

so they are increasingly targeting backup data. When a cyberattack takes down data, it takes down businesses.
It’s time for a new approach. One that marries the investments made in infrastructure security with data security.

Rubrik is on a mission to secure the world’s data. With Rubrik Security Cloud, you can automatically protect data
from cyberattacks, continuously monitor data risks, and quickly recover data and applications across the
enterprise, in the cloud, and in SaaS applications.

o Data Protection: Keep Data Readily Available

Ensure data integrity and availability with automated, secure, and access-controlled backups that are
designed to withstand cyberattacks, malicious insiders, and operational disruptions.

o Data Threat Analytics: Monitor Data Risk and Investigate Faster

Continuously monitor for threats to data, including ransomware, data destruction, and indicators of
compromise.

o Data Security Posture: Proactively Reduce Risk of Data Exposure

Proactively identify and monitor sensitive data exposure and use intelligent insights to mitigate risks to
data.

¢ Cyber Recovery: Restore Business Operations Faster

Quickly return to business as usual within hours or days, not weeks or months. Orchestration and
quarantining enable you to contain threats and rapidly recover your apps, files, or objects while avoiding
malware reinfection.
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Architecture and Design Considerations
This chapter contains the following:
o Deployment Architecture for Cisco UCS C240 with Rubrik
o Network Bond Modes with Rubrik and Fabric Interconnect Managed Systems
o Licensing
o Physical Components
o Software Components

Deployment Architecture for Cisco UCS C240 with Rubrik

The Rubrik CDM on Cisco UCS C-Series requires a minimum four (4) nodes. Each Cisco UCS C240 M6 LFF
node is equipped with both the compute and storage required to operate the Rubrik CDM. The entire
deployment is managed through Cisco Intersight.

Each Cisco UCS C240 M6 LFF node is equipped with:
e 2x Intel 5318N 2.1GHz/150W 24C/36MB DDR4 2667MHz
« 384 GB DDR4 memory
e 2x 240GB M.2 card managed through M.2 RAID controller, for Rubrik operating system
e 1x 1.6 TB NVMe
e 12x 12TB,12G SAS 7.2K RPM LFF HDD (4K) managed through 1x Cisco M6 12G SAS HBA

Figure 7 illustrates the deployment architecture overview of Rubrik on Cisco UCS C-Series nodes.

Figure 7. Deployment Architecture as captured through Cisco Intersight
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Figure 8 illustrates the cabling diagram for Rubrik on the Cisco UCS C-Series Rack Servers.
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Figure 8. Deployment Architecture Cabling
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Figure 9 illustrates the cabling topology as captured through Cisco Intersight.
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The reference hardware configuration includes:
e Two Cisco Nexus 93360YC-FX Switches in Cisco NX-OS mode provide the switching fabric.

« Two Cisco UCS 6454 Fabric Interconnects (FI) provide the chassis connectivity. One 100 Gigabit Ethernet
port from each Fl, configured as a Port-Channel, is connected to each Cisco Nexus 93360YC-FX.

o Four (4) Cisco UCS C240 LFF nodes. Each node is equipped with Cisco UCS VIC 1467. The Cisco UCS
VIC 1467 is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for Cisco UCS C-
Series M6 Rack Servers. Port 1-2 are connected to Server ports on Fabric Interconnect A and Port 3-4
are connected to Server ports on Fabric Interconnect B.

o Cisco Intersight as the SaaS management platform for Cisco UCS Fabric Interconnects and Cisco UCS C-
Series Rack Servers.

Note: Do not connect port 1 of the VIC 1467 to Fabric Interconnect A, and then connect port 2 of the VIC
1467 to Fabric Interconnect B. Using ports 1 and 2, each connected to FI A and FI B will lead to discovery
and configuration failures.

Note: The Cisco UCS C-Series Servers are connected directly to the Cisco UCS Fabric Interconnects in
Direct Connect mode. Internally the Cisco UCS C-Series servers are configured with the PCle-based
system I/O controller for Quad Port 10/25G Cisco VIC 1467. The standard and redundant connection
practice is to connect port 1 and port 2 of each server’s VIC card to a numbered port on Fl A, and port 3
and port 4 of each server’s VIC card to the same numbered port on FI B. The design also supports
connecting just port 1 to FI A and port 3 to FI B. The use of ports 1 and 3 are because ports 1 and 2 form
an internal port-channel, as does ports 3 and 4

Network Bond Modes with Rubrik and Fabric Interconnect Managed Systems

All teaming/bonding methods that are switch independent are supported in the Cisco UCS Fabric Interconnect
environment. These bonding modes do not require any special configuration on the switch and Cisco UCS side.

The restriction is that any load balancing method used in a switch independent configuration must send traffic
for a given source MAC address via a single Cisco UCS Fabric Interconnect other than in a failover event (where
the traffic should be sent to the alternate fabric interconnect) and not periodically to redistribute load.

Using other load balancing methods that operate on mechanisms beyond the source MAC address (such as IP
address hashing, TCP port hashing, and so on) can cause instability since a MAC address is flapped between
UCS Fabric Interconnects. This type of configuration is unsupported.

Switch dependent bonding modes require a port-channel to be configured on the switch side. The fabric
interconnect, which is the switch in this case, cannot form a port-channel with the VIC card present in the
servers. Furthermore, such bonding modes will also cause MAC flapping on Cisco UCS and upstream switches
and is unsupported.

Cisco UCS Servers with Linux Operating System and managed through fabric interconnects, support active-
backup (mode 1), balance-tlb (mode 5) and balance-alb (mode 6). The networking mode in the Rubrik
operating system (Linux based) deployed on Cisco UCS C-Series managed through a Cisco UCS Fabric
Interconnect is valldated with bond mode 1 (active- backup) For reference go to:

servers/200519 UCS B-series-Teaming-Bonding-Options-wi.html)
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Licensing

Cisco Intersight Licensing

Cisco Intersight uses a subscription-based license with multiple tiers. Each Cisco automatically includes a Cisco
Intersight Essential trial license when you access the Cisco Intersight portal and claim a device.

More information about Cisco InterS|ght Licensing and the features supported in each I|cense can be found

service I|censm html

In this solution, using Cisco Intersight Advantage License Tier enables the following:

« Configuration of Domain and Server Profiles for Rubrik on Cisco UCS C-Series Rack Servers.

e Rubrik OS installation on Cisco UCS C-Series nodes through Cisco Intersight. This requires enabling an
NFS/SMB/HTTPS repository which has the certified Rubrik CDM software.

Physical Components

This section details the physical hardware, software revisions, and firmware versions required to install Rubrik
CDM Clusters running on Cisco Unified Computing System. A Rubrik on-premises cluster requires a minimum of
four physical nodes deployed either on Cisco UCS C-Series Rubrik-certified nodes.

Table 1 lists the required hardware components and disk options for the Rubrik CDM on Cisco UCS C-Series

Rack Servers.

Table 1. Cisco UCS C-Series nodes for the Rubrik CDM

Component
Fabric Interconnects

Server Node

Processors

Memory

Disk Controller

Storage (each server node) OS Boot
Caching
Storage

Network (Each Server node)

Software Components

Hardware

Two (2) Cisco UCS 6454 Fabric Interconnects
4x Cisco UCS C240 M6 LFF Server Node for Intel Scalable CPUs

Each server node equipped with two Intel 5318N 2.1GHz/150W
24C/36MB

Each server node equipped with 384 GB of total memory using twelve
(12) 32GB RDIMM DRx4 3200 (8Gb)

Cisco M6 12G SAS HBA

2x M.2 (240GB) with M.2 HW RAID Controller
1x 1.6 TB NVMe

12x 12TB 12G SAS 7.2K RPM LFF HDD (4K)

Cisco UCS VIC 1467 4x25G mLOM

Table 2 lists the software components and the versions required for the Rubrik CDM and Cisco UCS C-Series
nodes managed through Cisco UCS Fabric Interconnect in Intersight Managed mode (IMM), as tested, and

validated in this document.
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Table 2. Software Components

Rubrik CDM rubrik_os_8.1.3-p6-25150_iv_3.5.0-138
Cisco Fabric Interconnect 6454 4.2 (3h)
Cisco UCS C240 M6 LFF servers 4.2 (3h)
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Solution Deployment
This chapter contains the following:

Prerequisites

Create Cisco Intersight Account

Set up Intersight Managed Mode (IMM

Set up Domain Profile

Manual Set up Server Template

Install Rubrik CDM on Cisco UCS C-Series Nodes

Configure Rubrik CDM Cluster

This chapter describes the solution deployment for Rubrik CDM on Cisco UCS C-Series Rack Servers in
Intersight Managed Mode (IMM), with step-by-step procedures for implementing and managing the solution.

Prerequisites

Prior to beginning the installation activities, complete the following necessary tasks and gather the required
information.

IP addressing

IP addresses for the Rubrik CDM on Cisco UCS, need to be allocated from the appropriate subnets and VLANs
to be used. IP addresses that are used by the system are comprised of the following groups:

Cisco UCS Management: These addresses are used and assigned as management IPs for Cisco UCS
Fabric interconnects. Two out of band, IP addresses are used; one address is assigned to each Cisco
UCS Fabric Interconnect, this address should be routable to https://intersight.com or you can have proxy
configuration.

Cisco UCS C240 M6 LFF node management: Each Cisco UCS C240 M6 LFF server/node, is managed
through an IMC Access policy mapped to IP pools through the Server Profile. Both In-Band or Out of Band
configuration is supported for IMC Access Policy. One IP is allocated to each of the node configured
through In-Band or Out of Band access policy. In the present configuration each Rubrik node is allocated
both In-Band and Out of Band Access Policy. This allocates (two)2 IP addresses for each node using the
IMC Access Policy

Rubrik Operating System IP: These addresses are used by the Linux OS on each Rubik node. One IP
addresses per node required from the same subnet. Rubrik node is configured with bond0 and bond1 as
two separate networks. Both bond0 and bond1 networks support active-passive failover mode. Only
bond0 network should configured for Cisco C-Series nodes connected to Cisco Fabric Interconnect.
Once the Rubrik CDM software is installed on each node, Both Rubrik Management and Rubrik Data
network are allocated in the same VLAN and configured in bondO network.

Once Rubrik cluster is configured, Customers have the option to configure sub-interfaces for Rubrik
nodes. This allows accessibility to multiple networks through different VLANSs.

Figure 10 elaborates on the network port (bond0). Only bond0 port should be configured for Cisco C-Series
nodes connected to Cisco Fabric Interconnect.
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Figure 10.

Checking networking ports...
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Note: OS Installation through Intersight for Fl-attached servers in IMM requires an In-Band Management
IP address.(ref: https://intersight.com/help/saas/resources/adding OSimage ). Deployments not using In-
Band Management address can install OS by mounting the ISO through KVM.

Note: Rubrik CDM deployed on Cisco UCS C-Series Servers and attached to Cisco UCS Fabric
Interconnect do not support IPMI configuration. In this configuration, Cisco UCS C-Series nodes are
attached to Cisco Fabric Interconnect and do not utilize IPMI configuration. Therefore, in the below table
the IPMI IPs are configured as 0.0.0.x

Note: Administrators deploying Rubrik CDM on standalone Cisco C-Series servers (not attached to Cisco
Fabric Interconnect) can use the node CIMC address as the IPMI IP.

Note: Use the following tables to list the required IP addresses for the installation of a 4-node Rubrik CDM
cluster and review an example IP configuration.

Note: Table cells shaded in black do not require an IP address.
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Table 3. Rubrik Cluster IP Addressin

VLAN ID:

KVM Management Addresses
(Out of Band)

KVM Management
Addresses (In-Band)

Node IP

Node IPMI IP

Subnet
Mask:

Gateway:

DNS

Fabric
Interconnect
A

Fabric
Interconnect
B

Rubrik Node
#1

Rubrik Node
#2

Rubrik Node
#3

Rubrik Node
#4

Note: Table 4 is a true representation of configuration deployed during Solution Validation.
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Table 4. Example Rubrik Cluster IP Addressing

VLAN ID: :(gx::aBr;?%e)mem Addresses ﬁxel\:sa;a%gean:d) Node IP Node IPMI IP
Subnet Mask: 255.255.255.0 255.255.255.0 255.255.255.0 0.0.0.0
Gateway: 10.108.0.254 10.108.1.254 10.108.0.254 0.0.0.0

DNS HL106.1.5 10.108.1.6

NTP HELe AL 172.20.10.18

Fabric Interconnect 10:108.0:161

A

Fabric Interconnect FRA0S A e

B

T 10.108.0.163 [ 10.1080.167 | 10.108.1.163 OO
BBk Node 10.108.0.164 10.108.0.168 10.108.1.164 2060
O —— 10.108.0.165 10.108.0.169 10.108.1.165 P
i 10.108.0.166 10.108.0.170 10.108.1.166 004

VLANSs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. In present deployment the Rubrik Management and Backup Data traffic exist in the same VLAN on
bond0 network. Customers can segregate Rubrik Management and Backup Data traffic by defining separate
VLAN for Rubrik Management and Backup Data. Once the Rubrik cluster is bootstrapped and registered,
customers can create sub-interfaces to segregate management and backup traffic.

Note: Ensure all VLANSs are part of LAN Connectivity Policy defined in Cisco Server Profile for each C-
Series node

Use the following tables to list the required VLAN information for the installation and review an example

configuration.

<<rubrik-management-vlan>> 1081

Table 5. VLAN Information

<<rubrik-data-vlan>> 1081

Network Uplinks

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation.
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Use the following tables to list the required network uplink information for the installation and review an example
configuration.

Table 6. Network Uplink Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
O Yes OO No O LACP
O Yes OO No OvPC
A O Yes OO No
[ Yes I No
[ Yes OO No O LACP
O vPC
O Yes OO No
B
O Yes OO No
O Yes [0 No

Table 7. Network Uplink Example Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
1/53 B Yes (1 No O LACP
1/54 X Yes [J No vPC
A O Yes OO No o1 Vpcol
O Yes OO No
1/53 B Yes (1 No O LACP
B4 vPC
1/54 X Yes O No
B 62 Vpc62
O Yes OO No
OYes O No

Create Cisco Intersight Account

Procedure 1. Create an account on Cisco Intersight

Note: Skip this step if you already have a Cisco Intersight account.

The procedure to create an account in Cisco Intersight is explained below. For more details, go to:
https://intersight.com/help/saas/getting started/create cisco intersight account

Step 1. Go to https://intersight.com/ to create your Intersight account. You must have a valid Cisco ID to
create a Cisco Intersight account.

Step 2. Click Create an account.
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abialn 1qtar 1ht ® English
cisco i b

Welcome to Intersight

Do ave an

Account? Create an account

Sign In with Cisco ID

Sign In with SSO

Help Center Terms Privacy Cookies

Step 3. Sign-In with your Cisco ID.

Step 4. Read the End User License Agreement and select | accept and click Next.

&% Intersight

End User License Agreement

d the

OVERVIEW

By clicking accept or using the Cisco Technology, you agree that such use is governed by the
C nd | L Agreement and the applicable

"EUL

f you do not have authority to bind your company and its affiliates, or if you do not agree with
the terms of the EULA, do not click ‘accept’ and do not use the Cisco Technology. If you are a
Cisco channel partner accepting on behalf of an end customer (“customer”), you must inform
the customer that the EULA applies to customer’s use of the Cisco Technology and provide the
customer with access to all relevant terms.

I accept
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Step 5. Provide a name for the account and click Create.

% Intersight

Account Creation

Account Name *

Ru-DataProtection

Cancel

Step 6. Register for Smart Licensing or Start Trial.

r

Licensing

If you have purchased license tiers for Cisco Intersight Services you can register smart licensing to
start using the services.

Register Smart Licensing
Or

If you would like to evaluate Intersight Services you can register for a trial.

[ start Trial |

| & 4

Step 7. Select Infrastructure Service & Cloud Orchestrator and click Start Trial.
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Start Trial

Select the Intersight Service to request trial.

(®) Infrastructure Service & Cloud Orchestrator

Workload Optimizer Registration Required

Note: Go to: https://intersight.com/help/saas to configure Cisco Intersight Platform.

Set up Intersight Managed Mode (IMM)

Procedure 1. Set up Cisco Intersight Managed Mode on Cisco UCS Fabric Interconnects

The Cisco UCS fabric interconnects need to be set up to support Cisco Intersight managed mode. When
converting an existing pair of Cisco UCS fabric interconnects from Cisco UCS Manager mode to Intersight
Manage Mode (IMM), first erase the configuration and reboot your system.

Note: Converting fabric interconnects to Cisco Intersight managed mode is a disruptive process, and
configuration information will be lost. You are encouraged to make a backup of their existing configuration.
If a software version that supports Intersight Managed Mode (4.1(3) or later) is already installed on Cisco
UCS Fabric Interconnects, do not upgrade the software to a recommended recent release using Cisco UCS
Manager. The software upgrade will be performed using Cisco Intersight

Step 1. Configure Fabric Interconnect A (FI-A). On the Basic System Configuration Dialog screen, set the
management mode to Intersight. All the remaining settings are similar to those for the Cisco UCS Manager
Managed Mode (UCSM-Managed).

Cisco UCS Fabric Interconnect A
To configure the Cisco UCS for use in a FlexPod environment in ucsm managed mode, follow these steps:
Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method. (console/gui) ? console

Enter the management mode. (ucsm/intersight)? intersight

The Fabric interconnect will be configured in the intersight managed mode. Choose (y/n) to proceed: y

Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin": <password>
Confirm the password for "admin": <password>

Enter the switch fabric (A/B) []: A
Enter the system name: <ucs-cluster-name>
Physical Switch Mgmt0 IP address : <ucsa-mgmt-ip>

Physical Switch MgmtO IPv4 netmask : <ucs-mgmt-mask>
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IPv4 address of the default gateway : <ucs-mgmt-gateway>
DNS IP address : <dns-server-1l-ip>
Configure the default domain name? (yes/no) [n]l: n
Default domain name
Following configurations will be applied:

Management Mode=intersight

Switch Fabric=A

System Name=<ucs-cluster-name>

Enforced Strong Password=yes

Physical Switch Mgmt0 IP Address=<ucsa-mgmt-ip>
Physical Switch MgmtO IP Netmask=<ucs-mgmt-mask>
Default Gateway=<ucs-mgmt-gateway>

DNS Server=<dns-server-1-ip>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Step 2. After applying the settings, make sure you can ping the fabric interconnect management IP address.
When Fabric Interconnect A is correctly set up and is available, Fabric Interconnect B will automatically discover
Fabric Interconnect A during its setup process as shown in the next step.

Step 3. Configure Fabric Interconnect B (FI-B). For the configuration method, select console. Fabric
Interconnect B will detect the presence of Fabric Interconnect A and will prompt you to enter the admin
password for Fabric Interconnect A. Provide the management IP address for Fabric Interconnect B and apply the
configuration.

Cisco UCS Fabric Interconnect B
Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>
Peer Fabric interconnect MgmtO IPv4 Netmask: <ucs-mgmt-mask>
Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <ucsb-mgmt-ip>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Procedure 2. Set Up Cisco Intersight Resource Groups

A Resource Group represents a collection of resources. You can create a Resource Group to classify and
manage resources. Resource Groups can be used for assigning resources to an organization. For more
information, go to: https://intersight.com/help/saas/resources/RBACHrole-based access control in_intersi

Note: In Cisco Intersight, all the resources and configurations in existing user accounts will automatically
be placed in a default Resource Group, titled default Resource Group.

In this procedure, a Cisco Intersight organization is created where all Cisco Intersight Managed Mode
configurations, including policies, are defined.

Step 1. Log into the Cisco Intersight portal.
Step 2. Select System. Click Settings (the gear icon).
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Step 3. Click Organizations.

Step 4. Click + Create Resource Groups.
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Procedure 3. Set Up Cisco Intersight Organization

An organization is a logical entity which enables multi-tenancy through separation of resources in an account.
The organization allows you to use the Resource Groups and enables you to apply the configuration settings on
a subset of targets.

Note: Administrators can use “default” organization. “Default” organization is automatically created once
an Intersight account is created.

In this procedure, a Cisco Intersight organization is created where all Cisco Intersight Managed Mode
configurations, including policies, are defined.
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Step 1. Log into the Cisco Intersight portal.

Step 2. Select System. Click Settings (the gear icon).

Step 3. Click Organizations.

Step 4. Click + Create Organization

Step 5. Provide a name for the organization (for example, Ru-0rg).

Step 6. Select the Resource Group created in the last step (for example, Ru-ResourceGroup).

Step 7. Click Create.

‘dsee’ Intersight B System v

© settings Settings
| Admin A
Targets -

Singte Sign-On

Software Repository Organizations |- Create Organization

Domain Names

Tech Support Bundles

Cisco ID
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Procedure 4. Claim Cisco UCS Fabric Interconnects in Cisco Intersight

Note: Make sure the initial configuration for the fabric interconnects has been completed. Log into the
Fabric Interconnect A Device Console using a web browser to capture the Cisco Intersight connectivity
information.

Step 1. Use the management IP address of Fabric Interconnect A to access the device from a web browser
and the previously configured admin password to log into the device.

Step 2. Under DEVICE CONNECTOR, the current device status will show “Not claimed.” Note or copy, the
Device ID, and Claim Code information for claiming the device in Cisco Intersight.
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alaln : sries
ci1sco DEVICE CONSOLE AA08-XSeries

SYSTEM INFORMATION DEVICE CONNECTOR INVENTORY

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device connector,
please visit

Device Connector

Device ID

Claim Code

gaucaoouvuonuuuux;@.......A....I..

Device Connector Internet Intersight

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim the device open Cisco Intersight, create a
new account and follow the guidance or go to the Targets page and click Claim a New Device for existing account.

Step 3. Log into Cisco Intersight.

Step 4. Select System. Click Admin > Targets.

Step 5. Click Claim a New Target.

Step 6. Select Cisco UCS Domain (Intersight Managed) and click Start.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 30 of 139



€ Targets

Claim a New Target

Select Target Type
Filters Q& Search
B Available for Claiming Compute / Fabric
Wl o alaln alalu i
‘ s L] Al etk
Categories Cisco UCS Server Cisco UCS Domain Cisco UCS Domain
(Standalone) (Intersight Managed) (UCSM Managed)
(@ All
Cloud
o - o
Compute / Fabric pich =
Hyperconverged Gisco LICS C580 Redfish Server
Network
Platform Services
Orchestrator
i il o o il o
Platform Services sty s s
Cisco Intersight Cisco Intersight Assist Intersight Workload
Appliance Engine
Cloud
v
Terraform Cloud
Orchestrator
o o o
siliailie
asco
Cisco UCS Director PowerShell Endpoint HTTP Endpoint

Ansible Endpoint SSH Endpoint

Hyperconverged

alalie o
cisco

Cisco HyperFlex
Cluster

Step 7. Copy and paste the Device ID and Claim from the Cisco UCS FI to Intersight, select the Resource
Group created in previous section and click Claim.
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With a successful device claim, Cisco UCS Fl should appear as a target in Cisco Intersight:
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Step 8. In the Cisco Intersight window, click Settings and select Licensing. If this is a new account, all servers
connected to the Cisco UCS domain will appear under the Base license tier. If you have purchased Cisco
Intersight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register
this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day trial of
Advantage licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The remainder of
this section will assume Advantage licensing. A minimum of Cisco Intersight Essentials licensing is required to
run the Cisco UCS C-Series platform in Intersight Managed Mode (IMM).

Procedure 5. Verify Addition of Cisco UCS Fabric Interconnects to Cisco Intersight

Step 1. Log into the web GUI of the Cisco UCS fabric interconnect and click the browser refresh button.

The fabric interconnect status should now be set to Claimed.
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Step 2. Select Infrastructure Service.

el Intersight ug System v

) o Infrastructure Service
O  Ssettings 8% .o : et
oo .
( Admin ’
‘ Cloud Orchestrator
Targets

Software Repository
B Workload Optimizer

Tech Support Bundles

Audit Logs .

My Dashboard
Sessions
Licensing E System

Explore More Services [

Step 3. Go to the Fabric Interconnects tab and verify the pair of fabric interconnects are visible on the
Intersight dashboard.
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Step 4. You can verify whether a Cisco UCS fabric interconnect is in Cisco UCS Manager Managed Mode or
Cisco Intersight managed mode by clicking the fabric interconnect name and looking at the detailed information
screen for the fabric interconnect, as shown below:
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Navigate Intersight with Ctri+K or go
tc Help > Command Palette end-host 255.255.255.0
Intersight Admin Evac State Default C

&) Disabled 10.108.0.254

UCS Domain Profile
Dper Evac State MAC
© Disabled 00:08:31:0B:5D:A0
CS Domain Profile Status
% /I AN Part Connt FC: 7ane Count g

Procedure 6. Upgrade Fabric Interconnect Firmware using Cisco Intersight

Note: If your Cisco UCS 6454 Fabric Interconnects are not already running firmware release 4.2(2c),
upgrade them to 4.2(3d) or to the recommended release.
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Note: If Cisco UCS Fabric Interconnects were upgraded to the latest recommended software using Cisco
UCS Manager, this upgrade process through Intersight will still work and will copy the Cisco UCS firmware
to the Fabric Interconnects.

Note: By default, Fabric Interconnect upgrades through Intersight are enabled with ‘Fabric Interconnect
Traffic Evacuation. Since the present procedure is a new setup with no Domain Profile associated, Use
Advanced Mode to exclude Fabric Interconnect traffic evacuation.

Step 1. Log into the Cisco Intersight portal.

Step 2. From the drop-down list, select Infrastructure Service and then select Fabric Interconnects under
Operate.

Step 3. Click the ellipses “...”for either of the Fabric Interconnects and select Upgrade Firmware.
Step 4. Click Start.
Step 5. Verify the Fabric Interconnect information and click Next.

Step 6. Enable Advanced Mode and uncheck Fabric Interconnect traffic evacuation. This is only for new setup
of Fabric Interconnects.

Step 7. Select 4.2(3d) release (or the latest release which has the Recommended icon) from the list and click
Next.

Step 8. Verify the information and click Upgrade to start the upgrade process.

Step 9. Watch the Request panel of the main Intersight screen as the system will ask for user permission
before upgrading each FI. Click the Circle with Arrow and follow the prompts on screen to grant permission.

Step 10. Wait for both the Fls to successfully upgrade.

Step 11. Snap shot below details in the Fabric Interconnect upgrade to firmware version 4.2(3d)

b Overview Fabric Interconnects
2 Opermt - « AllFabric Interconn.. &+

Sarvers A Add Filter {3 Expart  Zitemsfound 1%~ perpage 1ot

Chassis

Health Connectlon Contract Status Bundle Version NX-05 Verslon Models
Eabric Intercannects
@ Connacted 2 B Hot Coverd 2

HyperFlex Clusters @ » Healhy 2 @ w4200} 2 @ & BIEIA25E 2 @ = G5
& configure ~

Prafiles Hame Health Madel Bundie Version UES Domain Prafile g

AROE-FI-DP-G454 FI-A S Healthy UCS-FI-B454 4.2{3d} 54 ] 54
Templates

AARO9-FI-DP-6454 FI-B © Haalthy UCS-FI-E454 4.2(3d} 54 o 54
Palicies

Paols

Set up Domain Profile

A Cisco UCS domain profile configures a fabric interconnect pair through reusable policies, allows
configuration of the ports and port channels, and configures the VLANs and VSANSs in the network. It
defines the characteristics of and configured ports on fabric interconnects. The domain-related policies can
be attached to the profile either at the time of creation or later. One Cisco UCS domain profile can be
assigned to one fabric interconnect domain.

Some of the characteristics of the Cisco UCS domain profile for Rubrik environment include:

« A single domain profile is created for the pair of Cisco UCS fabric interconnects.
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« Unique port policies are defined for the two fabric interconnects.

« The VLAN configuration policy is common to the fabric interconnect pair because both fabric
interconnects are configured for the same set of VLANSs.

o The Network Time Protocol (NTP), network connectivity, and system Quality-of-Service (QoS) policies are
common to the fabric interconnect pair.

Next, you need to create a Cisco UCS domain profile to configure the fabric interconnect ports and discover
connected chassis. A domain profile is composed of several policies. Table 8 lists the policies required for the
solution described in this document.

Table 8. Policies required for a Cisco UCS Domain Profile

VLAN and VSAN Policy Network connectivity
Port configuration policy for fabric A Definition of Server Ports, FC ports and uplink ports channels
Port configuration policy for fabric B Definition of Server Ports, FC ports and uplink ports channels

Network Time Protocol (NTP) policy
Syslog policy

System QoS

Procedure 1. Create VLAN configuration Policy

Step 1. Select Infrastructure Services.

el Intersight J*2 Infrastructure Service v

o Infrastructure Service

MK Overview C.g Manage compute and converged
Infrastructure ocperations.

o Operate / @ Cloud Orchestrator

Servers
' Workload Optimizer
Chassis

Fabric Interconnects

. — My Dashboard
HyperFlex Clusters ]

Virtualization
System

Kubernetes

Integrated Systems Explore More Services (7'

Step 2. Under Policies, select Policy, then select UCS Domain, select the VLAN policy option and click Start.
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Infrastructure

el Intersight *% ervice « (O search

- # Policies
cresee Create
Fabric Interconnects
Hyperflex Clusters

Filters

Virtualization

Kubernetes Platform Type
Integrated Systems @ Al
& cConfigure ~ UCS Server
Profiles UCS Domain
UCS Chassis
Templates

HyperFlex Cluster
Policies
Kubernetes Cluster

Pools

(®) VLAN

o

Step 3. Select organization, provide a name for the VLAN (for example, Ru-VLAN ) and click Next.

‘ases Intersight J*¢ Infrastructure Service

Policies > VLAN

@ Overview
Create
=] Operate ~
Servers o General
Chassis 2 Policy Details

Fabric Interconnects
HyperFlex Clusters

<© Configure A~
Profiles
Templates
Policies

Pools

New Command Palette

vigate Intersight with CtrleKor ¥

General

Add a name, d ytion and tag for the policy

Name *

RUVLAN

Set Tags

Description

e

Step 4. Click Add VLANSs to add your required VLANSs.

Step 5. Click Multicast Policy to add or create a multicast policy with default settings for your VLAN policy as
show below:
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Il Inge

hit 2 Infrastructure Service

& overiew - Ppalicies s VLAN 3 Creats
[Create Multicast Policy ]
6 operatm -
Survars [ | General
- o e

Fabric Interconnects

HyperFlex Clusters

I
€ Configure ~ Pu-muiticast
Prafiles
Templates
Palicies
Faols Descriptian

Huw  Command Palette

<o [hee]
Py sght with Ciri+K o -

Infrastructure

Intersight % Service

Q) search

Policies > VLAN > Create

Create Multicast Policy

= Overview

Q Operate - :
Policy Details
Servers @ General ’
Add 13ils
Chassis o Policy Details |
Multicast Policy

Fabric Interconnects

HyperFlex Clusters

‘) Snocping State @

Virtualization

T D auerier State ©
Integrated Systems @D source IP Prowy State @ =
¢ - ( 1
Configure -~ < Cancel Back -
Profiles M

luth: Intersight J*2 Infrastructure Service v

cisco

Policles > VLAN

Create

® Overview

S5 Opaate ~ Add VLANs
Servers Add VLANS to the policy
Chassis

@\ VLANS should have one Multicast policy associated 1o it
Fabric Interconnects

HyperFlex Clusters Configuration
< gL ~
Configure Name /| Pré VLAN IDs *
Profiles VEANTOR =3
Templates
@ ~uto Allow On Uplinks
Policies
Pools

[ Multicast Policy *

Selected Policy Ru-multicast X D I N

New Command Palette

Novasis mesan s Cuiocy  Caneel [ Add |

Step 6. Add additional VLANs as required with same multicast policy in the network setup and click Create.
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el Intersight o*2 Infrastructure Service v/

Q Search

Policies > VLAN

@ Overview
Create
o] Operate A
Servers @ General
Chassis o Policy Details

Fabric Interconnects
HyperFlex Clusters

© Configure A
Profiles
Templates
Policies

Pools

New Command Palette

Navigate Intersight with Ctri+K or

VLANs

Add VLANs |

O Show VLAN Ranges

5 items found 1C per page 1 of1
Add Filter
~
V.. N.. S... P.. Multic... Auto...
1 default  None Yes
2 VLAN.. None Ru-m... Yes
1080 VLAN... None Ru-m... Yes
1081 VLAN.. None Ru-m. Yes
1082 VLAN.. None Ru-m... Yes

Cancel | Back m

Note: If you will be using the same VLANs on fabric interconnect A and fabric interconnect B, you can use

the same policy for both.

Note: In the event any of the VLANs are marked native on the uplink Cisco Nexus switch, ensure to mark
that VLAN native during VLAN Policy creation. This will avoid any syslog errors.

Procedure 2. Create Port Configuration Policy

Note: This policy has to be created for each of the fabric interconnects.

Step 1. Under Policies, for the platform type, select UCS Domain, then select Port and click Start.

. Infrastruct:
"dueht Intersight ™ o 0 v | Q searc

°°° Service

- € Policies
= Create
Fabric Interconnects
HyperFlex Clusters —
Filters
Virtualization
Kubernetes Platform Type
Integrated Systems All
©  Cconfigure A UCS Server

Profiles ®) UCS Domain

UCS Chassis
Templates

HyperFlex Cluster
Policies

- Kubernetes Cluster

Pools
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SNMP

Switch Control
Syslog

System QoS .

g
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Step 2. Provide a name for the port policy, select the Switch Model (present configuration is deployed with FI
6454) and click Next.

vl
cisco

Intersight

o*2 Infrastructure Service v

Q search

Policies > Port

® Overview
e} Operate ~
Servers o General General
Add a name, description and tag for the policy.
Chassis 2 ' Unified Port
Organization *
Fabric Interconnects -0l
3 Breakout Options Ru-0rg
HyperFlex Clusters
4 PortRoles Name *
©  configure A Ru-PortPolicy
Profiles
Switch Model *
Templates UCS-FI-6454
Policies
Pools Set Tags
Description
New Command Palette
=
Navigate Intersig

t with Ctri+K or X

Step 3. Click Next. Define the port roles; server ports for chassis and server connections, Fibre Channel ports
for SAN connections, or network uplink ports.

Step 4.

If you need Fibre Channel, use the slider to define Fibre Channel ports.

Step 5. Select ports 1 through 16 and click Next, this creates ports 1-16 as type FC with Role as
unconfigured. When you need Fibre Channel connectivity, these ports can be configured with FC Uplink/Storage

ports.

Intersight

aleal
cisco

Je2 Infrastructure Service

Overviaw

O, Oparate ~
Servers
Chassis
Fabric interconnects
HyperFlex Clusters
Virtualization
Kubernetes
Integrated Systems

©  configure ~
Profiles
Templates
Policies.

Pools

Policles > Port

Create

Unified Port

Canfigure the paet medes 10 carry F

© canera
© vnifiearon

3 Breakout Options

C or Etharnet taffic

@ Move slider 1o configure unified ports and select port to set breskout.

Fibra Channel Ports
4 Port Roles

0 16 Fibra Channal Ports (Port 1-16]

FRFATF I I ATy

Ports 116 Ethernat Porte 17-54

Cancel

(o] 23

Step 6. Click Next.
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Step 7. If required, configure the FC or Ethernet breakout ports, and click Next. In this configuration, no
breakout ports were configured. Click Next.

Step 8. To configure server ports, select the ports that have chassis or rack-mounted servers plugged into
them and click Configure.

Port Roles

Configure port roles to define the traffic type carried through a unified port connection.

PortRoles PortChannels Pin Groups

Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28,
Port 29, Port 30, Port 31, Port 32

@ Ethernet Uplink Port Channel @ Server Unconfigured
P v

Step 9. From the drop-down list, select Server and click Save.

Configure (16 Ports)

Configuration

Selected Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28, Port 29, Port 30
Parts Port 31, Port 32

Role

Server

ﬂ MN9K-C93180YC-FX3 requires CI74 FEC for 25G speed ports. Learn more at Help Center.

FEC ©
(@ Auto cl7a

(I Manual Chassis/Server Numbering o

Step 10. Configure the uplink ports as per your deployment configuration. In this setup, port 53/54 are
configured as uplink ports. Select the Port Channel tab and configure the port channel ID 65 ( or as defined in
your configuration table) as per the network configuration. In this setup, port 53/54 are port channeled and
provide uplink connectivity to the Cisco Nexus switch.
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Policies > Port

Create

@ The combined maximum number of Ethernet Uplink, FCoE Uplink, and Appliance port channels permitted
is 12 and the maximum number of FC port channels permitted is 4.

Role
Ethernet Uplink Port Channel

Port Channel ID * Admin Speed

65 s @ Auto

Ethernet Network Group ¢

Select Policy &

Flow Control

Select Policy &

Link Aggregation

Select Policy &

Link Control

Select Policy =

Policies > Port

Create

© cenerai
© unified Port

@ Breakout Options

© rortroles

Port Roles

Configure port roles to define the traffic type carried through a unified port connection

Port Roles Port Channels Pin Groups

BTIRTL PRANTANT

@ Ethernet Uplink Part Channe

Titems found 10 v per page 1 of1

1D Role Ports

65 Ethernet Uplink Port Channel Port 53, Port 54

1 of1

Cancel ‘ Back ‘m

Step 11. Repeat this procedure to create a port policy for Fabric Interconnect B. Configure the port channel ID
for Fabric B as per the network configuration. In this setup, the port channel ID 66 is created for Fabric
Interconnect B, as shown below:
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Policies > Port

Create

@ ceneral Port Roles
Configure port roles to define the traffic type carned thr
@ Unified Port

@ Breakout Options

Port Roles Port Channels Pin Groups

© rortroles I Create Port Channel

RXEETARTANT

@ Ethernet Uplink Poet Chanael

1items found 10 v pe 1 of1
ID Role Ports
66 Ethemet Uplink Port Channel Port 53, Port 54

Procedure 3. Create NTP Policy

Step 1. Under Policies, select Create Policy, then select UCS Domain and then select NTP. Click Start.

o3 Infrastructure Service

& Palicies
Ouwariew c t
O Oparate ~
Servers Filters e
Chassls
Plattomn Tyae Link Cantrel Pact System Ons
Fabrie Intarconnacts S
Muiticass Palicy ENRT VAN

HypsirFior Clustins

Sutch Dokl RN

Virtuakzation

Kubarnetes

Integrated Systems Hyperfles Clugte

i Hubensles Chaslen
& configura ~

Frofiles
Templates
Palicas

Poals

Cancel m
Step 2. Provide a name for the NTP policy.
Step 3. Click Next.

Step 4. Define the name or IP address for the NTP servers. Define the correct time zone.
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Policies » NTP

Create

@ General Policy Details

Add policy details

o Policy Datails PR

@D ErcbientE o

MNTP Servers *
172.20.10.15 b [ii

Timezone

Amenica/Los_Angeles

k Cancel

Step 5. Click Create.

Procedure 4. Create syslog Policy

Note: You do not need to enable the syslog server.

Step 1. Under Policies, select Create Policy, then select UCS Domain, and then select syslog. Click Start.

a8 Infrastructure Service

& Pallcles
Quervie c "
@  Operata ~
Bervers Filters i, Search
Chassis
Ethemel Netwers Contal Lini Cantral Furl
Fabric Intarconnacts Platform Type
al Lthernel Neters Groug Mullicas Paley Shb

HyparFlax Clstars
Flows Correl etk Connectisity Swilch Genteal

— e

Virtualizatien

Kuhematns

ntagrated Systems HyperFles Cluster

Kubeinsies Gluster
& configune

erofiles
Templates
Policies

Foals

Step 2. Provide a name for the syslog policy.

Step 3. Click Next.

Step 4. Define the syslog severity level that triggers a report.
Step 5. Define the name or IP address for the syslog servers.
Step 6. Click Create.
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|
Procedure 5. Create QoS Policy

Note: QoS Policy should be created as per the defined QoS setting on uplink switch. In this Rubrik
deployment, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined and thus all the traffic
would go through best efforts.

Step 1. Under Policies, select Create Policy, select UCS Domain, then select System QoS. Click Start.

' Intersight 53 Ifrastrciurs Barvica

+ Falizins

Dwarview
©  Oparata .

Servers Filters 4 Guael

Chassis

Fisthorm Typs Cberinet bozmrk Sontial Link Canral Fai.
Fabric Intarconnacts
Al Libernet Letwock G ultizast Palcy R LAk
HyparFlax Clustes
73 Flawe Gorem Mateark Cannechieny swich Cantral wEay
Virtalization
Vine Ageragaticn MR Fyaing
Kubemetes
Infagratad Systams AyperFlis Clister
Aubernites Csan

% Configurs o~

Prafiles

Templates

Palicias

Puools

(o]

Step 2. Provide a name for the System QoS policy.
Step 3. Click Next.

Step 4. In this Rubrik configuration, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined
and thus all the traffic would go through best efforts. Change the MTU of best effort to 9216. Click Create.

Folicies > System QoS

Create
Policy Details
@ Add policy details
General
B This policy i= apolicable only for UCS Domains
o Policy Details

Configure Priorities

I Fiatinum
I ol
I siveer
I tronze
Cob Weigh
Eest Effort o
Ay - @
Fibre Cos Weight FATLL
Channel 3 e 5 A om o 2240
< Cancel Back |

Note: All the Domain Policies created in this procedure will be attached to a Domain Profile. You can
clone the Cisco UCS domain profile to install additional Cisco UCS Systems. When cloning the Cisco UCS
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domain profile, the new Cisco UCS domains use the existing policies for consistent deployment of
additional Cisco Systems at scale.

In the previous section, the following polices were created to successfully configure a Domain Profile

1. VLAN Policy and multicast policy
2. Port Policy for Fabric Interconnect A and B

3. NTP Policy

>

Syslog Policy
5. System QoS

The screenshot below displays the Policies created to configure a Domain Profile:

Al Intarsight 32 Infrastructure Service Q) search

& Overview Policies

B Operate - # Al Policias @
Servers S, Add Filter " Export 7 items found 10 per page 1 ot
Chassis
Platform Type Usage

Fabric Interconnects

UCS Server 2
7 o Not Used &
HyperFlex Clusters UCs Domain 7 Mk 1

©  configure ~
Profiles Name Platform Type Type Usage Last Update
s =
Ru-syslog UCS Server, UCS Domain Syshog 0@ a faw seconds ago
Templates
Ru-NTP UCS Server, UCS Domain NTP 0@ a faw seconds age
Ru-System-QoS UCS Domain System QoS 0@ 5 minutes ago
Ll Ru-PortPolicy-B UCS Domain Port o (& 12 minutes ago
Ru-PortPolicy UCS Domain Port o3 16 minutes ago
Ru-VLAMN UCS Domain VLAN 0@ 29 minutes ago
Mew  Command Palette
" et bntreiatt it Gtk of Ru-multicast UCS Domain Multicast Policy O MIA 31 minutes ago

ta Help > Command Palette

Procedure 6. Create Domain Profile

Step 1. Select the Infrastructure Service option and click Profiles.
Step 2. Select UCS Domain Profiles.
Step 3. Click Create UCS Domain Profile.
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Intersight 52 Infrastructure Service Q search

Overview Profiles

HyperFlex Cluster Profiles  UCS Chassis Profiles UCS Server Profiles

O  Oparate &5

Sarvers

Chassis

& Al UCS Domamn Pr.
Fabric Intercannacts

[ Expert @ itams found 1c per

ucs Domain
Fabric A__Fabric

HyperFlex Clusters

Name Status g LastUpdate

©  Cconfigura ~

NOITEMS AVAILABLE

Templates oofd
Palicies

Paools

Hew  Command Palette

Q) search

+ Proflles
Owerview = -
Create UCS Domain Profile
Q Operate o~
—— © ceneral | General
Add a name, descriplion and tag for the UC n prefile.
Chassis 2 UCS Domain Assignment

Firicinkeroritsons 3 VLAN & VSAN Configuration

HyperFlex Clusters

A Ports Canfiguration Harne *
©  configure ~ RrDomainPrafile-AAT
5 UCS Damain Configuration
Profiles
Templates 8) Summary Set Tags
Folicies
Pools Description

Wew  Command Palette

Manvinata Intarsight with Cti+K ar go
' Help = Command Falette

Close | Back m

Step 5. Select the fabric interconnect domain pair created when you claimed your Fabric Interconnects.
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il Intersight %2 Infrastructure Service v

Overiiaw € Profiles o A
Create UCS Domain Profile
0 Operate A
S © oceneral UCS Domain Assignment
Choose to assign a fabirie interconnect pair 16 the profde now of Eter
Chassis © ucs Domain Assignment I

[ Assign Now I Assign Later ]
Fabric Interconnects

3 VLAN & VSAN Configuration

HyperFiax Clusters B Choose to assign a fabric interconnect pair now or fater. If you choose Assign Now, salect a pair that you

want to assign and click Next . If you choose Assign Later, click Next 0 proceed to policy salection.

4 Ports Configuration
& Cconfigure A
5 UCS Domain Configuration
Profiles D show assgned

6 Summary
Templates il

| Add Filter 1 items found 1C v per pege 1 of1
Policies : .
! Domain Name Fabric Interconnect A Fabric Interconnect B
Model Serial Bundle Version Model Serial Bundle Version
Pools ®  AADS-FI-DP-454 UCS-FI-B454 FDO260419XX 4 ?IR(I]J UCS-F1-6454 FDO260419ZA  4.2{3d)
Selacteci 1011 ShowSelected  Unselect All 1 a1

New Command Palette

Navigate Int

CirleKar g
0 Halp s

atte

Close Back | m

Step 6. Under VLAN Configuration, click Select Policy to select the policies created earlier. (Be sure that you
select the appropriate policy for each side of the fabric.) In this configuration the VLAN policy is same for both
the fabric interconnects.

Intersight oz Infrastructure Service

(e + Profiles ) f-l
-] Operate -~
corvere © oeneri VLAN & VSAN Configuration
Create or select a policy for the fabric interconnect pair.
Chassis @ UCS Domaln Assignment
- ~ Fabrie Interconnect A 1 of 2 Polcies Configured
Fabric Interconnects [o VLAN & USAN Configuration ] |
HyperFlex Clusters
4 Ports Configuration VLAN Coafiguration w | £ | = Ru-VLAN @
©  configure ~
5| UCS Domain Configuration VSAN Configuration Select Pollcy -
Profiles
Tempintes 6 Summary
~ Fabric Interconnect B 1 of 7 Palicies Configurad
Policies
Pools [ VLAN Configuraticn ® & Ru-vLAN & ]
VSAN Conliguration Select Policy =

New  Command Palatte

Mavigate Intarsight with CIr+K of go
g Help » Command Paletts

< Close Back | m

Step 7. Under Ports Configuration, select the port configuration policies created earlier. Each fabric has
different port configuration policy with only the port channel ID different across both the Port Configuration
Policy. Therefore, you need to select separate Port Policy for each Fabric Interconnect.
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Infrastructure Service

«Profiles
@ Overview
s .
Create UCS Domain Profile
£+ Operate ~
© ceneral Ports Configuration
Chassis (© ucs Domain Assignment
bric Interconnects @ Centigure pors by ereating or
iRl F S (@ vian s vsan configuration
HyparFlex Clusters
o Ports Configuration ~ Fabric Interconnect A Confiqurad
&  configure ~
5 UCS Domain Configuration -
BRIt Ports Configuration
Selected Policy Ru-PortPolicy
& Summary
Templates
Policies
Pools

New  Command Palette

ith CrriaK o g

ommsnd Oxiette

Port Type

Q) search

- + Profiles
& Overview
N "
Create UCS Domain Profile

o Operate ~

Sy @ gener Ports Configuration

cr par
Chassis (2) ues Domain Assignment
Fabric Intercannects B  configure r selecting a pokcy.

(Z) VLAN & VSAN Configuration

HyperFlex Clusters

Q Forts configuration ~ Fabric intarcannect & ©
& Configure ~

5 UCS Domain Canfiguration ) ) _
Profiles Fabric Interconnect B Configured

8 Summary
Templates

Ports Configuration ) ) ) P
Policies Selocted Policy  Ru-PartPolicy-B x :
Pools pents |
Wew  Command Palette Y| SRECRENE =
.

Rols

" with Sl K ar
el Palatte

@ Cthemet Uplnk Fort Chanrel

Close Back | m

Step 8. Under UCS Domain Configuration, select syslog, System QoS, and the NTP policies created earlier.
Click Next.
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Intarsight

4 Profiles
Ovarviaw

Create UCS Domain Profile

L} Dparate ~
Sarvars © sanera
Chassis () ucs pomain Assignment

Fabric nterconnects

HyparFlax Clustars
(&) ports Contiguration
& configure -~
© ucs pomain Configuration
Profiles

& Summary
Templates

Palicias

Paols

Hew  Command Palette

Havigate v weith il K o g
1 Ve Gommand Palutts

() vian s vsan Configuration

UCS Domain Configuration

npute and i

@ azgociated with the fabic intercamnect

~ Management 2 of 4 Palicis ©

NTP [ = & a Au-NTE B ]
Syslog [ % & = Ru-gyslog J

Hetwark Cannactivity Select Policy &
SHNMP Salect Policy £

~ Metwork 1of 2 Poicies qured
System Ood ¥ [ ® & fu-System-0es @ ]
Switch Contral Select Policy

Step 9. Review the Summary and click Deploy. Accept the warning for the Fabric Interconnect reboot and click

Deploy.

o Infrastructure Service v

€ Profiles

Create UCS Domain Profile

General

UCS Domain Assignment

VLAN & VSAN Configuration

Ports Configuration

UCS Domain Configuration

Summary

0O © © ©® O 06

Summary

Review the UCS domain profile details, resolve configuration errors and deplo

Deploy UCS Domain Profile X

UCS Domain Profile "Ru-DomainProfile-AA09" will be deployed to the
assigned fabric interconnect pair “AA09-FI-DP-6454",

i This action requires the Fabric Interconnects in the domain to be
rebooted. This will result in a traffic disruption in the domain. To limit
disruptions, reboots are staggered. One of the Fabric Interconnects
will be rebooted first and when the process is complete and the
Fabric Interconnect connects back to Intersight, the other Fabric
Interconnect will be rebooted.

Step 10. Monitor the Domain Profile deployment status and ensure the successful deployment of Domain

Profile.
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# Requests

Deploy Domain Profile

Details Execution Flow
Status Progress 52%
_ In Prograss
Wait for Peer Fabric Interconnect to come up after reboot
Name (& Deploy Fiber Channel and Ethernet Breakout Ports

Deploy Domain Profile

o
64a61831696f6e33016debE8

Target Type

Fabric Interconnect

Target Name
AAD9-FI-DP-6454 FI-B

Source Type
Domain Profile

Source Name
Ru-DomainProfile-AAQ9-B

Initiator
andhiman@cisco.com

Start Time
Jul 5,2023 9:26 PM

End Time

& Deploy System QoS Policy

@ Deploy Ethernet Network Policy
) Deploy Syslog Policy

= Deploy NTP Policy

(@ Update Domain Profile State

) Validate Syslog Policy

@ Validate NTP Palicy

2 Validate Ethernet Network Policy
 Validate Port Policy

© Validate System QoS Policy

@ Prepare Switch Profile Deploy

Step 11. After the Cisco UCS domain profile has been successfully created and deployed, the policies,
including the port policies, are pushed to Cisco UCS fabric interconnects. Screenshot below details successful
configuration of Domain Profile on Cisco UCS Fabric Interconnect in IMM mode (Intersight Managed Mode).

2 Infrastructure Service

Q Search

& Overview

o Operate S

Servers

Chassis

Fabric Interconnects

HyperFlex Clusters

Integrated Systems
& configure

Profiles

Templates

Profiles

HyperFlex Cluster Profiles UCS Chassis Profiles  UCS Domain Profiles UCs Server Profiles

# Al UCS Domain Pr.. &

Y, Add Filter "~ Export 1items found 1C«  per page 1 of1

UCS Domain

Fabric Interconnec...  Fabric Interconnec... Last Update

MName Status

AADS-FI-DP-6454 _,

@ aK AADD-FI-DP-6454 ..

an hour ac_;a]

Step 12. Verify the uplink and Server ports are online across both Fabric Interconnects. In the event, the uplink
ports are not green, please verify the configuration on the uplink Nexus switches.
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Navigate intersight with Ctri+K or go 2 i & B o
1o Help > Command Palette Intersight Admin Evac State Default Gateway
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In the Port Policy, port 17-32 were defined as Server Ports. The 4x C240 M6 LFF certified for Rubrik
deployment were already attached to these ports. The Servers are automatically discovered when the Domain
Profile is configured on the Fabric Interconnects.

Step 13. To view the servers, go to the Connections tab and select Servers from the right navigation bar.
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bl Intersight k2 Infrastructure Service

4 Fabric Interconnects
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Overview

O Operate ~ . o o
General Inventory  Connections  UCS Domain Profile
Servers
g COMPUTE
Servers
Fabric
Servers l
HyperFlex Clusters
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Integrated Systems NETWORK 5 Add Filter [+ Ewport  ditemsfound 10w perpage 1 af1
©  Configure ~ Mame Health User Label Slotld Madel Serlal
: Fabric Extenders
Profiles ) AADS-FI-DP-8454-1 & Healthy MJA WZPZES10561
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) AADD-FI-DP-B454-2 © Heshhy MNA WIZPZES10580
Templates N
Servers O AADS-FI-DP-8454-3 @ Heattny MIA WZP2ZE51056H
Policies ~
Chassis ) AADD-FI-DP-B454-4 © Heshthy WA UCSC-CRA0-MEL WIZPZE51055Z

Paols 1
Fabric Extenders ot

New Command Palette

Wanvigata Intarsight with Gl or ga
ta Halp > Command Pasatte

Manual Set up Server Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. You can create a server profile template by using the server profile template wizard, which groups
the server policies into the following categories to provide a quick summary view of the policies that are
attached to a profile:

¢ Pools: KVM Management IP Pool, MAC Pool and UUID Pool.
« Compute policies: Basic input/output system (BIOS), boot order policy.
« Network policies: Adapter configuration and LAN policies.

> The LAN connectivity policy requires you to create an Ethernet network group policy, Ethernet network
control policy, Ethernet QoS policy and Ethernet adapter policy.

o Storage policies for RAID1 configuration of internal M.2 cards. This is required for Rubrik OS installation.
« Management policies: IMC Access Policy for Rubrik certified Cisco C240 M6 LFF node, Intelligent
Platform Management Interface (IPMI) over LAN; local user policy.

Create Pools

Procedure 1. Create Out of Band IP Pool

The IP Pool is a group of IP for KVM access, Server management and IPMI access of Rubrik Certified nodes. The
management IP addresses used to access the CIMC on a server can be out-of-band (OOB) addresses, through
which traffic traverses the fabric interconnect via the management port.

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.
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Step 2. Select IP and click Start.

Step 3. Select Organization, Enter a Name for IP Pool and click Next.

Q) saarch

B Overview

6 Operate ~
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Fairic Interconnects
3 IPVE Pao Datalls
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Cancel

Step 4. Enter the required IP details and click Next.
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32 Infrastructure Service Q. Search

. Paols > IP Pool
Overview

Create
O Operate "~
Sarvers ©) ceneral IPv4 Pool Details
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Chassis ©) 1Pua Pool Details
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Fabric Interconnects. -
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255.255.255.0 Y 10.106.0.254
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Maw  Command Palette

Close Back m
Step 5. Deselect the IPV6 configuration and click Create.

Procedure 2. Create In-Band IP Pool

The IP Pool is a group of IP for KVM access, Server management and IPMI access of Rubrik Certified nodes. The
management IP addresses used to access the CIMC on a server can be inband addresses, through which traffic
traverses the fabric interconnect via the fabric uplink port.

Note: Since vMedia is not supported for out-of-band IP configurations, the OS Installation through
Intersight for Fl-attached servers in IMM requires an In-Band Management IP address. For more
information, go to: https://intersight.com/help/saas/resources/adding OSima

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.

Intersight B2 Infrastructure Service C search

Qvarview Pools
Pools Reserved Identifiers VRFs

=] Oparate o~
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New Command Palette
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Step 2. Select IP and click Start.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 55 of 139


https://intersight.com/help/saas/resources/adding_OSimage

Step 3. Select Organization, Enter a Name for IP Pool and click Next.

Intersight 4*2 Infrastructure Service

), seareh

Pocls > IPPool
Qwerviaw
Create
O Operate e
Servers o General
e 20 IPv4 Paal Details

i of IPvd andier IPyE addresses that can be allacated to other configuration

Fabric Interconnects
3 IPvB Pool Details
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@ Analyze ~
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Set Tags

©  configure -~
Profiles -
escription
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Policies
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New  Command Palette

ke Cancal

Step 4. Enter the required IP details and click Next.

© oeneral IPv4 Pool Details

MNetwork interface configuration data for IPv4 interfaces.
o IPv4 Pool Details

Configure IPv4 Pool

3 IPvE Pool Details

ﬂ Previously saved parameters cannot be changed. You can find Cisco recommendations at Help Center,

Configuration

Primary DNS

IP Blocks

From
10.108.0.167

< Close

Step 5. Deselect the IPV6 configuration and click Create.

Gateway
10.108.0.254

Secondary DNS el

Size

=)

Procedure 3. Create MAC Pool

Note: Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first
three bytes, which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc.
The remaining 3 bytes can be manually set. The fourth byte (for example, 00:25:B5:xx) is often used to
identify a specific UCS domain, meanwhile the fifth byte is often set to correlate to the Cisco UCS fabric

and the vNIC placement order.
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Note: Create two MAC Pools for the vNIC pinned to each of the Fabric Interconnect (A/B). This allows
easier debugging during MAC tracing either on Fabric Interconnect or on the uplink Cisco Nexus switch.

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.
Step 2. Select MAC and click Start.

Step 3. Select organization, Enter a Name for Mac Pool (A) and click Start.

Step 4. Enter the last three octet of MAC address and the size of the Pool and click Create.

Intersight o+ Infrastructure Service Q) search

o Pools > MAC Pool
verview

Create
o Operate -~
Servers © ceneral Pool Details
Collection of MAC Blocks.
Chassis ) Pooi Detaits

MAC Blocks
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Haw  Command Palette
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ta Help > Command Palctte

< Cancel Back | m

Step 5. Repeat this procedure for the MAC Pool for the vNIC pinned to Fabric Interconnect B, shown below:

: Intersight J*% Infrastructure Service

Pools > MAC Pool

Overview
Create
o Operate ~
Servers @ General Pool Details
Caollection of MAC Blocks,
Chassls o Pool Details

MAC Blocks

Fabric Interconnects
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Integrated Systems
& configure ~
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New Command Palette
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1o Help > Command Palette

Cancel | Back m
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The screenshot below details two MAC Pool for each virtual NIC (vNIC) pinned to each Fabric Interconnect:
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Procedure 4. Create UUID Pool

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.
Step 2. Select UUID and click Start.
Step 3. Select Organization, Enter a Name for UUID Pool and click Next.

Step 4. Enter a UUID Prefix (the UUID prefix must be in hexadecimal format XXXXXXXX-XXXX-XXXX).

Step 5. Enter UUID Suffix (starting UUID suffix of the block must be in hexadecimal format XXXX-XXXXXXXXXXXX).

Step 6. Enter the size of the UUID Pool and click Create. The details are shown below:

hele Intersight
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Cancel
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Create Server Policies

Procedure 1. Create BIOS Policy

Table 9 lists the required polices for the BIOS policy.

Table 9. Policies required for domain profile

Memory -> Memory Refresh Rate 1x Refresh
Power and Performance -> Enhanced CPU Auto
Performance

Processor -> Boot Performance Mode Max Performance
Processor -> Energy-Performance Performance
Processor -> Processor EPP Enable enabled
Processor -> EPP Profile Performance
Processor -> Package C State Limit CO C1 state
Serial Port -> Serial A Enable enabled

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, BIOS and click Start.

22 Intragtructurs Service

« Polician
Overview C t
O Operste ~
Servers Filters ki
Chassis
Platform Type Adupter Ceofigurstion Etherns: Q0% SCS! Stalic Target S0 Card
Fabric Intarconnects
M FCZone LAN Connestivity St Over LAN
Ryperfiex Clusters
C: Roat Qrder Fibre Chaneel Adapter naP MTe
Virtuskzstion
Certficale Maragerment, Fibre Chanrel Network Local Uzer SNMP
Kubametes

Device Connecter SSH

Integrated Systems

Dirive Securty Firmare st Starage
2. Caioure 0 Lihernel Adapter IMC fccess Fersisient Memory Syshog
Frose Emernet Network 1PMI Over LAN Powver Vitas! KM
S Fraemet Netwark Controd 1531 Adspter AN Coenectivey Vit Medla
Lthernel Nelwork Group 1581 Leet
Poots

Step 3. Select Organization and enter a name for BIOS Policy.

Step 4. Select UCS Server (FI-Attached), In the policy detail page, select processor option (+) and change the
below options and click Create:

« Boot Performance Mode to Max Performance
o Energy Performance to Performance

e Processor EPP Enable to Enable
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o EPP Profile to Performance
o Package C State Limit to CO C1 State

Policies > BIOS

Create
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Infrastructure Service

Policies > BIOS

Create
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Step 5. Click Create.

Procedure 2. Create IPMI over LAN Policy

Note: The highest privilege level that can be assigned to an IPMI session on a server. All standalone rack
servers support this configuration. Fl-attached rack servers with firmware at minimum of 4.2.3a support this
configuration.

Note: The encryption key to use for IPMI communication. It should have an even number of hexadecimal
characters and not exceed 40 characters.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, IPMI over LAN and click Start.

Step 3. Select Organization, Name the IPMI Over LAN policy, then click Next.

Step 4. Select UCS Server (FI-Attached).

Step 5. For the Privilege Level, select admin and enter an encryption key.
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Servers ) Geren Policy Details

L pelicy datalks

Cancel ﬂ m
Step 6. Click Save.

Procedure 3. Create Storage Policy

The Storage policy allows you to create drive groups, virtual drives, configure the storage capacity of a
virtual drive, and configure the M.2 RAID controllers.

In this configuration, Rubrik certified C240 M6 LFF nodes are configured with:
e 2x M.2 SSDs managed through M2 RAID Controller. A RAID1 configuration would be created across these
drives.

o 12x Large Form Factor (LFF) drives managed through pass through SAS controller. These drives are
configured in JBOD mode.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, Storage and click Start.

Step 3. Select Organization, Name the Storage policy, then click Next.
Step 4. Select UCS Server (FI-Attached).

Step 5. Change the Default Drive State’ to JBOD

Step 6. Enable M.2 RAID Configuration and select MSTOR-RAID-1 (MSTOR-RAID). (All Changes are marked in
RED).
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Step 7. Click Create.

LAN Connectivity Policy

LAN Connectivity Policy determines the connections, and the network communication resources between
the server and the LAN on the network. Some of the key best practices which should be considered before
creating a LAN Connectivity Policy for Rubrik nodes are explained below:

« To allow network access to Rubrik nodes, the LAN connectivity policy is used to create (four)4x virtual
network interfaces (vVNICs); vNICO, vNIC1, vNIC2, VNIC3. vNICO and vNIC1 are pinned to Switch ID A and
Switch ID B respectively, similarly vNIC2 and vNIC3 are pinned on Switch ID A and Switch ID B
respectively, with the same Ethernet network group policy, Ethernet network control policy, Ethernet QoS
policy and Ethernet adapter policy.

« Even though (four) 4x vNICs only (two)2 vNICs (vNIC2 and vNIC3) were created and are configured
through Rubrik OS. vNICO and vNIC1 are never used by Rubrik OS. Four vNICs are created to ensure
compatibility of configuration between C-Series nodes connect to Cisco Fabric Interconnect and
standalone Cisco UCS C-Series nodes which allow Cisco UCS VIC directly connected to a uplink switch
such as Cisco Nexus 9000 series.

¢ The primary network VLAN for Rubrik should be marked as native or the primary network VLAN should be
tagged at the uplink switch.

« The two vNICs (vNIC2/vNIC3) managed by Rubrik for all UCS Managed mode or Intersight Managed mode
(connected to Cisco UCS Fabric) should be in Active-Backup mode (bond mode 1). C-Series nodes
connected to CISCO Fabric Interconnect does not support Actlve Actlve mode ( 802. 3ad / mode 4). Ref.

servers/200519 UCS B-series-Teaming-Bonding-Options-wi.html

Figure 11 shows the mapping of VNIC2 and vNIC3 created in LAN connectivity Policy to network ports as
identified on Rubrik nodes.
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Figure 11. vNIC2 mapped with network ports on Rubrik node

Checking networking ports...

Port | Device Driver

bond©® | up 50000Mb/s
bond1 | doun Unknount
etho | Cisco VIC NIC (rev aZ2) douwn Unknouwn?
ethl | Cisco VIC NIC (rev a2) doun Unknount
rketho | Intel 10G X550T doun Unknount
rkethl | Intel 10G X550T doun Unknoun?
rkethZ | Cisco VIC NIC (rev a2) up 50000Mb/s
rketh3 | Cisco VIC NIC (rev a2) up 510101010y |\ g

Bond® Mode is fault-tolerance (active-backup)
Bond® bond ports are: rkethZ rketh3
Current active port is rketh3

Bond1l Mode is fault-tolerance (active-backup)
Bond1l bond ports are: rkethO rkethil
Current active port is None

WARNING: Bondl has no active ports and is not operational.

Checking for MCEs...

svar/logs/mncelog is clean

FRU Replacement Summary:

All FRUS in the node are healthy.

RCZ40WZP2649215U >>

RC240WZ2P2649215U >>

RCZ240WZ2P2649215U >>

RCZ40WZP2649215U >>

Table 10 lists the policy details which would be created through Intersight.

Table 10. LAN connectivity Policy details

Network Port

vNICO MAC Pool A A 0 eth0
vNIC1 MAC Pool B B 1 eth1
vNIC2 MAC Pool A A 2 rketh2
vNIC3 MAC Pool B B 3 rketh3

Procedure 4. Create LAN Connectivity Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select Lan Connectivity Policy and click Start.
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Step 3. Select Organization, Name the LAN Connectivity Policy and select UCS Server (FI Attached).
Step 4. Click Add vNIC.

Policies > LAM Connectivity

& Overview
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Chassis )
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vNIC Configuration
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MO ITEMS AVAILAELE
< Cancel Back

Step 5. Name the vNIC “vNICO0.”
Step 6. For the for vNIC Placement, select Advanced.
Step 7. Select MAC Pool A previously created, Switch ID A, PCI Order 0.
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Step 8. Create the Ethernet Network Group Policy; add the allowed VLANs and add the native VLAN. The
primary network VLAN for Rubrik should be marked as native or the primary network VLAN should be tagged at

the uplink switch.

2 Infragtructure Sendca

Palicies » LAN Connectivity » Create

Querview
Create[Ethernet Network Group
o Operate -~
Servers @ General F'ol\cy B
Chassls .
© roseyouss | VLAN Settings

Fabric Interconnects

HypsuFia Clustars

Virtualization
Hubamates
tegrated Systems

% Configure
Prafiles
Tamplatas
Policies

Froals

< Cancel
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Step 9. Create the Ethernet Network Control policy; name the policy, enable CDP, set MAC Register Mode as
All Host VLANS, and keep the other settings as default.

2 ifrastructure Service QEz Qmw Qon @8 @

Policies > LAN il > Create
QOverview
Create (Ethernet Network Control ]
i © oo wr. men
s o Policy Datails | @ i poicy is applicatie only for UCS Sarvers [F-Atached)

Fabeic Intarconnects
HyparFlax Clistars

Virtualization Orly Nalive VLAN @ All Host ViANg
Action on Uplink Fail
Kubemates
& UnkDoan - Waring
Intagrated Systams
A Impcrant! If the Action on Uplink is 561 1o Waming, tha switch 'aill a0 1aF aver # upink connactiity is st
©  Confiqure

Profiles MAC Securlty
Templates Farga

® Mow  Deny
Policies

LLDP
Poals

QB trstie tranzmi
I Erotie Recene

Step 10. Create the Ethernet QoS Policy; edit the MTU to 9000 and keep the Priority as best-effort.

bl Inpersight % Infrastruc

Policies > LAM Connectivity > Create

uerview Create|Ethernet QoS

@ Polley Detalls
General

Akt pelicy datals

Cnassis @ Foicy veais | A Bt | L8 S i) | U5 St (1 Astnchies

Fabric Intercannects
QoS Settings

HyperFlax Clusters

MTU, Byles Rate Limi, Maps
Wirtalizatian ooy i e 0

Kubamatas
. Burst
Integratad Systams
10220
£ canfigure ~
oo (I Erobic Tust Host Cas &
Templates
Palicies
Paols

Cane £~ |
Step 11. Create the Ethernet Adaptor Policy; select UCS Server (FI-Attached), Interrupts=10, Receive Queue

Count = 8 Receive Ring Size =4096, Transmit Queue Count = 4, Transmit Ring Size = 4096, Completion Queue
= 12, keep the others as default, ensure Receive Side Scaling is enabled.
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B Overview

O Operats ~
Servers
Chassis

Fabric Intercannects
HypeFias Clustars
Virtualization
Kubarmatas
Inegrated Systanss

& Canfigure -
Profiles
Templates
Policies

Paoks

Palicies » LAN Cannactivity » Creata

Create Ethernet Adapter

Interrupt Settings

() senera
o Poicy Details

InterTupts Intar

125

AlRtian Fing 5ize

< Cancel

st Timar, us

Step 12. Ensure the four policies are attached and Enable Failover is disabled (default). Click Add.
Q Search

Policies » LAN Connectivity

Create

Cancel

Consistent Device Naming (CDN)

Source

wNIC Name

Failover

Ethemet Network Group Palicy * ©
Selected Pollcy

@ | 2

Ru-ethemet-netgroup

Ethemnet Network Control Policy * ©

g

[ 2 Ru-ethel ‘et-rrz:'.mr«.on:'ol] *® @ &
Ethernet QoS * @

Selected Policy  Ru-ethernetQoS kS & &

[ x] @ &

ed Policy

Ethemet Adapter * ©

5 Ru-ethernet-adapter
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Infrastructure Service v

Policies > LAN Connectivity

Create

@ General
© Foiicy Detals I

[ None Pool Static }

“ This option ensures the IGN name i not associated with the policy

vNIC Configuration

[ Manual vNICs Placement Auto vNICs Placement ]

@ For manual placement option you need to specify placement for sach vNIC. Learn more at Help Cantar

m | Graphic vNICs Editor

L, Add Filter 1 iterns Tound 10~ per page 1 af1
I Mame Slot I Switch ID PCI Order Failover Pin Group MAC Pool ] #
l wNICD Aute A 0 Disabled - MAC-A |

< Cancel |E|m
Step 13. Add vNIC as vNIC1. Select the same setting as vNICO.
Step 14. For Switch ID, select B, and the PCI Order should be 1.
Step 15. Optional. The MAC Pool can be selected as the MAC Pool for Fabric B.

Step 16. Select the Ethernet Network Group Policy, Ethernet Network Control Policy, Ethernet QoS, and Ethernet
Adapter policy as created for vNICO and click Add.
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Policies > LAN Connectivity

Create

Add vNIC

General

Name *
VHIET @ Pin Group Name v @

MAC

[ Poal Static ]

MAC Pool * &
Selected Pool  MAC-E * ® 7

Placement

[ Simple Advanced ]

n ‘When Simple Placement is selected, the Slot 1D and PCI Link are autornatically determingd by the systenm.
wHICS are deployed on the first VIC, The Slot ID determines the ficst VIC. Slot ID rumbering beging with

MLOM, and therealter it keeps incramenting by 1, starting from 1. Simple assignmant is not appscable for
13xx series VICS that support dual-link.

Switch 1D *
B E

Consistent Device Naming (CDN)

Souree

WHIC Mame v M

Failover
C‘ Enapled @

Ethernet Network Group Policy * @

Selected Policy Ru-ethernet-netgroup * = &

Ethernet Network Control Policy * ©

Selected Policy  Ru-ethernet-networkcontral x - &

Ethemet Qo3 ¥ @

Selected Policy  Ru-ethernetGoS x L] &

Ethernet Adapter * ©

Selecled Policy  Ru-gthernel-adapler * S &

iSCS| Boot ©

Select Policy (=

Cannantian

Cancel

=3
Step 17. Repeat steps 1 - 16 to add vNIC2 and vNIC3.

Step 18. vNIC2 and vNIC3 will have the same Ethernet Network Group Policy, Ethernet Network Control Policy,
Ethernet QoS, and Ethernet Adapter policy as created for vNICO and VNIC1.

¢ VNIC2 needs to be pinned to Switch ID A, with AMC Pool B and PCI Order as 2.

e VNIC2 needs to be pinned to Switch ID B, with MAC Pool B and PCI Order as 3, select B, and the PCI
Order should be 1.

Step 19. Ensure the LAN connectivity Policy is created as shown below with 4x vNIC and click Create.
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Policies > [LAM Connectivity > ﬂu-LANCunnectivty_vaIC]

Edit
ﬂ This aption ensures the IQN name is not associated with the palicy N
) ceneral
© Foiicy Detais | vNIC Configuration

[ Manual vNICs Placement Auto vNICs Placement ]

a For manual placement oplion you need to specify placement for each vNIC. Learn more at Help Center

m Graphie vNICs Editor
Q, Add Filter = Export 4 items found 13~ per page 1 of1
Mame Slot ID Switch ID PCI Order Failover Pin Group MAC Pool
wNICT Auto B 1 Disabled - MAC-B
whIC3 Auto B 3 Disabled MAC-B
wNICO Aulo A o Disabled - MAC-A
wNIC2Z Auto A 2 Disatbed = MAC-A

Procedure 5. Create Boot Order Policy

The boot order policy is configured with the Unified Extensible Firmware Interface (UEFI) boot mode. The
following are the Boot Order mapping for Rubrik nodes:

« PXE Boot
¢ Virtual Media to mount ISO

« Virtual Drive with RAID1 created across (two)2x M.2 boot drives. Rubrik OS is installed on this Virtual
Drive.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, Boot Order, and click Start.

Step 3. Select Organization, Enter a Name for Boot Order Policy.

Step 4. Under Policy Detail, select UCS Server (Fl Attached), and ensure UEFI is checked.

Step 5. Select Add Boot Device and select local disk and enter device name as ‘os’ and Slot as ‘MSTOR-
RAID.’
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Policies > Boot Order
Create

Add policy details

@ General

© rolicy Details | [Conl'iguled Boot Mode

All Platforms. UCS Server [Standalone) i

(@) Unified Extensible Firmware Interface (UEFI) Legacy

o Enable Secure Boot ©

[ Add Boot Device | |

- Local Disk (os) @D Eravles @ A~ v
Davice Name * Slot

05 MSTOR-RAID @
Bootloader Name Bootloader Description @

Bootloader Path

Step 6. Select Add Boot Device and click vMedia and name the ‘vmedia-1’ device name.

Policies » Boot Order

Create

Add policy detalls

@ General

o Palicy Details

All Platforms UCS Server [Standalone) wver [Fl-Attached]

Configured Boot Mode ©

® Unified Extensible Firmware Interface (UEFI) Legacy
(, Enable Secure Boot @

Add Boot Device | - |

virtual Media (vMedial) @D eraviea | @ o~ v
Device Mame *
wMedial @
Sub-Type
MNone v @
+ PXE Boot (PXE-boot) @D Enabled | [ A v

Step 7. Select Add Boot Device and select PXE Boot, enter device name as ‘PXE-boot’ and interface name as
vNICO.
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Policies | Boot Order

Add policy details
@ General
Policy Details "
o olicy Detal | Configured Boot Mode @
(@) Unified Extensible Firmware Interface (UEFI1)

c‘ Enable Secure Boot @

All Plattorms. UCS Server [Standalone) Server [Fl-Atta

Legacy

PXE Boot [PXE-boot)

Device Name *

PXE-boot

@D crabied | [@

IP Type
MNang

Interface Nama *
wNICO

< Cancel

Step 8. Ensure the boot Device Order is as provided in the following screenshot, with 15t Boot Order as PXE
boot, 2 Boot Order as vMedia and 3 Boot Order as os(local disk). Click Create.

Policies > Boot Order
Create
© ceneral
© Foiicy Details |

Add policy details

Configured Boot Mode ©

(@) Unified Extensible Firmware Interface (UEFI)

m Enable Secure Boot ©

| Add Boot Device

Al Platforms UCS Server (Standalone]

Legacy

+ PXE Boot [PXE-boot)

+ Virtual Media (vMedial)

+  Local Disk (os)

@D Enabled | [ A v
. ) Enabled | [i] A~ W

c) Enabled [0 A~

€ Cancel

Procedure 6. Create IMC Access Policy

The IMC Access policy allows you to configure your network and associate an IP address from an IP Pool with a
server. In-Band IP address, Out-Of-Band IP address, or both In-Band and Out-Of-Band IP addresses can be
configured using IMC Access Policy and is supported on Drive Security, SNMP, Syslog, and vMedia policies.
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In the present Rubrik configuration, customers can create both IN-Band Out of Band IMC Access Policy.

Note: In-Band IMC Access Policy is required to utilize operating system installation feature of Cisco
Intersight.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select IMC Access and click Start.

Step 3. Select Organization, Name the IMC Access policy, then click Next.

Step 4. Select UCS Server (FI-Attached).

Step 5. Select the In-Band Configuration option.

Step 6. Enter VLAN for IN-Band Access and select the IN-Band IP Pool created during IP Pool configuration.
Step 7. Enable Out-of-Band (OOB) configuration, Select IP Pool ( as created under ‘Create Pools’) section.
Step 8. Click Create.

el Intersight % Infrastructure Service Q) search

. Policies > IMC Access
@ Overview

o Operate o
Al Platforms S Cha
Servers @ General
Chassis o Policy Datails B A winimum of one configuration must be enabled. Policies ke SNMP, yMedia, KMIP and Syslog are supported via Out-Of-Band. Check here
for more info, Help Centre
Fabric Interconnects
HyperFlex Clusters @D 1~-8and Configuration @
Integrated Systems .
P 1080
@ Analyze -~

Explorar e

B 1P address configuration ©
& configure ~

IPvé address configuration @

Profiles.

Templates

Palicies

Pools
@D out-0f-Band Configuration ©

1P Poal * @

New  Command Palette Selected IF Pool  Ru-IP-Pool Ed @ &

Procedure 7. Create Local User Policy

Note: Local User Policy creates local user and password for access to KVM through Server Management
IP allocated through IMC Access Policy. For example, access to server console through https://<<KVM-
IP>>/kvm/.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Local User and click Start.
Step 3. Select Organization, Name the Local User policy and click Next.

Step 4. Change the password history to ‘0’, Add a local user with the name ‘RUBRIK’ and role as admin and
enter a password. This is used to access the server KVM through KVM IP. Click Create. You can create multiple
Local Users as required.
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a3 Infrastructure Service v

tuesr Intersight

Policies > Local User

Overview
O Operate ~
Password Properties
Servers @ General
Chassis © FoicyDerails | @D Eerforce Strang Password < QD encble Password Expiry ©
Fabric Interconnects Password History QD Aiways Send User Password
: al &
HyperFlax Clustars
Integrated Systems
Local Users
@ Analyze ~
Explorer Now @  This policy will ramoye axisting user sceounts othar than the ones configurad with this pokicy. Howaver, the dafault admin user account is
net deleted from the endpoint device. You can enly enable/disable o change account passwerd for the admin account by creating a user
® " with the user name and role s ‘samin. If there are no users in the policy, oY the admin user account wil be svalable on the endpoint
. ~
Contioy devics. By default, IPMI support is enabled for all users
Profiles
Add New User
Templates il
Policles RUBRIK (agmin) @ wave 0
Edom Username * Role
RUBRIK © admin
New Command Palette S Paaswool o
ASSWors ¥ *assword Conl avon ¥
Navigate tersight with Ctrie K or go
to Help > Command Palstte el m m

Create Server Profile

Procedure 1. Create Server Profile Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. All the policies created in previous section would be attached to Server Profile Template. You can
derive Server Profiles from templates and attach to new Cisco UCS C-Series nodes deployed for Rubrik cluster.
For more information, go to: https://www.intersight.com/help/saas/features/servers/configuretiserver profiles

The pools and policies attached to Server Profile Template are listed in Table 11.

Table 11. Policies required for Server profile template

Compute Policies |Network Policies Management Storage Policy
Policies
KVM Management IP BIOS Policy LAN Connectivity IMC Access Policy Rubrik storage policy
Pool for In-Band and Policy for RAID1 configuration
Out-of-Band (OOB) across 2x M.2 cards.
Access This is utilized for

Rubrik OS installation

MAC Pool for Fabric Boot Order Policy Ethernet Network IPMI over LAN
A/B Group Policy
UUID Pool Ethernet Network Local User Policy

Control Policy
Ethernet QoS Policy Serial Over LAN Policy

Ethernet Adapter
Policy

Step 1. Click Infrastructure Service, select Templates, and click Create UCS Server Profile Template.
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Overviw Templates

ucs Server Profile Templates

§  Operate ~
Create UCS Server Profile Template

Servers

Chassis

(3 Ewport  Ditems found 10 - po page norn

Fabric Interconnects P
MNama Usaga Target Platferm Description Last Updata

HyporFlox Clustars
MO ITEMS AVAILABLE
Integrated Systams
& configurs o
Profiles
Tamplatas

Policies

Pools

New  Command Palette

b 4 o o

el Intersight 22 Infrastructure Service v

« Templates

Create UCS Server Profile Template

Overview

o operate

PR, © cerernt | General
Enter @ name, description, 1ag and select a plattorm for the server protile tlemplate.
Chassis 2 Compute Canfiguration
Fabric Intarconnacts -
3 Management Configuration R

HyperFlex Clusters
4 Storage Configuration

Integrated Syztems Nama *
%) Network Configuration Rudrie Tomplato 1

) Analyze

6 Summary
Explorer New y

©  contigure A

Profiles

Templates

Policias

Description

Pools

New  Command Palette

‘ exight witn CreeK o go

’ ! S m

Step 3. Select UUID Pool and all Compute Policies (BIOS and Boot Order Policy) created in the previous
section. Click Next.
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32 Infrastructure Service

) search

Create UCS Server Profile Template

: X + Templates
@ Overview
-] Operate o
@ oo

Chassis o Compute Configuration

Fabric Interconnects
3M ©

Compute Configuration

Creata or salact xisting Comguta policias that you want 1o a

UUID Assignment

Hyperflax Clusters
4 Sterage Configuration
Integrated Systems

5§ Metwork Configuration

@

Analyze ~
Explocer New 6 Summary
€&  configure ~
Profiles
Tamplates

Policies

Pools

Hew  Command Palatte

LLID Paal
Selected Pool Ru-UUID 3 ko £

with this tamplata

BIOS ® Ru-BIOS (£
Bool Order @ Ru-Boatrder [
Firrmwara

Power

Thermal

Virual Media

Close

Step 4. Select all Management Configuration Policies ( IMC Access, IPMI over LAN and Local User policies )
and attach to the Server Profile Template.

Intersight

+ Templates

Create UCS Server Profile Template

@ Overview
=] Operate ~
s © cenern
Chassis @ Compute Configuration

Fabric Interconnects .
e Management Configuration

4| Storage Configuration

HyperFlex Clusters

Integrated Systems

5 Network Configuration
D Analyze ~

Explorar Hew & Summary
©  configura -~

Profiles

Templates

Palicies

Paoals

Mew  Command Palette

Mavigate Intessight with CirleK ar go
1o Help > Command Palette

Management Configuration

Create or select existing Management policies that you want to asseciate with this template

Certificate Managament
| MC Access
PMI Cver LAN

Local Usar

& IMCAccrss-1 (2
® Ru-IPMI [T

® localuser-1 [

Serial Over LAN
SHMP
Syslog

Wirtual Kvid

Close

Step 5. In the next screen, under Storage Configuration, Select Storage Policy and click Next.
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-2 Infrastructure Ser

Dvarview

O Operata ~

Servers

Chassis

Fabric Interconnects

HyperFlex Clusters

Integrated Systems

@ analyze ~

Explarer Hew

&  configure ~

Profiles

Templates

Policias

Fools

Mew  Command Palette

gt Intersight with Grik cr go
o Help > Command Pakette

+ Templates

Create UCS Server Profile Template

() cenera

(&) comgute Configuration
@ Ma'\duenlen[ CD"“UUr&liUIr
5 Natwork Configuration

6 Summary

Storage Configuration

Craate or sekect axisting Storage policies that you want 10 associate with this template.

Drive Seeurity

5D Card

® Ru-storage ) ]

Close

[ =]

Step 6. Under Network Configuration, select the LAN connectivity Policy created in the previous section and

click Next.

ersight

22 Infrastructure Service

@ Overview

O, Operate

Servers

Chassis

Fabric Interconnects

HyperFlex Clusters

Integrated Systems
@ Analyze

Explorer HNaw
& configure

Profiles

Templates

Palicies

Pools

Mew  Command Palatte

Havigata inarsight with CtrsK ar go
to Help > Command Palette

+ Templates.

Create UCS Server Profile Template

@) caneral

(%) compute Canfiguration
@ Maﬂ&geﬂ\&‘l\[ Col\rigufm\ol\

@ Storage Configuration

O Hetwork Configuration
~

€ Summary

Network Configuration

Creats or select existing Network Configuration policies that you want to asscciate wi

[ LAN Connactivity

SAN Connectivity

Close

Step 7. Verify the summary and click Close. This completes the creation of Server Profile Template The details
of the policies attached to the Server Profile Template are detailed below.
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+ Templates

Create UCS Server Profile Template

General Surnmar_y

Verify details of the template and the policies, resclve errors and deploy.

Compute Configuration

~ General
Management Configuration -
Template Name Organization
Rubrik-Template-1 Ru-Org

Storage Configuration
Target Platform
Network Configuration UCS Server (Fl-Attached)

0O © OO O 06

Summary
Compute Management Storage Metwork
Configuration Configuration Configuration Configuration

BIOS Ru-BI0S (3
Boot Order Ru-BootOrder [
uuiD Ru-UUID 3

< Close m

Infrastructure Service v Q Search @ Qﬂ 2 Q @ Q

€ Templates

Create UCS Server Profile Template

General Summary

Verify details of the template and the policies, resolve errors and deploy.

Compute Configuration

~ General
Management Configuration
9 9 Template Name Organization
Rubrik-Template-1 Ru-Org

Storage Configuration

Target Platform

- BEOROENORCING

Network Configuration UCS Server (FI-Attached)
Summary
Compute Management Storage Network
Configuration Configuration Configuration Configuration
IMC Access IMCAccess-1 (5]
IPMI Over LAN Ru-iPMI 8]
Local User localuser-1 (]

< Close m
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infrastructure Service Q Search

+ Templates

Create UCS Server Profile Template

General Summary
Verify details of the template and the policies, resolve errors and deploy.
Compute Configuration

~ General
Management Configuration
Template Name Organization
Rubrik-Template-1 Ru-Org

Storage Configuration

Target Platform

- BN ORI O CEOING)

Network Configuration UCS Server (FI-Attached)
Summary |
Compute Management Storage Metwork
Configuration Configuration Configuration Configuration
[ Storage Ru-storage (5]

Infrastructure Service Q search

€ Templates

Create UCS Server Profile Template

General Summary
Verify details of the template and the policies, resolve errors and deploy.
Compute Configuration

~ General
Management Configuration
@ 9 ‘guratl Template Name Crganization
Rubrik-Template-1 Ru-Org
@ Storage Configuration
Ta atform
@ Network Configuration UCS Server (FI-Attached)
e Summary
Compute Management Storage Network
Configuration Configuration Configuration Configuration
LAN Connectivity Ru-LANConnectiviy_4vNIC E
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Install Rubrik CDM on Cisco UCS C-Series Nodes
Rubrik OS can be installed on Rubrik certified Cisco UCS C240 M6 LFF nodes with one of two options:

« Install OS through Intersight OS installation.

This allows installing the Rubrik CDM operating System through Cisco Intersight. You are required to have
an Intersight Advantage license for this feature. The operating system resides on a local software
repository as an OS Image Link configured in Cisco Intersight. The repository can be a HTTTPS, NFS or
CIFS repository accessible through the KVM management network. This feature benefits in the following
ways:

o It allows the operating system installation simultaneously across several C-Series nodes provisioned for
the Rubrik CDM cluster.

o It reduces DayO installation time by avoiding mounting the ISO as Virtual Media on the KVM console for
each node deployed for Rubrik on each Cisco UCS C-Series node.

« Install the OS by mounting ISO as virtual Media for each node.

Derive and Deploy Server Profiles

Procedure 1. Derive and Deploy Server Profiles

In this procedure, Server Profiles are derived from Server Profile Template and deployed on Cisco C-Series
nodes certified for the Rubrik CDM.

Step 1. Select Infrastructure Service, then select Templates and identify the Server Template created in the
previous section.

= Ml Intersight

Create LICS Server Profile Template

O oExport 2 itams faung W~ perpage 1w

Hyperfles Clisters Nasme Usage Targer Platform Desariftion Livst Upelate

Integrated Systems. 0 UCS Server IF1-Attached) Cec 22, 2023 336 PM

3 UCS Server [F-Attached) ot 18, 2023 38 PM

@

Analyza ~

Explorar Hew
©  canfigue

Prafiles

Palicies

Foals

Step 2. Select the Server Template created in previous section, click the ... icon and select Derive Profiles.
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@ Ovarview

0  Operate
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters
Intagrated Systems
@ Analyze
Explorer Hew
©  Configura
Profiles
Templates
Policies

Poals

Step 3.

Templates

UCS Server Profile Templates

erver Prol.. @

s G, Add Flter

Namae Usage

Target Platform

S Export

Description

2 Items found

Create UCS Server Profile Template

0 per page 1 of1

Last Update

plate-1

7 [il Selected10i2  Show Selected  Unsabact All

0 UGS Server [FI-Attached)

] 3 UCS Server [Fl-Attached)

Dec 232, 2033 3:38 PM

Identify and select the Cisco UCS C-Series nodes for Server Profile deployment and click Next.

UCS Server Profile Templates > Ru-SP-Template-1

Derive

o General

2 Details

3 Summary

General

hat
orvers

later.
~ UCS Server Profile Template

Mama
Ru-5P-Template-1

Target Blatfarm
UCS Server (FI-Attached)

-~ Server Assignment

e te e assgaed to profilels) or specfy the numoer of profiles that you want to

Orgarization
Ru-Org

[ [ Assign Mow | ]From a Resource Pool | Chassis Slot Location | Serial Mumber | Assign Later ]

0, Add Filer [ Expart £ items found i~ perpage af1 i
& HName Health User Label Model UCS Domain Serial Nu...
& AAD9-FI-DP-6254-1 & Healthy UCSC-C240-M...  AAQD-FI-DP-6... WZPZES10561
@ AA0S-FI-DP-6254-2 & Healthy UCSC-C240-M...  AAQD-FI-DP-6... WZPZE510590
B AAD9-FI-DP-5454-3 & Healthy UCSC-C240-M...  AAQD-FI-DP-G... WZP2E51056H
B AADD-FI-DP-5454-4 & Healthy UCSC-C240-M...  AAQD-FI-DP-G... WZPZEE1055Z
< Cancel

Step 4. Select organization (Ru-Org in this deployment), edit the name of Profiles if required and click Next.
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UCS Server Profile Templates > Ru-SP-Template-1

.
Derive
@ General Details
Eclit the descriptian, 1ags, and awo-generated names of the profiles,
© oetsis |

~ General

3 Summary
[ Crgarization * Targst Platform
tu-Org w I Sarver (Fl-dttached

Description Set Tags

-~ Derive

1 Mame = Assigned Sener

Ru-SP-Template-1_DERIVED-1 AADS-FI-DP-G454-1

< Close | Back

Step 5. All Server policies attached to the template will be attached to the derived Server Profiles. Click
Derive.

UCS Server Profile Templates > Ru-SP-Template-1

Derive

@ General
() petails
o Summary

Summary

Hummary of the prefiles that need toa ke derved from the profile temalate

~ General

emalate Kame

Organizatinn

Ru-EP-Template-1 Ru-Org

Target Flatfarm
UCS Server (FI-Attached)

UCs Server Profiles

Hame Assigned Server

Ru-SP-Templale-1 DERIVED-1 AA0S-FI-DF-5454-1

Compute Management Storage Metwork

Configuration Configuration Configuration Configuration
BI0S Ru-BIOS (3
Boot Crder Ru-BootOrder [5
Peawar

Ru-Power [

. =3 ()

Step 6. The Server Profiles will be validated and ready to be deployed to the Cisco UCS C-Series. A “Not
Deployed” icon will be displayed on the derived Server Profiles.
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@ overviow Profiles

HyperFlex Cluster Profiles  UCS Chassis Profiles

0] Operate s
Servers

Chaszsis

rvar Prof., +
Fabric Interconnacts
<, ddd Filtar

HyparFlax Clusters.

Status

Intagrated Systams Incensistency Reason

" Mot Deployed 1
& Configure ~

Templatas

Mo datz svailzble

Status

UCs Domain Profiles

Target Platform

Fl-fttached 1

Target Platform

UCS Server Template

{3 Export

Sarvar

1items found

9 poe

Last Update

Palicies [ . Het Deployed ]

Paals

Hew  Command Palette

b tersight wita oK oo oo
1 Help > Commard Falette

Select the Not Deployed Server Profiles, click the ...

Ru-5P-T:

w1 AADA-FI-DP-8454-1

icon and click Deploy.

& Ovarview b Thers are 1 Critical, 1 Warring alerts. Expand All
B Operste ~  Profiles
Servers

UCS Chassis Profiles

HyperFlex Cluster Profiles

Chassis

Fabric Intereonmects

HyperFies Clusters

UCS Domain Profiles.

UCS Server Profiles

AR TR [*Export  4temstfane @ - parpage 1 af
& configure
Inconsistency Reason Target Platform
Prafilas Aetvate
Fl-atiached 4
e ik Mo data avallable
Policies
Pools. Nama Status Targat Platfarm UCS Sarvar Tamplata Sarver Last Update
= % Wt Dapletyed LTS Server (Fl-Alached] Ru-57-Template-1 AADY-FI-DP-B454-4 7 hours ago
= Yion Depioyed LiCS Sarver (Fl-Attachad] R EA-Template -1 ABOS-FI-DR-RA5A-3 7 howrs aga
New  Command Falette
= £ Wot Deployed LiCS Sarver (FI-Attachad] Hu-58- T 1 ABOE-FI-DP-G454-2 ¥ hours aga
Javigaa Inta Ker g
1o Help > Command Palette =34 LCS Server (Fl-Aached] Ru-52Tey AADYFI-DP-B4521 @ hours age
Show Selected Unselect All 1 af1

Step 8. Enable Reboot Immediately to Activate and click Deploy.
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Deploy (3 UCS Server Profiles)

Selected UCS server profiles will be deployed to their assigned servers.

A\ 1f policy configuration requires an immediate reboot and the option below is disabled, then profile
deployment will not be initiated.

( Q Reboot Immediately to Activate O]

~ More Details

G 2 i‘1 Deploy (3 UCS Server Profiles) age 1 of {S}
Q, Add Filter
Server Profile Name s Server Name Reboot
Ru-SP-Template-1_DERIVED-4 AAO9-FI-DP-6454-4 -
Ru-SP-Template-1_DERIVED-3 AAOS-FI-DP-6454-3 -
Ru-SP-Template-1_DERIVED-2 AAO09-FI-DP-6454-2 -
1 of1

E ﬁ
[ A

Step 9. Monitor the Server Profile deployment status and ensure the Profile deploys successfully to the Cisco
UCS C-Series node.
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“ Requests b4
Deploy Server Profile

Details Execution Flow 1
Status Progress J 5%
I In Progress

Wait For EIOS POST Completion

Name ) Prepare Server Profile Deploy

Deploy Server Profile

=) Power On Server

o
G4aB5fa76o6f6e330197478a

Target Type
Rack Server

Source Type

Server Profile

Sourca Mame
Ru-$P-Template-1_DERIVE...

Initiztor

andhiman@cisco.com

Star: Time
Jul 7, 2023 11:55 AM

End Time

Requests X

% All Requests @

Q, Status In Progress x| Add Filter % [+ Export 3 items found 12+ per page 1 of1
. uw
Status Execution Type "
“ InProgress 3 Execute 3
Name Status . Initiator . Target Type Target Name Start Time - Duration [1+] Execution Type ¢
Deploy Server P... 1 In Progress 5% andhiman@cisc... Rack Server AAQS-FI-DP-64... 7 hours ago 7h12m2s 54a9913e696f6... Execute
Deploy Server P... )InProgress 5%  andhiman@cisc...  Rack Server AADS-FI-DP-64.. 7 hours ago 7h12m2s 6429913e69616... Execute
Deploy Server P... 1 In Prog 5% andhi isc...  Rack Server AADS-FI-DP-84... 7 hours ago 7h1Z2m3s 6429913e69616...  Execute
1 of1

Step 10. Once the Server Profile deployment completes successfully, you can proceed to the Rubrik CDM
deployment on the Cisco UCS C-Series nodes.
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3 Infrastructure Service

C} search

.
@ Overview Profiles
HyperFlex Cluster Profiles UCS Chassis Profiles. UCS Domain Profiles UCS Server Profiles
o Opaerate s
Servers

Create UCS Server Profile
Chassis

# AllUCS Server Prof., &
Fabric Interconnects

. Add Filter = Expart 4 items found 12 per page 1 ofh
HyperFlex Clusters
Integrated Systams Status Inconsistency Reason Target Platform
==L Fl-Attached 4
e L - Mo data available
Explarar New
[ ] -
Coniigie - Name Status Target Platform UCS Servar Template Sarver Last Updiate
Ru-5P-Template-1_DERIVED -2 ELT UCS Server [Fl-Attached)  Ru-SP-Template-1 Dec 5, 2023 4:47 PM
Templates Ru-SP-Template-1_DERIVED-4 20K UECS Servar (F-Attached)  Ru-SP-Template-1 Diec 5, 7073 4148 B
Pelicias Ru-5P-Template-1_DERIVED-3 @ oK UCS Server (F-Attached)  Ru-SP-Templata-1 Dec 5, 2023 4:49 FM
ic
Ru-5P-Template-1_DERIVED-1 @ oK UCS Server (F-Attached) AADG-FI-DP-6454-1 Dec 5, 2023 &:32 PM
Pools
1 of?

Mew Command Palette

Step 11. Access KVM with KVM username > kvm-user (RUBRIK) and password > <<as configured in local user
policy>>, and make sure the node is accessible.

Step 12. Virtual KVM can be accessed by directly launching from Cisco Intersight (Launch vKVM) or access the
node management IP.
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<« C @ useast-lintemightcom/an/infrastructuse service/an/compute/physical summaries/ 2§ currentPage=18&SpageSize= 14&3c y=Name%20asc&ScurrentCustomView=1 w % O &

alule Intersight ¢ Infrastructure Service

O  Operate

AllE s
Sarvers Add Filte Export 23 items found 14 per pag 1
Chassis

Health Power HCL Status Models Contract Status Profile Status
Fabric Interconnects

" ons Incoeplets 19 «C220MS5L 6 0 Not Covered 23
g 5B, W7y L%
HyperFlex Clusters 23 ng:Y. ) On 18 Validated 4 23 «C240 M5L 4
= s — .0 9 *owe

Virtualization Syster
Kbarmatas Management IP Model Server Profile Serial UCS Domain Name Profile

HXA (
Integrated Systems

HXAF220C-M:

©  Configure

Profiles aan

HXAF240C-N
Templates HXA 10C-N
Policies 10.108.0.16 HXAF240C-MSSX

HX 240C-M55X
Pools [

10108.0.21 UCSX-210C-M6

c © Not secure [«-\%Egﬁm’/'lO.‘lO&O,‘l66‘ku~1/:ncex.lwtmj

“«
B RackTables  (B) DMZ vCenter

Sign In
Usemame *

RUBRIK

Install OS through Intersight

Procedure 1. |Install Rubrik CDM through Cisco Intersight OS Installation feature

This procedure details the process to install the Rubrik CDM operating system through the Cisco Intersight OS
installation feature.

Note: This feature is only supported with the Intersight Advantage Tier License.

Note: Make sure the certified Rubrik CDM ISO is available from a local repository, for example an
HTTPS/NFS/CIFS server. This is a one-time process for each version of the Rubrik CDM ISO.
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Step 1. Login to Cisco Intersight and click System.
Step 2. Click Software Repository and click the OS Image Links tab.
Step 3. Click Add OS Image Link.

Intersight B System O} search

@  settings Software Repository

| Admin ~

Firmware Links OS5 Image Links SCU Links 0% Configuration Files
Targets —
Software Repasitory Add 05 Image Link

Tach Support Bundies

Audit Logs # A OS Image Links &
Acd Filts 5 Exp 3 items found 0 per page af
Sesslons dd Fitter [ Export 3 items found W per pag 1 at
Hame Vendar ersion File Location Description Last Update
Licansing
k-1 bt Uburite Server 13.04.4 178 By OB A Birubik_os A Dec 4, 2023 520 #4
ubrik 0z B1.3-p5-25046 .. Ubuntu Ubuntu Server 13.04.4 LTS hips: 8 Mow 3, 2023 316 FM
New Command Palette brikB1 Ubuntu Ubunite Servar 18,04 LTS hty DB Bfrutek_os 8 Qct 18, 2023 7:54 PM
1 af

Step 4. Select organization, add the location of the Rubrik CDM ISO (NFS/CIFS or HTTPS server) and click
Next.

Wl Intersight 8 System v Q search
.
@  settings Software Repository
| Admin A
Targets o General | General
Software Repository Specify the Operating System source 10 be used during the instaliation process.
2 Details
Tech Support Bundies Organization *
Ru-Org
Audit Logs
Sessions

0B.1.8/rubrik_05_8.1.3-p6-25150_v_3.5.0-138.1 © ]

Licensing [ e L

New Command Palette

Username
Nawigate Intarsight with Ctei+K of go
0 Help > Command Palette

Step 5. Enter a name for the Repository, for the Vendor enter Ubuntu, and for the Version enter Ubuntu 18.04
Click Add.
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) search

@  sevings Software Repository
I admin ~
Targats (Z) eneral
Software Repasitory fem

© oeniis |

Tech Support Bundles Mame
Rubelk 813
Audit Lags
Sassions B
Ubunty Uouritu Server 1804 LTS
Licensing
ot Tags Description

Hew Command Palatte

4K ar g

Step 6. Make sure the OS Repository is successfully created in Cisco Intersight.

‘tues Intersight B System - Q) search

@ setings Software Repository

l Admin o~
Firmware Links 0S5 Image Links SCU Links 0S5 Configuration Files
Targets
Software Repository Add 05 Image Link

Tech Suppert Bundies

Audit Logs % AN DS Image Links

Sesslons Add Filter [ Export 4 items found 10 per page 1 of1
Mame Vendor Version +i|e Location Description Last Update

Licensing
ubrik 812 Ubuntu Ubuntu Server 18.04 LTS I"ltps.-'."lL‘.'IUE 1.8/rubrik_os_g a few seconds ago

Step 7. From Cisco Intersight, click Infrastructure Service, then click Servers, and select the Cisco UCS C-
Series nodes ready for the Rubrik CDM OS installation. Click the ... and select Install Operating System. Click
the ... and select Install Operating System.

= e Intersight o*% Infrastructure Service v

&  Overview Servers

fe] Operate ~

) o Ao i p

Chassis Power

tems found 10 ~ perpage 1 of1

S Power HCL Status Models Contract Status Profile Status Re¢ ™"
System

Fabric Interconnects

wona @ Incomplata 4 © Not Covarad 4
HyperFlex Clusters @ e C240M61 4 @ “OK 4 Nol
rating System

Integrated Systems

Upgrade Firmware
Memo... ucsD.. Serve... F. A, Serial Mana
©  Analyze e Start Alarm Suppression ( < 5
4-1 © Hesithy 128.0 3840 AADS-FI-D Ru-SP-. @ 4.2(21) No WZP2z6510561 1070 -
Explorer New Stop Alarm Suppression
. \4-2 © Healthy 128.0 3840 AAOS Ru-SP-. @ 4202} No WZP26510580 10708 -+
Set License Tier
©  configure A~
O AAOG-FI-DP-6454-3 @ Healthy 1280 3840 AADO D Ru-SP-. 42(32 No WZP2651056H 1010¢€
Profiles = -
() AAO9-FI-DP-6454-4 © Heaithy 1280 3840 AADS-F Ru-SP-. @ 42021} No WZP2651055Z 10108 -
Templates S ¥

Step 8. In the General tab, ensure the nodes are selected. Click Next.
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Install Operating SystemJ

& Overview
O Operate ~ | General
Servers 5 he servers for the Operating
2 Operating System
Chassis
3 Configuration .
Fabric Interconnects b i
HyperFlex Clusters 4 Server Configuration Utility
Acid Filtar Export 4 items found 10~ perpage 1 of1
Integrated Systems 5 Installation Target
Hama Health Usar Labal Modal Sarial Numbar ]
@ Analyze -~
&) Summary B AADI-FI-DP-5454-1 @ Healihy UCSC-C240-MEL WEZP2E510581
Explore h
HpRarar - B  ARDI-FI-DP-5454-2 © Haaithy UCSC-C240-MEL WZP26510590
©  configurs ~ @ AADI-FI-DP-5454-3 © Haathy UCSC-C240-MEL WEZPZESI056H
Profiies @  AADI-FI-DP-5454-d © Haathy UCSC-C240-MEL WEZPZESI055Z
o 1 show Seb Unsel of
Tempistes teddofd  ShowSelected  Unselect All 1
Falicies
Pools
Wew  Command Palette
Mavigate Imersight with Ceri+K or go
16 Halp > Command Palette < Cancel m st

Step 9. Select the Operating System repository which was previously created for Rubrik CDM ISO and click
Next.

8 Overview

Install Operating System

(-] A .
Operate © ooneral Operating System
Servers an Operating System from the list ar add a new image o the
|
Chassis
3 Configuration ; X
Fabric Interconnacts Salect Oparsting Syss
HyperFlex Clusters 4 Server Configuration Utility Add OS Image Link
Integrated Systems 5 Installation Target
©  analyze - 8 Summary
Explorer Hew B selected servers beseag 1o rultiple comman organizations: ‘default, 'Au-Org. You can cheose 1o install Operating System
from one of the cammon organizations. Learn more at Help Center.
& configure ~
4 items found 10 EF page of 1
Profiles i "
Name Fila Location Vandar Varsion Daseription
Templates
RubsrikB1 hy frubrik. Ubuntu Uhunt s 1804
Pol
olees rubrik_0s B13-pS-.. e 0818/ bk, Ubunu Ubuntu Server 18.04....
Posls rubirik-051 ht aaAfbrik. Ubunty Ubunt Server 18.04....
& Rubk 813 nitps: 07088 Tubrik.  Ubuntu ] Ubuntu Sarver 18,04 ..
Selected Tof 4 Show Selected  Unselect Al af 1

Maw  Command Palette

18 Intersich Bk ar ga
o = Command Palette

< Cancal

Step 10. From Configuration, click Embedded and click Next (the OS configuration file is already part of Rubrik

CDM ISO). Click Next
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G Install Operating System

O Operate 5 © senena Configuration
Servers Selact a configuration sowrce and provics the nacs
(&) operating system

© configuration |

a4 Server Configuration Utility

Chassis

Fabric intarconneats

Selact Configuration Source

HyperFlex Clusters

Integrated Systems 5 Installation Target
B operating System image must incluge a configuration file. For an example of the configuration file, see Halp Cantar
@ Analyze ~

& Summary
Explorer bow

©  Configurs ~
Profiles
Templates

Policies

Ponis

Mew  Command Pakatie

Ha ek ar o

nalnrn
: o T

Step 11. Click Next on the Server Configuration Utility (SCU) tab.

DPERATE » Servers

Overview I .
0 Operate -~
Server Configuration Utili
Servers @ General q rw
Select & S anfiguration Uiility fram the list or add 2 new image 1a the repasitary
Chazsis @ Operating Systen
Fabric Intarconnacts
Salec Servar Cond ian Uhilty Opticnal
@ Configuration i ereaf Configuration iy Op al
HyserFiex Clusters
| Add sou Link

LN o Server Configuration Utility |

Kubamaetes 5 InstaBation Target

Inlegrated Systems & Summary B seevar Configuration Utiity images are Flterad based an tha Oparating Systam imaga salection. | earm maors

21 Hel Center,

& configure -~

Erciee B Instaling an Operating System is susported only # the Server Carfiguration Usility image is al version 81.3(x)

and later.

Templates

Palicias o, Add Filter Vitems found 10~ perpage a1 &

Pools Hamea Fila Location arsian Supported Mad... Daseription

MO ITEMS AVAILAELE

Cancel | Back |@

Step 12. Click Next from the Installation target. Rubrik CDM ISO automatically identifies the Installation target as
the RAID1 virtual drive created across 2x M.2 internal drives configured in the Boot Order Server Policy.

Step 13. Verify the summary and click Install.
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bl Intersight 52 Infrastructure Service Q search

.
Overviow Install Operating System
o Operate ~ @ —
Opersting System Image
Servers
— @ Operating System Mame Version
ess Rubrik 813 Ubuntu Server 18.04 LTS
@ Configuration
Fabric Interconnects o
Vendor
HyperFlex Clustars @ Server Configuration Utility Ubuntu

Integrated Systems @ Installation Target

Cenfiguration

(2] Analyze o~ o Summary
Configuration Source

Explorar Mew

Embedded
“ Configure =
Profiles Salected Sarvers
Templates AADS-FI-DP-6454-1 Serial: WZP2E510561 View Details
Policies - R :
AAQS-FI-DP-6454-2 Serial WZP26510500 View Details
Pools.
AAOS-FI-DP-6454-3 Sarial: WZP2651056H View Details
-F1-DP- -4 Serial: WZP26510552 iew Details
Mew Cammand Palette AAQS-FI-DP-B454-4 Serial 1 View Detail:

Mavigate Intersight with Ciri+K or go
t Help > Command Palstte

Step 14. Accept the warning for overwriting the existing OS image on the node and click Install.

JPERATE > Servers

Install Operating System

Summa
General ry
Verify details of your selections, make changes where required and pi
Operating System
Configuration

Server Configuration Utility

Existing Operating System, if any, will be overwritten and
Installation Target system files will be deleted. Configuration changes required

to facilitate OS installation will be made and restored at
completion.

- BIOBONONONO

Summary

Step 15. The OS installation for Rubrik on Cisco UCS C-Series nodes require few confirmations. Therefore, you
need to open a vKVM window for each of the nodes wherein Rubrik OS is getting installed. The node will reboot
for OS installation and the ISO would be automatically mounted.
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‘duil Intersight AAQ-FI-DP-6454-1 (Ru-SP-Template-1_DERIVED-1)| KVM Console ~ UCSC-C240-M6L  WZP26510561

Console

File :

Conf iguring and testing memory..
Conf iguring platform harduare...

View

Macros

Tools

Power

Boot Device

Virtual Media

Chat

Step 16. Confirm the Rubrik CDM version.

Ready to install 8.1.3-p6-25150:

Platform: c240mé
Serial: RC240WZ2P26492182
Installer: 18.04.5%3.5.0-138

Would you like to proceed?

{ Yes > <H >

Rubrik Installer will verify the hardware compatibility.
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AAD9-FI-DP-6454-1 (Ru-SP-Template-1_DERIVED-1) | KVM Console UCSC-C240-M6L WZP26510561

Platform:c240m6 Serial:RC240H2P26492182 Software:8.1.3-p2-24912 Installer:18.04.573.5.0-130

Bios and BMC configuration (system may reboot)
Hardware Validation

Prepare for Install

Install Rubrik Operating System

Prepare for Stage 2 and Reboot

Clean up install
Finish Installation
Prepare for normal startup

Overall Progress

[In Progress ]

[Not
[Not
[Not
[Not

[Not
[Not
[Not

Started ]
Started ]
Started ]
Started ]

Started ]
Started ]
Started ]

Step 17. When the verification completes, confirm the errors detected
model check errors.
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Following error(s) detected. Would you like to proceed?

TEH NERSION! BB «cw « nin kin st s m g wieelali o b o & wiaais des s Pass
TRy 1] 5 gy o] £ [ o, O T LD Fail
SSD couNt ChECK. . .vv ittt ittt i ieteeennsanannnnnnns Pass
HDD COUNT ChBCK . . vvv i ii it eennnnnnnnennnnnnnns Pass
CRU COR®: COUNT ENPEK . = & mi i wminie a5 5 R o  mtaim s Fail
CPU MOHeY, CHBCK i csssnnssnsvnsnsnbmmssssassssans Fail
BRU SHEe GHECK . i h A s a e e e s ON s n s x A a e Pass
TOTA1 NCMOrY S128 ChECK - oo asras e & & 6 a0 wm Pass
TPHE CIBEK oo o o e s e al st e ayaams e i @) s el @ ain Pass
o] (- e, L L T Pass
RIC 10725060 BONGO FODBEL CHPCK co van veoiats » s oie e ninin voea Pass
NIC 10/25Gh Bond0 PCIe Slot check.....ovvvvvevnnnnn Pass
NIC 1/10Gb Bondl Model CheCK......ovvieeeennnnnnns Pass
NIC 1/10Gb Bondl PCIe Slot ChecK....vovverennrnnnns Pass
BED S178 CHECK: i s s sanasscsanssenamsissnnnsnans Pass
HOD SIZRICIECK s <0 s i v o a s s i o S s Pass
e o o] e R e e Fail

Next, the stage 2 of installation proceeds.
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‘ties’ Intersight AAD9-FHDP-6454-1 (Fu-SP-Template-1_DERIVED-1) | KVM Console  UCSC-CZ4OMBL  WZP26510561

Console
rik Installer
File

Tools
Power

Platform:c240mé Serial:RC240W2P26492182 Software:8.1.3-p6-25150 Installer:18.04.573.5.0-138

Bios and BMC configuration (system may reboot) [ Succeeded ]
Hardware Validation [ Succeeded ]
Prepare for Install [ Succeeded ]
Install Rubrik Operating Sustem [In Progress ]
Prepare for Stage 2 and Reboot [Not Started ]

Clean up install [Not Started ]

Finish Installation [Not Started ]
Prepare for normal startup [Not Started ]

Overall Pr‘oiress

Step 18. When the OS is installed, login to each node (admin/rubrik) and verify the hardware health. Execute
‘cluster hw_health’ on each node to confirm on any hardware issue and the node is healthy.

Note: Ensure the bondO is created across rketh2 and rketh3 and the network port status is up.

ing networking ports...

Port | Device Driver State

bond® | up jes S50000Mbss
bond1l | doun n Unknoun?
etho | Cisco VIC NIC (rev a2) enic doun Unknoun?
ethl | Cisco VIC NIC (rev a2) enic douwn Unknount
rketho | Intel 10G X550T ixgbe doun ) Unknoun?
rkethl | Intel 106G X550T ixgbe doun Unknown?
rkethZ | NIC (rev a2) enic up S 50000M
rketh3d | Cisco VIC NIC (rev aZ) enic up : 20000Mbss

Bond® Mode is fault-tolerance (active-backup)
Bond® bond ports are: r
Current active port is rketh3

Bond1l Mode is fault-tolerance (active-backup)
Bond1l bond por rketh® rkethil
Current active port is None
ndl D ive ports and is not o tional.

svar/logsncelog is clean

FRU Replacement Summary:

All FRUS in the node are healthy.
RC240WZP2649Z215U >>
RCZ240WZP2649215U >>
RCZ240WZP2649215U >>
RC240WZP2649Z215U >>

Install OS through Virtual Media

Procedure 1. |Install Rubrik CDM OS through Virtual Media
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This procedure details the process to install the Rubrik CDM operating system through virtual media. You need
to open a virtual KVM session for each node. Virtual KVM session can be accessed through Cisco Intersight or
logging into node management IP assigned during Server Profile deployment.

Note: If you are installing the OS through virtual media and it times out, please use a different browser
such as Mozilla Firefox.

Step 1. Login to virtual KVM, click Virtual Media and click vkVM-Mapped DVD.

‘dsco’ Intersight AA09-FI-DP-6454-1 (Ru-SP-Templ:

Console

File

View

Macros

Tools

Power

Boot Device

Virtual Media Create Image

Chat vKVM-Mapped vDVD

Step 2. Select the Rubrik CDM ISO from your local file system and click Map Drive.
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Map Virtual Media - CD/DVD

rubrik_os_8.1.3-p6-25150_... | X

Step 3. Click Boot Device and then select Any Virtual Media as a one time boot device. This ensures the next
boot of the node attaches to the ISO mounted on the Virtual Media.

"teeh’ Intersight AAQ9-FI-DP-6454-1 (Ru-SP-Templ

Console
File

View
Macros
Tools
Power

Boot Device

Virtual Media > LAN

=) chat Any Virtual Media

Step 4. Click Power and then click Reset System to reset the power cycle on the node. The Rubrik CDM ISO
automatically loads.
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Ready to install 8.1.3-p6-25150:

Platform: c240mé6
Serial: RC240WZ2P26492182
Installer: 18.04.5%3.5.0-138

Would you like to proceed?

<Abort>

Step 5. The entire installation takes about an hour. When all the nodes are installed with Rubrik ISO, you can

proceed to configure the Rubrik cluster.
Rubrik Installer will verify the hardware compatibility.

AAD9-FI-DP-6454-1 (Ru-SP-Template-1_DERIVED-1) | KVM Console UCSC-C240-M6L WZP26510561

brik Installer (Stage 1 of

Platform:c240m6 Serial:RC240W2P26492182 Software:8.1.3-p2-24912 Installer:18.04.5%3.5.0-130

Bios and BMC configuration (sustem may reboot)
Hardware Validation

Prepare for Install

Install Rubrik Operating Sustem

Prepare for Stage 2 and Reboot

Clean up install

Finish Installation
Prepare for normal startup

Overall Progress

[In Progress ]

[Not
[Not
[Not
[Not

[Not
[Not
[Not

Started ]
Started ]
Started ]
Started ]

Started ]
Started ]
Started ]

Step 6. When the verification completes, confirm the errors detected. Ignore the NIC count, CPU and SSD

model check errors.
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Following error(s) detected. Would you like to proceed?

AN YEPBI0R CHECK: ss s anasstan s st i sranrs rts sl 0S8
NI COUITE: BRIBCK o a7 e ) s e it e .
S50 CAUNY CNETK s uis vreies aeam v/sa e smass wem e asm ssa 255
HID GOUNT ERECK o s n av e s e A s e s s e s a s ASE
ERU COre CAURL: ChPCK: o s e a nes bt e e L L
EPU MGABL. BHECK o2 s aiaanns s e aeisn s sea s passassrall
CPU speed check..... S S e s vanaesPASS
TOLaL MEMOrY: S1IZE CNELK . «vssnivvie vy wassens sws wew vk BSS
TPHE CRBEK . v alsioalni sis ainisiilne siv sies wine s aen newavn ae s P EDS
BIDS (CNBCK s uivr s nics s s mmnasranms ais sk ves e cnsaeal 85S
NIC 10/25Gb Bond0 Model check.........vvvvvvv.....P@SS
NIC 10/25Gb Bond0 PCIe Slot check.........vv......Pass
NIC 1/10Gb Bondl Model check......vevvveeeeeenes...PasSs
NIC 1/10Gb Bondl PCIe Slot check..................Pass
SSD: S128 CHEEK v svasnideinuwisie/eis s s/se i i awk v s ASD
HDD S126 ChBECK. . i aicsnssscnannmiiuasnesinnvssasshdss
SSD Model CheCK...vveveeerereennnnnnnnnnnnnnsenaaafail

= ‘deea’ Intersight AAQ9-FI-DP-6454-1 (RU-SP-Template-1_DERIVED-1) | KVM Console  UCSC-C240M6L  WZP26510561
B console

& File

Platform:c240mé Serial:RC240W2P26492182 Software:B.1.3-p6-25150 Installer:18.04.5%3.5.0-138

Bios and BMC configuration (system may reboot) [ Succeeded ]
Hardware Validation [ Succeeded ]
Prepare for Install [ Succeeded ]
Install Rubrik Operating Sustem [In Progress ]
Prepare for Stage 2 and Reboot [Not Started ]

Clean up install [Not Started ]
Finish Installation [Mot Started ]
Prepare for normal startup [Not Started ]

Overall Pruiress

Step 7. When Stage 1 is complete, the installer will reboot the system and proceed to Stage 2.
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Rebooting node for Stage 2 installer

Step 8. When Stage2 is complete and installation succeeds, the node would be ready for normal setup and
cluster configuration.

Rubrik Installer (Stage 2 o

Platform:c240nb Serial:RC240WZP26492157 Software:8.1.3-p6-25150 Installer:18.04.573.5.0-138

Bios and BMC configuration (system may reboot) [ Succeeded
Hardware Validation [ Succeeded
Prepare for Install [ Succeeded
Install Rubrik Operating System [ Succeeded
Prepare for Stage 2 and Reboot [ Succeeded

Clean up install [In Progress
Finish Installation [Not Started
Prepare for normal startup [Not Started

Overall ﬁms
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Rubrik Installer (Stage Z of 2)

Installation successful.

Step 9. Login to each node (admin/rubrik) and verify the hardware health. Execute ‘cluster hw_health’ on each
node to confirm on any hardware issue and the node is healthy.

Note: Ensure the bondO is created across rketh2 and rketh3 and the network port status is up.

¢ing networking por ..

Port | Device Driver State

bond® | up J s
bond1l | doun n Unknoun?
ethd | ~isco VIC C (re Z) doun Unknown?t
ethl | Cisco VIC NIC (rev a2 douwn n Unknoun?
rketho | Intel 106G X550T i xgbe doun mn Unknount
rkethl | Intel 106G X550T ixgbe doun Unknown?t
rkethZ | C o U NIC (rev a2) enic up 50000M
rketh3 | 1 ¥ C (rev a2) enic up je 50000Mbss

Bond0® Mode is
Bond® bond ports ar
Current active port

Bond1l Mode is fault-tolerance (active-backup)
Bond1 bond ports ar rketh® rkethi
Current active port is None
S No a ve ports and is not operational.

clean

FRU Replacement Summary:

All FRUS in the node are healthy.
RCZ40WZP2649215U >>
RCZ40WZP2649215U >>
RCZ40WZP2649215U >>
RCZ40WZP2649215U >>

Step 10. Repeat this procedure for all Cisco C-Series nodes to be configured for the Rubrik CDM cluster.

Configure Rubrik CDM Cluster

This section elaborates on the configuration of the Rubrik CDM Cluster on Cisco UCS C-Series nodes. The
existing deployment is deployed with four (4) Cisco UCS C240 M6 LFF servers.
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Note: Make sure the Rubrik CDM ISO is installed on each Cisco C-Series nodes.

Note: The network bonding mode on the Rubrik operating systems with Cisco UCS C-Series servers
connected to CISCO UCS Fabric Interconnect, does not support bond mode 4. For reference go to:

Note: The following section is for reference; make sure to involve Rubrik support during cluster
configuration.

The Rubrik CDM cluster configuration is a three-step process:
« Verify node network status and change node to UCS Managed (UCSM) mode
¢ Bootstrap cluster
o Register Cluster

Verify node network status and change node to UCS Managed (UCSM) mode.

Procedure 1. Verify network active status

In this procedure, administrators should verify the network status of each Cisco UCS C-Series server to be
configured as part of Rubrik CDM cluster

Step 1. Ensure Rubrik CDM OS is installed on each node. Login to each node (admin/rubrik) and execute
cluster hw_health to verify the node health and network status. The following screenshot displays the output of
cluster hw_health. The active network is BondO with ports as rketh2 and rketh3 with active-backup fault
tolerance mode. These network ports are mapped to vNIC2/vNIC3 created in the LAN Connectivity Policy for
Server Profile of Cisco UCS C-Series server. This was created in the Create Server Profile template section.
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Checking for PCle errors...
No PCle errors found.

Checking networking ports...
Port | Device Driver

bond0O | up 50000Mb/s
bond1 | doun Unknoun?
etho | Cisco VIC NIC (rev a2) enic doun Unknoun?
ethl | Cisco VIC NIC (rev a2) enic douwn Unknoun?
rketh0O | Intel 10G X550T ixgbe doun Unknoun'!
rkethl | Intel 10G X550T ixgbe doun Unknown?
rkethZ | Cisco VIC NIC (rev a2) enic up 50000Mb/s

|

rketh3 Cisco VIC NIC (rev a2) enic up 50000Mb/s

Bond0O Mode is fault-tolerance (active-backup)
Bond® bond ports are: rketh3 rketh2
Current active port is rketh3

Bond1l Mode is fault-tolerance (active-backup)
Bond1l bond ports are: rkethO rkethl
Current active port is None
WARNING: Bondl has no active ports and is not operational.

Checking for MCEs...
svar/log/mcelog is clean

FRU Replacement Summary:
All FRUS in the node are healthy.
RC240WZP26492182 >>

Procedure 2. Convert to UCS Managed node

Step 1. Convert each node in UCS Managed mode. Execute cluster change_cisco_UCS_mode. The following
screenshot displays the output. This should be executed across each node which would be configured in Rubrik
CDM cluster. This is required for all Cisco UCS C-Series servers configured as Rubrik CDM nodes and
connected to Cisco UCS Fabric Interconnect in Intersight Managed Mode (IMM).

RC240WZP2649215W login: admin
Password:

Helcome to Rubrik CLI++

Type "help’ or '?' to list commands
Type 'commands list' to list all available commands

It is recommended to use the Rubrik CDM web UI for cluster setup. Please use this URL "https://[feB0::225:b5ff :fe55:55¢c11" to ac
cess the Ul from inside the same subnet. Alternatively, use the “cluster setupnetwork” command on the CLI to assign a routable I
Pu4 address to any of the nodes and then access the Ul via IPv4

RC240WZP26492150 >> cluster change_cisco_UCS_mode

Node is set to managed mode.

RC240WZP2649215W >>

Bootstrap Rubrik Cluster

Note: The following section is for reference. Customers and administrators should contact Rubrik support
to bootstrap and register Rubrik Cluster.

Note: This section explains the bootstrap process using the CLI method. To bootstrap Rubrik cluster
through the Ul, please refer to Setting up a Rubrik cluster using the Ul in the Rubrik CDM Install and

Upgrade Guide.

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 105 of 139



https://support.rubrik.com/servlet/servlet.FileDownload?file=00PVI0000054VQb2AM
https://support.rubrik.com/servlet/servlet.FileDownload?file=00PVI0000054VQb2AM

This section details the cluster bootstrap process. All IP address details should be pre-populated as provided in
Table 3 Rubrik Cluster IP Addressing. It is recommended to involve Rubrik support during this process.

Procedure 1. Bootstrap cluster

Step 1. Login to any Rubrik node (admin/rubrik).

Step 2. Execute ‘cluster bootstrap’ Once the general inputs such as cluster name, DNS, NTP are entered, all
the nodes pre-installed with Rubrik CDM OS will be discovered.

The following screenshots display the user inputs, marked in RED. All user inputs are detailed Table 3 Rubrik
Cluster IP Addressing.
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RCZ240UWZP2649215T >> cluster bootstrap
Waiting for Rubrik APl to become available

Select your role from the following options:
1 Customer

Z Support

3 Rubrik Professional Service

4 Partner

5 Sales Engineer

User configuration

Input your role: 1

E-mail:

Password :

Re-enter Password:

Re-entered password does not match
Password :

Re-enter Password:

Cluster configuration

Cluster name: ru-chx-02

DNS Nameservers [8.8.8.81: 10.108.1.6,172.20.4.53

DNS Search Domains (Optional - press [Enter] to continue):
NTP Servers [pool.ntp.orgl: 172.20.10.18,172.20.10.15
Management Gateway: 10.108.1.254

Management Subnet Mask: 255.255.255.0

Management ULAN (Optional - press [Enter] to continue):

IPM]I Gateway: 0.0.0.0
IPMI Subnet Mask: 0.0.0.0

Data Subnet Mask (Optional - press [Enter] to continue):

Enable Software Encryption (ysn) (Optional - press [Enter] to continue) [yl:

Node configuration

Discovering nodes...

Node configuration
Discovering nodes. ..

Discovered nodes:

1: RCZ240WZP26492157

Z: RCZ40UZP2649215T

3: RC240UZP2649215U

4: RCZ40UWZP26492182

Type a node index or name to configure. Type 0 to find more nodes or hit Enter to begin bootstrap
Select node: (Optional - press [Enter] to continue): _
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1: RCZ40WZP26492157%
Z: RCZ40WZP2649215T
3: RCZ40UWZP2649Z15H
4: RCZ240UZP26497182
Type a node index or

name to configure. Type 0 to find more nodes or hit Enter to begin bootstrap

Select node: (Optional - press [Enter] to continue): 2
Conf iguring node RCZ40WZPZ2649215T
Management I[P [10.108.1.1641:

IPMI IP [0.0.0.2]:

Discovered nodes:

1: RC240WZP26492157x
Z2: RCZ40WZP2649215T=
3: RC240UZP2649215U
4: RC240UZP26492182
Type a node index or

name to configure. Type 0 to find more nodes or hit Enter to begin bootstrap

Select node: (Optional - press [Enter]l to continue): 33

Invalid index

Discovered nodes:

1: RCZ40WZPZ649Z2157%
Z2: RCZ40WZP2649Z215T=
3: RC240WZPZ2649Z215U
4: RC240WZP2649Z2182
Type a node index or

name to configure. Type 0 to find more nodes or hit Enter to begin bootstrap

Select node: (Optional - press [Enter] to continue): 3
Conf iguring node RCZ40WZPZ2649Z15U
Management [P [10.108.1.165]1:

IPMI IP [0.0.0.31:

Discovered nodes:

1: RCZ40WZPZ6492157%=
Z: RCZ40WZPZ649215T=
3: RCZ240WZP2649Z215kW=
4: RCZ40UWZP26492182
Type a node index or

name to configure. Type 0 to find more nodes or hit Enter to begin bootstrap

Select node: (Optional - press [Enter] to continue): 4
Conf iguring node RCZ40WZPZ26492182
Management IP [10.108.1.1661]:

IPHI IP [0.0.0.4]:

Discovered nodes:
1: RCZ240UZPZ26492157=
: RCZ40WZPZ2649Z215T=

Select node: (Optional - press [Enter] to continue): _
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5-east- 1 ntersght.com/cisco-viemy/directiselectedsenemioid=64a61 chdB1 16753401 501 2a38selactedServerName=AADS-FI-OP-6454-1&serverFrofileMame =Fu-5-Template-1_DERIVED-1 +« 00

Intersight AADSFHDP-6454-1 [Re-SP-Template-1 DERVED-1) | KVM Consalke UCSC-C240-MEL WZPZES10561 Anil Diiran 5,

— press [Enter] to continee) [yl

Step 3. When the bootstrap is successful, proceed to registering the cluster to Rubrik Security Cloud (RSC)
instance.

Procedure 2. Rubrik Cluster Registration

Note: Ensure you have a Rubrik Security Cloud Instance created for your Rubrik account.

Step 1. Open a browser and login to Rubrik node with the Node OS IP address configured during the bootstrap
process.
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o C © Notsecure hitps//10.108.1.163/web/onboarding/

RackTables (@ D

©

Discover N 3 r > Register Cluster Initiate Access

Bootstrap Complete!

Please login with password you created earlier to finish the registration.

Username

Password

Step 2. Enter the Rubrik Security Cloud URL (RSC) and sign in to Rubrik.

Register Cluster

Node Count: 3 | Platform Type: thirdparty

ment. Rubrik
ould start

Rubrik domain addres credentials are needed for

registration

Input your Rubrik domain URL: ciscocvd. my.rubrik.com SIGN IN TO RUBRIK

Unable to access RSC from this location? Reg
Advanced Settings v

Still having issues with connection? You can contact Rubrik Customer Support.
We will help instruct you to open

Step 3. Enter your Rubrik Security Cloud instance login and password.
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« C % discocvdmyrubrik.com

Welcome to Rubrik
Security Cloud

Step 4. Select the SaaS instance service type and confirm the cluster details for registration, click Next.
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Online Cluster Registration

Choose Service Type

Your account has multiple orders of different service types

® Rubrik Security Cloud (SaaS) CDM (Software) = ‘letestorder

Confirm the cluster that will be granted registration permission:

Cluster Name: ru-cluster-03
Cluster ID: 2bbcfa26-f3e2-4a2b-9ced-17d2e317f9%e4
Cluster Address: 10.108.1.163

Step 5. Cluster registration may take few minutes, confirm the successful cluster registration to Rubrik Security
Cloud instance.
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: ©)

Discover Nodes Configure Bootstrap Register Cluster Initiate Access

Registering the cluster...

This could take up to 6 min
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(@)

Configure Bootstrap Register Cluster Initiate Access

Registration Successful!

Cluster ru-cluster-03 (UUID 2bbcfa26-f3e2-4a2b-9ced-
17d2e317f9e4) is now registered with Rubrik.

ACCESS CLUSTER
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Cluster Expansion and Firmware Upgrades
This chapter contains the following:

o Rubrik Cluster Expansion

o Upgrade Cisco UCS C-Series Node Firmware

Note: Rubrik support should be involved for both Cluster Expansion and Cisco C-Series Firmware
Upgrades.
Rubrik Cluster Expansion

Cluster Expansion is a two-step process:

1. Derive, Deploy Server Profile, and Install Rubrik CDM operating system.
2. Add node through Rubrik management console.

Derive-Deploy Server Profile

Procedure 1. Derive and Deploy Server Profile to new node

Step 1. Go to https://intersight.com/, click Infrastructure Service and click Server.

Step 2. Verify the Cisco UCS Fabric Interconnect port assigned for the new C-Series node is enabled and has
the role as Server. This can be confirmed by viewing the ‘port policy’ assigned to Domain Profile

-

el Intersight 2 Infrastructure Service

= Qverview @ Starting on January 25, 2024, any target disconnected for more than 5 minutes will generate an alarm. This new feature means that initial

motifications will be high, If your infrastructure has many disconnected targets, As usual, acknowledge alarms te dismiss them,

EACpe s - & UCS Domain Profiles
inProfi
REoE Ru-DomainProfile-AA09
Chassis
Fabric Interconnects Details Policies = Port Details
HyperFlex Clusters Sra G .
Status -
SR Port Configuration VLAN & VSAN Configuration UCS Domain Configuration enera
Integrated Systems 2 - MNarme
— Ru-PortPolicy
TE - ; ranfiaurad
@ Analyze ~ ! ) ) Fabric Interconnact A Configured
Ru-DemainProfile-AADS Organization
Explorer Hew N Ru-Org
Fabric Intercennect A General
& configure o AADI-FI-DP-6454 [ ot Ru-PortPalicy _] Policy Details Collapse Al
Fabric Interconnect B E:‘:“st ::4
Fi 4 UCS-FI-64!
AADS-FI-DP-6454
T Parts Paort Channals -
ast Update
Port 121 . .
Policies Jul 7, 2023 2:54 PM ort ~ Port 11 (Unconfigures)
sarverTer Port Type Role
Pools a axTrver Port Type ole

Aol Unconfigured

Ru-Org

@ Ethermet Uplink Poct Channel @ Server Uncenfigured

Type

Step 3. Ensure additional Cisco UCS C-Series nodes for Rubrik Cluster is cabled to the Sever Port on Cisco
UCS Fabric Interconnect. The following screenshot displays the cabling to Cisco UCS Fabric Interconnect.
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https://intersight.com/

Infrastructure Service v Search

@ Overview B startingon Ja connected for Il generate an n. This nes ture means that initial

notifications will be high, if your

Lure has many di acknowledge alarms t 55 them.

AAO9-FI-DP-6454-4 o

General Inventory UCS ServerProfile HCL Statistics Topology
Fabric Interconnects =

HyperFiex Clusters AAO9-FI-DP-6454-4 a8t Refre

me 3 faw seconds ago Refrash

Integrated Systems

O

Analyze ~
Explorer New
©  configure ~
Profiles

Templates

Policies

Pools

New Command Palette

Navigate Intersignt with Ctri+K ¢r go
tz Help > Command Palette

Step 4. Ensure there is an available IP in ‘IP Pool Policy’ assigned to Server Profile Template. This is required
for CIMC access to the new Cisco UCS C-Series node.

2 Infrastructure Serv

Q) search

= Overview [ ] an alarm. This Ture means that initial bt

=dge alarm

ismiss them.

=] Operate

Pools

Servers

Chassis Paaols Reserved ldentifiers VRFs

Fabric Interconnects
HyperFlex Clusters Create Pool

Integrated Systems

C Export 5 items found 10

@ Analyze ~
Explorar Hew 1P MAC uuiD WWNN WWPN 1aN

< Configure Lol
» Augilable 24 MO WWHN POOLS NO WWPN POOLS NGO IGN POOLS

Profiles

Templates

Hame Type Size Used Available Reserved Description Last Update

o

Folicies
1 o a few seconds a...

Au-I1P-Foo P of -
Ru-InBand-Paol P 5 @ 4 @1 0 a minute aga

Step 5. Identify the new Cisco UCS C-Series server node, click the ellipses “... “, select Profile and Derive
Profile from the template.
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Search

Lo} Overview

B svarting on January 25, 2024, a
ations will be hig

¥ target disconne far mare than 5 minutes will ge

wy disconnected targets. As us

if your infrastructure has nowlad

9. Operate ~

Servers

Chassis

an alarm. This new feature
rms to dism

eans that initial

55 them.

All Servars & Fower
Fabric Interconnects - Systel s
Add Filter [+ Export 4 items found 10 . g System
HyperFlex Clusters Darive from Template Profile ]
) Health Power HCL Status Models Contract Status Profile
Integrated Systems
o off 1 @ Incomplete 4 © Mot Covered 4 Upgrade Firmware
@ Analyze A  Hesiiry 4 o 6na
B Launch vKWM
Explorer Hew
Launch Tunneled vV
L] Configure e Name Health Model Memao... Serve.. F. A. Start Alarm Suppre
Profiles 1 AAD9-FI-DP-6454-1 @ Haalthy uCsc-c24... 128.0 3840 RU-SP-_. @ Open TAT Case
m -FI-DP-B454- CSC-00, 28.0 -, Set License Tiel
Templates + AAOD9-FI-DP-6454-2 @ Healthy UCsC-C24... 128.0 3840 Ru-SP-. Mo Set License Tier
) AADI-FI-DP-B454-3 © Healthy UCsC-C24, 128.0 3840 Ru-SP- Mo Callect Tech Suppert Bundle
Palicies
[- 0} AAD9-FI-DP-6454-4 @ Healhy UCSC-C24... 1280 3840 Mo ] WIP28510552 @
Pools

Step 6. The Cisco UCS C-Series node is displayed, click Next.

Q Search

@ Overview arget disconnected for more than 5 minute:

will generate an alarm. This ne

ure means that initial s

astructure has many disconnected Largels, As usual, acknowledge alarms 1o dismiss tham.

i " Templates

Servers p

Chassis

© ceneral General
Fabric Interconnects
Please confirm the Server selection
2 Template
HyperFlex Clusters Canfirm Server 1
Selection
Integrated Systems 3 Details
Al Filter % Export  1items found 0 - 1 of1 ]
@ Analyze o~ 4 Summary
MName User Label Health Model uUcs Domain Serial Nu...
Explorer New
AADD-FI-DP-6454-4 @ Healthy UCSC-C. WZP2E51055Z

@ Configure - Selected 1611 Show Al Unselect All 1ol

Profiles

Templates

Palicies

Pools

Mew  Command Palette

< Cancel

Step 7. Select the Server Profile template created to deploy the Cisco UCS C-Series node for the Rubrik CDM

cluster and click Next.
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@ Overview

B Starting on January 25, 2024, any target disconnectad for more than 5 minutes will ganarate an alarm. This naw feat
notifications will be high, if

nfrastructure has many disconnected targets. As usual, scknowledge alarms 1o dismiss them.

0. Operate ~

Templates

Servers

Chassis

©) ceneral Template

Fabric Interconnects

3 means that initial

Selact tha Template that nead to b to profile.
Termplate
HyperFlex Clusters @ rem
UCS Server Profile Template
Integrated Syst 3 Details
4, Add Filter 2 items found o 1 of1
& Analyze ~ 4 Summary
Narme Dﬁc"p“oﬂ Laslupdale
Exglore N
et o Rubrik-Ternptate-1 Dee 22, 2023 3:38 PM
& configure ~ [ 5  Ru-SP-Template-1 Ce118, 2023 7:38 PM ]
Prafiles Selected Tof 2 ShowSelected  Unselect Al af 1
Templates
Palicies
Pasls

Mew  Command Palatte

Mavigate IMersioht with CirleK o

to Help > Command Palette

< Clasa

Step 8. Rename the Derive profile and click Next.

@ Cwarview 0

O Operate T l n
— P
Chassis
©) Genesal Details
Fabric Interconnacts
Egit the description, tags, and sulo-generated names of the profiles.
Template
H Tex Clust @
vperFlex Clusters ~ General
yul Details
Integrated Systems 9 Cirganization *
@ aAnayze ~ 4 Summary
Explarer [
©  Cconfigure -~ Description Set Tags
Profiles :
Templates
-~ Derive
Policies
Hame + Organization *
_— 1 name rpanization
o 5P Template 1_DERIVED-1 Rurg
Hew Command Palette
Pkt Inlrsight with Car+K or oo
ta Help > Command Faletie P Close

Step 9. Verify the policies and click Derive.
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Overview

B Swrting on January 25, 2024, any target discons
natifications will be high, if your infrastrecture has many disconnected targe

cted for mora than 5 minutes will genarate an alarm. This new feature means that initial

. As usual, acknowledge alarms o dismiss them.

=] Operate
Templates
Servers
DU Y U1 LI U L U W IR 1 L R L e =
Chassis
@ General ~ General
Fabric Interconnects
@ Template Temp Organization
HyperFlex Clusters Ru-SP-Template-1 Ru-Org
Integrated Systems @ Details Target Matfarm
UCS Server (Fl-Attached)
@ Analyze A o Summary
Explorer New
UCS Server Profiles
L Configure o~
Name Assigned Server Organization
Profiles
Ru-5P-Template-1_.DERIVED-1 AADD-FI-DP-5454-4 Ru
Templates
Compute Management Storage Hetwork
Policias Configuration Configuration Configuration Configuration
Pools
BIOS Ru-BIOS £
Boot Orger Ru-BootOrder =
New  Command Palette
Heavigate Imersight with Stri+K o ga
ta Help > Command Palatta ¢ Close m

Step 10. When the Sever Profile is derived, go to the Servers tab, identify the Profile displayed as
Deployed,” click the ellipses®...” and select Deploy.

“Not

. Search

Overview

B Starting on January isconnected for more than 5 minutes will genesatas an alarm, This new faature means that initial *
ntifications will be high, if your infrastructure has many disconnected targets. As usual, acknowledge alarms 1o dismiss them.
o Operate P f,l
Servers
Chassis HyperFlex Cluster Profiles UCS Chassis Profiles UCS Domain Profiles UCS Server Profiles
Fabric Interconnacts
HyperFles Clusters [ Deploy
Integrated Systems
#ucsed Filter Export 5 items found a Unasgign Server
@ Analyze -~ Clone
Explorar — Status Inconsistency Reason Target Platform Edit
©  Canfigure P EOK3 ) NatAssgned 1 Fl-Attached & Delete
Ma data available
o S
Ditach from Tempiate
Templates
Name Status Target Platform UCS Server Tamplate Server Lasty Server Actions
Palicies
L Ru-SP-Template-1_DERIVED-5 Nat Deplayed J (FI-Atac Ru-SP-Template-1 09-Fl-DF-G454-4 af onds ag0 G

Step 11. On the Deploy Profile confirmation screen, enable Reboot Immediately to Activate and click Deploy.
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Deploy UCS Server Profile

UCS Server profile "Ru-SP-Template-1_DERIVED-4" will be deployed to server "AA0S-FI-DP-
6454-4",

A If policy configuration requires an immediate reboot and the option below is disabled, then
profile deployment will not be initiated.

@ Reboot Immediately to Activate @

Step 12. Monitor the Sever Profile Deployment task and ensure profile is deployed successfully.

+ Requests ®
Deploy Server Profile

Details Execution Flow
Status ngrgss ——— 13%
+In Prograss

Wait For BIOS POST Completion

Name @ Power On Server

Deploy Server Profile @ Validate user access to the storage policies

1=} @ Validate user access to the network policies

B5aab7ccB96f6e3301db2ede . o
@ validate user access to the compute and management policies

Target Type

Rack Server

@ Validate user access to the profile

(@ Prepare Server Profile Deploy Jan 19, 2024 12:58 PM
Target Mame
AAD9-FI-DP-6454-4

Source Type
Server Profile

Source Name
Ru-5P-Template-1_DERIVE...

Initiator
andhiman@cisco.com

Start Time
Jan 18, 2024 12:56 PM

End Time

Step 13. When the profile is successfully deployed, install the OS using Cisco Intersight ‘OS installation’ feature
or by mounting the Rubrik ISO to KVM console .Once Rubrik OS is installed, verify the node with cluster

hw_health.
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Checking networking ports...
Port | Device Driver
bond® | up 50000Mb/s
bond1 | doun Unknount
etho | Cisco VIC NIC (rev aZ2) doun Unknouwn?
ethl | Cisco VIC NIC (rev a2) doun Unknount
rketho | Intel 10G X550T doun Unknount
rkethl | Intel 10G X550T doun Unknoun?
rkethZ | Cisco VIC NIC (rev a2) up 50000Mb/s
rketh3 | Cisco VIC NIC (rev a2) up - 510101010y |\ g

Bond® Mode is fault-tolerance (active-backup)
Bond® bond ports are: rkethZ rketh3
Current active port is rketh3

Bond1l Mode is fault-tolerance (active-backup)
Bond1l bond ports are: rkethO rkethil
Current active port is None
WARNING: Bondl has no active ports and is not operational.

Checking for MCEs...
svar/logsmncelog is clean

FRU Replacement Summary:

All FRUS in the node are healthy.
RC240WZP2649215U >>
RC240WZP2649215U >>
RC240UZP2649215U >>
RC240WZP2649215U >>

Procedure 2. Add Node through Rubrik Management Console

When the Rubrik CDM operating system is installed and the cluster hw_health is ‘healthy, contact Rubrik support
to add the new node to existing cluster.

Note: The Add Node process demonstrates an expansion from three node cluster to four node cluster.
Rubrik recommends having a minimum of four node in the cluster. Rubrik support should be involved for
both Cluster Expansion and Cisco UCS C-Series Firmware Upgrades.

Note: Ensure the new node has Rubrik OS installed as detailed in the previous section.

Step 1. Ensure the existing cluster is an healthy state.
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* Data Protection DASHBOARD v  CLUSTERS  INVENTORY SLA NS REPORTS  LIVE MOUNTS

Fucluster03 @ @ [ Crmmee)

J) OVERVIEW

Performance and Tasks Events  rast2ahours ~

Performance ks 0 0 it ot 1

Critical system suents Repiication Gaied

0

Hardware Health

Power Supply Status

<) DIMM Status

Step 2. Go to the Node tab. It displays a three node cluster. Click Add Node.

*® Data Protection DASHBOARD v CLUSTERS INVENTORY ~ SLADOMAINS EVENTS v REPORTS  LIVE MOUNTS

ru-cluster-03

3) OVERVIEW |3k NODES | {33 NETWORK DETAILS (5] CLUSTER DETAILS

Time Range - e~ 10Ps 10 Throughput

® rast1 e o S ST S Read: 13 Read: 277 kB/s
e % 7 4 AR b wirite: 115 Write: 41 MB/s

Read: 13 Read: 272 kB/s
Write: 116 Write: 37 MBS

Read: 13 Read: 278 ks
Wirite: 173 Write: 50 MB/s

Status

Step 3. Existing cluster automatically identifies the new node. Enter available Node IP address. In present
configuration Cisco UCS C-Series nodes are attached to Cisco Fabric Interconnect and do not utilize IPMI
configuration. Therefore, the IPMI IPs are configured as 0.0.0.x. Click Next.
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Nodes Discovered

Step 4. Enter the subnet mask and Gateway. In present configuration Cisco UCS C-Series nodes are attached
to Cisco Fabric Interconnect and do not utilize IPMI configuration. Therefore, the IPMI Gateway and subnet are
0.0.0.0. The node is registered to the cluster.
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Add Node v ©

Check or edit the following fields to add nodes to this cluster.

Default Gateway

10.108.1.254

® Management Network Data Network

Management Network

255.255.255.0

Management VLAN

IPMI

Subnet

New IPMI Password

Step 5. It takes about 10-15 minutes for the new node to be visible in the cluster. The screenshot below
confirms the addition of new node to the existing cluster:
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DASHBOARD v CLUSTERS INVENTORY v  SLA DOMAINS

ru-cluster-03 @ s-wwae B B Mased

3 overview | sk NODES | £33

Time Range - .~ - ant 1005

e o ATPIEST Y PEE 10657 Read:
3 RC2A0WZP2649715 3.1.166 Wz z
* Write:

Read: 13
Writes 104

Data v % R 215w 1116 WZP2 o, 167185 7 Road: 13 o s
2 Write: 86 Write: 27 MB/s

Status v < S a e 292551056 Saoke e Read: 13 Reacl: 274 kilts.
¥ R Z182 )10 63 ZP2651056 % 189 kB/s s
Write: 174 Write: 44 MB/s

Upgrade Cisco UCS C-Series Node Firmware

Note: With the Intersight SaaS Management platform, the server firmware upgrade does not require you
to download any firmware bundles to a local repository. When the suggested firmware upgrade request is
issued, it automatically downloads the selected firmware and starts the upgrade process.

For detailed instructions to perform firmware upgrades, see Firmware Management in Intersight

Firmware upgrade of Cisco UCS C-Series nodes connected to Cisco UCS Fabric Interconnect is a two-step
process. Administrators should upgrade the Cisco UCS Fabric Interconnect Firmware, thereafter, upgrade the
Cisco UCS C-Series node firmware.

Note: Firmware upgrade of Cisco UCS Fabric Interconnect is non-disruptive, but firmware upgrade of
Cisco UCS C-Series node is disruptive, administrators should have a maintenance window in which the
Rubrik cluster is shutdown. Please contact Rubrik support to provision a maintenance window.

To successfully upgrade the Cisco UCS Fabric Interconnect and IO module firmware, see:
https://intersight.com/help/saas/resources/Upgarading Fabric Interconnect Firmware imm#procedure

Note: During the upgrade of the Intersight Managed Fabric Interconnect, the fabric interconnect traffic
evacuation is enabled by default. The fabric interconnect traffic evacuation evacuates all traffic that flows
through the fabric interconnect from all servers attached to it, and the traffic will fail over to the peer fabric
interconnect for fail over vNICs with no disruptions in the network.

Upgrade Fabric Interconnect

Procedure 1. Upgrade Cisco UCS Fabric Interconnect Firmware

This procedure details the high-level procedure to upgrade firmware of the Cisco UCS Fabric Interconnect in
Intersight Managed Mode (IMM). For more details, go to:
https://intersight.com/help/saas/resources/Upgrading Fabric Interconnect Firmware imm#tbefore vou begin

Step 1. Login to https://Intersight.com, click Infrastructure Service, then click Fabric Interconnects, and select
the Fabric Interconnect Pair (IMM). Click the ellipses*...” and select Upgrade Firmware.
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https://intersight.com/help/resources#managing_firmware_in_intersight_managed_mode
https://intersight.com/help/saas/resources/Upgrading_Fabric_Interconnect_Firmware_imm#procedure
https://intersight.com/help/saas/resources/Upgrading_Fabric_Interconnect_Firmware_imm#before_you_begin
https://intersight.com/

Intersight % Infrastructure Service

o

@ Overview @

o Operate

Fabric Interconnects

Servers

Chassis

* Al Fabric Int :
Fabric Interconnects : - N .
Add Filter (> Export 2 items found 10« perpage of

HyperFlex Clusters

Health Connection Contract Status Bundle Version NX-OS Version Models
Integrated Systems
© Connected 2 © Not Covarad 2

®  Anayze A @ o lestihy 2 @ 04230 2 423%) 2 O 06454 §

Explorer New
& Confl A F : ; " Ports

onfigure Name Health Madel Bundle Version UCS Domain Profile TR o TanaaT
Profiles AAO9-FI-DP-6454 FI-A © Healthy UCS-FI-6454 4.2(36) Ru-DomainProfile-AA0S 54 2 36 @

Tenplates AAQD-FI-DP-6454 FI-B © Healthy UCS-FI-6454 4.2(34) Ru-DomainProfile-AA09 54 Tum On Locator

Show Selected Unselect All

Policies

Pools

Collect Tech Support Bundie

Step 2. Click Start and from Upgrade firmware make sure the UCS Domain Profile is selected and click Next.

Hses' Intersight Infrastructure Service

® Overview
O Operate x + Fabric Intarconnacts
Upgrade Firmware
Chassis
Fabric Interconnects © cone General

£nsure seactes Fabnc Intercornects meet raquemants for firmware upgrads
HyparFiax Clustars g
2 Version
Integrated Systems Confime Fabric Intercconacts Selection 1 Selected
3 Summary

@ Analyze ~ B intrastruciure firmware upgrede can o2 performed only on a pair of Fabrie INtarconnects a1 once.
Explorer New
leemzfound 10 v gerpage 1 o
&  Configure ~
seagie
BnfeL Gowielo Niswe Fabric Interconnect A Fabric Interconnect B
Modal Serial EBundla Varsion Modal Serial Bundle Verklon
Templates AADG-FI-L 15 UCS-FI-6454 6041IXX 2.2(; FI-Ba%4 FD Az(39)
Policies of 1 ShowSelected  Unselect All 1 of
Pools

New  Command Palette

Ninvigate Intursignt wien CireK o go

10 Halp = Command Palatin
< Cancel

Step 3. Select the recommended Firmware release (currently 4.2(3h)). By default, the upgrade enables the
Fabric Interconnect traffic evacuation. Use Advanced Mode to exclude the Fabric Interconnect traffic
evacuation.
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frastructure Service

@  Overview (] m. This naw feature means that initia

@ alarms 10 dismiss t

genarate an
ke

As usua

o t ~
Operate € Fabric interconnects

Servers Upgrade Firmware

Chassis
Fabric Interconnects @ General Version
—— Salact 3 frmwars varsion to upgradsa tha Fabric Interc
yperFlex Clusters e
Version

a»

Integrated Systems Seiect Firmware Eundie

3 Summary

©  Analyze ~ i ] alacted firmwara bundle will be downloaded from mtarsight,com, Sy cefautt, the upgrade anatiss Fabric Interconnact traffic avatuation
Use Advanced Mode 1o exclude Fabric Interconnact traffic evacuation
Explorer New
& configure ~ tar 28ite 10 cer page 1 o333
Profiies Verslon Slze Release Date Description
4.3(2.230120) Gi&  Nov 15,2023 Cizco Intersight Infrastrug e Bundie
Templates
4.3(2.230117) 170 GIB  Aug 18, 2023 2:55 Cisca Intersight Infra sre Burciia
Palicies -
e 42(3n) 170GIE Sep 30,2023 1:51...  Cisco Intersight Infrastructure Bun
Paols a2( 0GB Jul 3, o Intersight Infrastructure Burda &
4.2(3e) 170 GIE May 16 2023 2:57 ...  Cisco Intersight Infrastructure Bundie
4.2(3d] 170 GiIB  Mar 21, 2023 11:39. Cisco Intersight Infrastructure Bundie
New Command Palette
4.2(3b) 170GiB  Jan8, 2023 8:45PM  Cigco Intersight Infrastructure Bundie x
Nevigate with CtrieK or go
3 Halp > nd Paicita Cancal

Step 4. On the summary page, confirm the firmware to be upgraded and click Upgrade.

Infrastructure Service

@ Overview

e ~ 3
O Operate & Fabric Interconnects

servers Upgrade Firmware

Chassis
Fabric Interconnects @ General Summary
Confirm configuration and initiate the u
HyperFiax Clusters %) ! s e -
Version
Integrated Systems B  selected firmware bundie will be downlvadsd ta the Fabric Intarconnects and uparaded. Click on Requasts 1o monitor the prograss of the
o Summary fmware upgrade.

o
@ Analyze A

Explorer Naw Fmware
& configure A Size

4.2(3h) 1.70 GiB
Profiles
Templates
P Falwic InGrconneets 1o ba Upgraded
Policies
Add Filter Export 1 items found 13 per page 1 of1
ECo ( Domain . Fabric Interconnect A Fabric Interconnect B
Model Serial Bundle Version Model Serial Bundle Version
‘ AACS-FI-DP-6.  UCS-FI-6454 FRO260413XX 42| UCS-FI-6454 FROZE04187A 4.2(34)
T of

New Command Palette

CurisK o1 g
Palatta

Naviats e

ta Halp >

< Cancel m m

Step 5. Monitor the upgrade process and wait for it to complete.

Step 6. When the Firmware downloads, acknowledge the Fabric Interconnect B upgrade, and click Continue.
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€ Requests

Upgrade Firmware

Details Execution Flow
~
Status Prog 26%
@ Action Required
@ Wait for a user on Fabric -B.
Name o Ensure Fabric meet requi to pg Please ge to inue with Fabric Interconnect -
. Leam more at H nter,
Upirade Flimwaie B upgrade, Leam more at Help Center,
D Proceed
65a3ac302696f6e3301dbb6a2
J
Target Type @ Wait for MAC y i on Fabric -B Jan 19, 2024 1:57 PM
Fabric Interconnect MAC address synchronization is complete.
Target Name © Evacuate data traffic on Fabric Interconnect - B. n 19, 2024 1:52 PM
AAO09-FI-DP-6454 Fi-A
an 19, 2024 1:52 PM

AAO9-FI-DP-6454 FI-B

Source Type
Firmware Upgrade

Source Name
AAQQ-FI-DP-6454 FI-A AA...

Initiator
andhiman@cisco.com

@ Wait for image to

plete in endpoil
Image ucs-intersight-infra-4gfi.4.2.3h.bin successfully cached in Fabric Interconnect(s).

@ Initiate image download to the endpoint.

Download ucs-intersight-infra-4gfi.4.2.3h.bin request is submitted successfully.

the requi for the
Validation of pre-upgrade space availability cc

4 1:44 PM

£l

y.

Step 7. When Fabric Interconnect -B is upgraded, acknowledge the Fabric Interconnect - A upgrade.

€ Requests

Upgrade Firmware

X

Details Execution Flow
N
Status Progress 58%
@ Action Required
@ Wait for a user acknowledgement on Fabric Interconnect - A.
Naiie 8 - upgrade for Fabric -Bis Ensure Fabric meet req 10 continue upgr

Upgrade Firmware

D
65aac302696f6e3301dbb6a2

Target Type
Fabric Interconnect

Target Name
AAQ9-FI-DP-6454 FI-A

AA09-FI-DP-6454 FI-B

Source Type
Firmware Upgrade

Source Name
AAO9-FI-DP-6454 FI-A AA...

Initiator
andhiman@cisco.com

Start Time
Jan19, 2024 1:44 PM

Please acknowledge to continue with Fabric Interconnect - A upgrade. Learn more at Help Center.

© Wait for image download to complete.
Image ucs-intersight-infra-4gfi.4.2.3h.bin successfully cached in

@ Initiate image download to endpoint.

Image ucs-intersight-infra-4gfi.4.2.3h.bin already available in a cache, skipping the download. Image will be synced to tﬁé seleé

endpoints.

@ Check if the image has been cached.
Verified that image is available in the cache.

@ Wait for fi in Fabric -B.
Successfully upgraded Fabric Interconnect.

@ Initiate fi de in Fabric -B.
Firmware upgrade request submitted successfully.

© Wait for a user acknowledgement on Fabric Interconnect - B.

© Wait for MAC ization on Fabric -B.

Y
MAC address synchronization is complete.

Fabric Interconnect(s).

r 2(

ted

Jah 18, 2024

n 18, 2024

Step 8. Make sure the Firmware upgrade completed successfully.
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€ Requests X
Upgrade Firmware

Details Execution Flow
Status © Wait for firmware upgrade in Fabric Interconnect - A. =
© Success Successfully upgraded Fabric Interconnect

@ Initiate firmware upgrade in Fabric Interconnect - A.

Name Firmware upgrade request submitted successfully

Upgrade Firmware

© Wait for MAC address sy ization on Fabric - A

] MAC address synchronization is complete

65aac302696f6e3301dbb6a2

© Evacuate data traffic on Fabric Interconnect - A.

Target Type
Fabric Interconnect © Wait for a user ¢ on Fabric - A
Target Name © Wait for image download to complete.

ARG ORBIEI A Image ucs-intersight-infra-4gfi.4.2.3h.bin successtully cached in Fabric Interconnect|s)

AAOQ9-FI-DP-6454 FI-B
@ Initiate image dewnload 1o endpoint.

Image ucs-intersight-infra-4gfi.4.2.3h.bin already avadabie in a cache, skipping the download. Image will be synced to the selected
Source Type endpoints.

Firmware Upgrade

@ Check if the image has been cached.
Source Name | Verified that image is available in the cache.
AAOQ-FI-DP-B454 FI-A AA...

© Wait for firmware upgrade in Fabric interconnect - B,
Initiator Successfully upgraded Fabric Interconnect.
andhiman@cisco.com

@ Initiate firmware upgrade in Fabric Interconnect - B.
Start Time Firmware upgrade request submitted successfully.
Jan 19, 2024 1:44 PM

- @ Wait for a user on Fabric -B. v -

Step 9. Verify the firmware upgraded on the Cisco UCS Fabric Interconnect.

(1 search

@ Overview @ suerting on January 25, 2024, any target disconnected fer mere than 5 minutes will generate an alarm, This new feature means that initial *

notifications will be high, if your infrastrecture has many disconnected targets. As usual, acknowledge alarms to dismiss them.

8 Operate

Fabric Interconnects

Servers

Chassis
# Al Fabric Interconn.., &+
Fabric Interconnects B N .
q,  Add Filter [~ Ewport  Zitems found 9 v per page 1 el
HyperFlex Clusters

Health Connection Contract Status Bundle Version NX-OS Version Models =
Integrated Systems

@ Connected 2 0 Not Covared 2
@ Analyze Ead @ & Heathy 2 O - 4530 2 O P T ERIET 3 O w54 2

Explorer New
& Cconfi ~ - Ports 7
onfigure Mame - Health B Model S Bundle Version . UCS Domain Profile Total Used Availa ¥
Profiles. AADD-FI-DP-6454 FI-A © Haalthy UCE-Fl-6454 4.2(3n) Ru-DomainProfile-AA08
Templates AADS-FI-DP-6454 FI-B @ Healthy UCS-FI-5454 4.2(3n) Ru-DomainProfile- AAQS
Policies

Upgrade Cisco UCS C-Series Node Firmware

This section details the procedure to upgrade the firmware of only Cisco UCS C-Series Rubrik certified
nodes. The Rubrik CDM software upgrade is not part of this procedure.

Note: Since the Cisco UCS C-Series firmware upgrade requires a reboot, contact Rubrik support to shut
down the cluster during the maintenance window.

This section is utilized in two key circumstances.
¢ Only the Cisco C-Series node firmware requires an upgrade.

¢ You are comfortable with having a maintenance window for the Rubrik cluster downtime.
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1
Procedure 1. Upgrade Cisco UCS C-Series Node Firmware

Step 1. Login to https://intersight.com, click Infrastructure Service, then click Servers. Select the Cisco UCS
C-Series nodes that are part of the Rubrik cluster. Click the ellipses... icon and select Upgrade Firmware.

Overview

ary 25, 2024, any tanget disccanected for more than 3 minutes wi
& high, if your infrastructure has mary disconnected targets. As

generata an aarm. This new feature means mat initial =
usual, acknowledge dlarms to dismiss them.

0 Operate

Servers
Servers

Chassis
Al Servers @
Fabric Interconnacts -
% Add Filter Export & items found 0 per page 1 af
HyperFlex Clusters Bwar
Power HCL Status Models Contract Status Profile Status Rec ™
Intagratad Systems System >
Qond {2 Incomplete 4 0 Mot Covered 4 r
© Analyze ~ Profile : O u CTADNEL 4 ® w0K 4 \
Install Operating Systen
Explarer Hew ! peraing !
Upgrade Firmware
& configure ~ - Health Maodel CP. 0 Merma... UCS DL A Serlal Mana
| start Alarr ssiar
Profiles -1 © Healtny 1280 3840 Aal o WZP2ES10561 WADE -
Siop Alarm Suppression
) iz © Hualtry 128.0 3340 08-FI-D o WZP26510590 10408 -
Templates Sat Licanse Tiar
BADS-A-DP-g484-3 @ Healty 128.0 Mo WZP2651056H WADE -
Policies
| AROS-A-DP-6454-4 @ & Healtny 128.0 o WIZP26510552 10008 -
Pools

Step 2. Make sure all Cisco UCS C-Series nodes are selected for upgrade. Click Next.

etk Intersight 32 Infrastructure Service v Q search
Overview @ starting on January 25, 2024, any target disconnected for more than 5 minut 6 means that initial
notifications will be high, if your infrastructure has many disconnected targ
o Operate 2 € Servers
Servers H
Upgrade Firmware
Chassis
Fabric Interconnects © cenera General

Ensure selected servers meet requrements for firmware upgrade.
HyperFlex Clusters N :
2 Version

Contirm Servars Soloction 4 Sclecte
Integrated Systems Confirm Servars Selaction tod
3 Summary

©.  Analyze ~ 4 items found 10~ per page 1 of1
Explorer New Add Filter
©  configure A Name User Label Model UCS Domain
UCSC-C240-M6L AAQ9-FI-DP-6454
Profiles
p-5454 UCSC-C240-M6L AADY-FI-DP-6454
Templates
AAQS-FI-DP-6454-1 UCSC-C240-M6L 4.2(21} AAD9-FI-DP-6454
Policies p-5454-4 UCSC-C240-MBL £.2(2f) AADY-FI-DP-6454
Pools Selected 40f 4 Show Selected  Unselect All

New Command Palette

Step 3. Select the recommended Server Firmware version and click Next. At the time of publishing this guide,
the suggested firmware was 4.2(3h) If the firmware upgrade does not require drive firmware updates, select
Advanced Mode, and check the Exclude Drive option.
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https://intersight.com/

S Infrastructure Service

&  Overview @ suring
notifica ure has many disconn
9 Operats 2 « Sorvers
Servars

Upgrade Firmware

Chassis

Fabric Interconnacts

© General
© version

3 Summary

Version

Se irmveare version t

HyperFlex Clusters

Intagrated Systams Seloct Firmware Bundie

©  Analyze ~

aavinced Mo (O

B me cled firmware bundle will be downioaded fro panenis will Be upgraded alang with drives and
storage controbers. Use Advanced Mode to exclude upgrade of drives and storage controliers.
Explorer New
©  Configure v Acd F items found 10 1 y

Profi Release Date Description

Nov 15, Cisco Intersight Secver Bundle
Templates

Aug 16, Cisco Int ot Bundie

Nov L Intersight Server Bundie

Poals Sep30,20232:19 .. Ciseo Intersight Server Bundle ]
2(3q) 828.30MB  Jul 31,2023 236 PN Cisco Intersight Server Bundle
4.2(3¢l 82813 MIB  May 16,2023 2:41 .. co Intersight Server Bundie

New  Command Palette
42363 M8
a

Cancel

Mar 22

202312:2. Cisco Intersk: pr Bundie

3 Infrastructure Service

@ Ovarview @ Starting on Jaruary 2 ad for more than § mnutes
notifications will be e h many aiscomectad 1arg
Q. Operate « Servers
Soe Upgrade Firmware
Chi
Fabric Interconnects © cenerai Summary

figueation and ini
HyperFlex Clusters e ik

© version
© sunmery

Firmware

Integrated Systems

Analyze ~
4.2(3h)

Explorer

©  configure A Sarvees 10 be Upgraded

Profiles R
Add Filte:

Templates User Label

means that mitia

hem

854,30 Mig

Export  Amemsfound 13

UCS Domain

Palicies

Pooals

Model Firmware Versi... Requires Reboot
Yes
Yes
Yos
UCSC-C240-M6L a.zi21) Yes

AAOZ-FI-DP-6454

2-FI-DP-6454

¥3-FI-DP-6454

AACY-FI-DP-6454

New  Command Palette

Manigaza waarsight with CIrlsK or go

© Halp > Command Palette
o Help > Command Palet Cancel

Step 5. Select the Reboot Immediately to Begin Upgrade option. This initiates the firmware upgrade across all

Cisco UCS C-Series Rubrik certified nodes.
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The Firmware image is downloaded to the end point and staged to the respective node:

Upgrade Firmware

Firmware will be installed an next baot. To rebaot immediately, please
enable the option balow,

[‘) Reboot Immediately 1o Begin Upgrade ]

Cancel Upgrade

+ Requests

Upgrade Firmware

Details Execution Flow
Status Progress 13%
" In Progress

. Wait for image d load to plete in endpoi
D% completed,

MName

Upgrade Firmware

(8]
B5aafb74696f6e3301deeBeh

Target Type
Rack Server

Target Name
AAD9-FI-DP-G6454-4

Source Typa
Firmware Upgrade

Source Name
AADS-FI-DP-6454-4

Initiator
andhiman@cisco.com

Start Time
Jan 19, 2024 5:45PM

End Time

& Initiate image download to endpoint.

Download intersight-ues-server-c240-mé.4.2.3h.bin request is submitted successfu‘lly.

2 Validate the requirements for the endpoint.

Jan 18, 2024 5:45 PM

Jan 18, 2024 5:45 PM

Step 6. Confirm the firmware upgrade across all Cisco UCS C-Series nodes is complete.
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5= ntrastry

o Las! Login Trie : Jan 19, 2024 237 PM
= wervIew B Stanting en Jaauary 25, 2024, any terget discoanected for more than 5 minutes will generste an alarm. This new teature means thi Last Login |7 : 192.133.242 70
nntifizatinns will be high, i your i has many siscenneciod fargers. & ket
2 Cperate ~
Servers
Servers
Chassis
Fabric [ptercannects s Ewport & flems found 0wz 1wl
HyperFlex Clusters
Health Power HCL Status Models Contract Status Profile Status P
Integrated Systems
ona £ Incamplata 4 @ Not Cavarad 4
& Analyze ~ O w4 O O a6 4 "
Explarar Hew
®  configura fa MNatie Health Model CP.. (0 A Serial L
Profiles AAOD-FI-DP-G464-1 0 @ Healthy UCEC-07 1280 H WTPFRS1NGAT 1
AADD-FI-DP-6454-2 ap @ Huslthy UCEC-o2d. 128.0 Ha WIPZES10590 1
Templates
AADS-FI-DP-6454-3 & 8 Haalthy UCEC-C2.. 128.0 Mo WIPZESI0SEH 1
Policles
AADS-FI-DP-6454-4 <t @ Healthy UGEE-C2 1280 o WEPZEEINGGE 1

Step 7. Once the firmware across all Cisco UCS C240 LFF nodes are upgraded, restart the Rubrik CDM
Cluster.
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Rubrik Certified Cisco UCS Nodes

This solution utilizes 4x Cisco UCS C240 M6 LFF nodes configured with Rubrik CDM. Along with this
configuration, Cisco and Rubrik have certified solutions with different capacity points available on Cisco UCS C-
Series Rack Servers .This allows you to select your configuration based on key characteristics such as:

o Total Capacity
o Cluster Resiliency
o Performance requirements.
Note: Customers should contact Rubrik Sizing Team or Rubrik Sales Specialist for identification of Rubrik

Cluster configuration.

Table 12 lists the Rubrik-certified nodes on Cisco UCS Platform.

Table 12. Rubrik Certified Cisco UCS Nodes

Solution Name Cisco UCS Platform Capacity per Node Caching SSDs/NVMe per
Node
Rubrik-C240M6 LFF Cisco UCS C240 M6 LFF Rack 48 TB (12x 4TB) 1.6 TB
Server with 12 drive options
96 TB (12x 8TB) 1.6 TB
144 TB (12x 12TB) 1.6 TB
168 TB (12x 14TB) 1.6 TB
192 TB (12x 16TB) 1.6 TB
240 TB (12x 20TB) 1.6 TB
264 TB (12x 22TB) 1.6 TB
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Appendices

This appendix is organized into the following sections:

« Appendix A - Bill of Materials

« Appendix B - References Used in this Guide

Appendix A - Bill of Materials

Table 13 provides an example the Bill of Materials used for four (4) node Rubrik CDM cluster deployed on a
single Cisco UCS C-Series systems, along with a pair of Cisco Fabric Interconnects, used in the testing and

reference design described in this document.

Table 13. Cisco UCS Bill of Materials

Cisco C-Series estimate (4x C240 M5 LFF nodes) for Rubrik CDM Cluster

1.0 UCS-M6-MLB

1.1 DC-MGT-SAAS

1.1.1 DC-MGT-IS-SAAS-AD
1.1.2 SVS-DCM-SUPT-BAS
1.1.3 DC-MGT-UCSC-1S
1.2 UCSC-C240-M6L
1.2.0.1 CON-LTNCO-UCSCC2L4
1.2.1 UCSC-M-V25-04
1.2.2 CIMC-LATEST

1.2.3 UCS-M2-240G

1.2.4 UCS-M2-HWRAID
1.2.5 UCSX-TPM-002C
1.2.6 N20-BKVM

1.2.7 UCSC-RAIL-M6

1.2.8 UCSC-BBLKD-S2

© 2024 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

UCS M6 RACK, BLADE MLB
Cisco Intersight SaaS

Infrastructure Services SaaS/CVA -
Advantage

Basic Support for DCM

UCS Central Per Server - 1 Server
License

UCS C240 M6 Rack w/o CPU, mem,
drives, 2U w LFF

CX LEVEL 1 8X7XNCDOSUCS C240 M6
Rack wo CPU mem drives 2

Cisco UCS VIC 1467 quad port 10/25G
SFP28 mLOM

IMC SW (Recommended) latest release
for C-Series Servers.

240GB SATA M.2

Cisco Boot optimized M.2 Raid
controller

TPM 2.0, TCG, FIPS140-2, CC EAL4+
Certified, for M6 servers

KVM local IO cable for UCS servers
console port

Ball Bearing Rail Kit for C220 & C240
M6 rack servers

UCS C-Series M5 SFF drive blanking
panel

12
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1.2.9 UCS-DIMM-BLK
1.2.10 UCSC-RIS1B-240M6
1.2.11 UCSC-RIS2A-240M6
1.2.12 UCSC-RIS3B-240M6
1.2.13 UCSC-HSLP-M6
1.2.14 UCSC-M2EXT-240M6
1.2.15 UCSC-MPSTOMG6L-KIT
1.2.16 UCS-CPU-15318N
1.2.17 UCS-MR-X32G2RW
1.2.18 UCSC-SAS-M6HD
1.2.19 UCS-HD12T7KL4KN
1.2.20 UCS-NVMEI4-11600
1.2.21 UCSC-PSU1-1600W
1.2.22 CAB-C13-C14-2M
1.2.23 UCS-SID-INFR-OI
1.2.24 UCS-SID-WKL-OW
1.3 UCSX-FI-6454-U
1.3.0.1 CON-OSP-UCSXUFI6
1.3.1 N10-MGTO018

1.3.2 UCS-PSU-6332-AC
1.3.3 CAB-C13-C14-3M-IN
1.3.4 UCS-ACC-6332

1.3.5 UCS-FAN-6332
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UCS DIMM Blanks

C240 M6 Riser1B; 2xHDD/SSD; StBkt;
(CPU1)

C240 / C245 M6 Riser2A;
(x8;x16;x8);StBkt; (CPU2)

C240 M6 Riser 3B; 2xHDD; StBkt;
(CPU2)

Heatsink for 1U/2U LFF/SFF GPU SKU

C240M6 / C245M6 2U M.2 Extender
board

C240M6L MID PLANE KIT 4x3.5" HDD

Intel 5318N 2.1GHz/150W 24C/36MB
DDR4 2667MHz

32GB RDIMM DRx4 3200 (8Gb)
Cisco M6 12G SAS HBA (32 Drives)
12TB 12G SAS 7.2K RPM LFF HDD (4K)

1.6TB 2.5in U.2 Intel P5600 NVMe High
Perf Medium Endurance

UCS 1600W AC PSU Platinum (Not
EU/UK Lot 9 Compliant)

Power Cord Jumper, C13-C14
Connectors, 2 Meter Length

Other Infrastructure
Other Workload
UCS Fabric Interconnect 6454

SNTC-24X7X40S UCS Fabric
Interconnect 6454

UCS Manager v4.2 and Intersight
Managed Mode v4.2

UCS 6332/ 6454 Power Supply/100-
240VAC

Power Cord Jumper, C13-C14
Connectors, 3 Meter Length, India

UCS 6332/ 6454 Chassis Accessory Kit

UCS 6332/ 6454 Fan Module

80

48

48
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Appendix B - References Used in this Guide

Cisco Intersight

Cisco Unified Computing System

http://www.cisco.com/en/US/products/ps10265/index.html

Cisco UCS Manager

http://www.cisco.com/en/US/products/ps10281/index.html

Cisco UCS C-Series Rack Servers

https://www.cisco.com/c/dam/en/us

servers/c240m6-Iff-specsheet.pdf
Rubrik CDM

https://www.rubrik.com/products/cloud-data-management

roducts/collateral/servers-unified-computing/ucs-c-series-rack-
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Feedback
For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at

https://cs.co/en-cvds.
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