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Executive Summary

With the proliferation of virtualized environments across most IT landscapes, other technology stacks which have
traditionally not offered the same levels of simplicity, flexibility, and rapid deployment as virtualized compute
platforms have come under increasing scrutiny. In particular, networking devices and storage systems have lacked
the agility of hypervisors and virtual servers. With the introduction of Cisco HyperFlex, Cisco has brought the
dramatic enhancements of hyperconvergence to the modern data center.

Cisco HyperFlex systems are based on the Cisco UCS platform, combining Cisco HX-Series x86 servers and
integrated networking technologies through the Cisco UCS Fabric Interconnects, into a single management
domain, along with industry leading virtualization hypervisor software from Microsoft, and next-generation software
defined storage technology. The combination creates a complete virtualization platform, which provides the
network connectivity for the guest virtual machine connections, and the distributed storage to house the virtual
machines, spread across all of the Cisco UCS x86 servers, versus using specialized storage or networking
components. The unique storage features of the HyperFlex log-based filesystem enable rapid cloning of virtual
machines, snapshots without the traditional performance penalties, and inline data deduplication and compression.
All configuration, deployment, management, and monitoring of the solution can be done with existing tools for
Cisco UCS and Microsoft, such as Cisco UCS Manager and Microsoft Hyper-V Manager, PowerShell, SCVYMM,
and new integrated HTML based management tools, such as Cisco HyperFlex Connect and Cisco Intersight. This
powerful linking of advanced technology stacks into a single, simple, rapidly deployed solution makes Cisco
HyperFlex a true second generation hyperconverged platform. Customers can choose to deploy SSD-only All-
Flash HyperFlex clusters for improved performance, increased density, and reduced latency, or use HyperFlex
hybrid clusters which combine high-performance SSDs and low-cost, high-capacity HDDs to optimize the cost of
storing data. Further enhancements include improvements and customization capabilities in the HyperFlex
Connect management tool, larger scale 32-node clusters, large form-factor disks for larger storage capacity.
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Introduction

The Cisco HyperFlex System provides an all-purpose virtualized server platform, with hypervisor hosts, networking
connectivity, and virtual server storage across a set of Cisco UCS HX-Series x86 rack-mount servers. Legacy
datacenter deployments have relied on a disparate set of technologies, each performing a distinct and specialized
function, such as network switches connecting endpoints and transferring Ethernet network traffic, and Fibre
Channel (FC) storage arrays providing block based storage via a dedicated storage array network (SAN). Each of
these systems had unique requirements for hardware, connectivity, management tools, operational knowledge,
monitoring, and ongoing support. A legacy virtual server environment was often divided up into areas commonly
referred to as silos, within which only a single technology operated, along with their correlated software tools and
support staff. Silos could often be divided between the x86 computing hardware, the networking connectivity of
those x86 servers, SAN connectivity and storage device presentation, the hypervisors and virtual platform
management, and finally the guest virtual machine themselves along with their OS and applications. This model
proves to be inflexible, difficult to navigate, and is susceptible to numerous operational inefficiencies.

A more modern datacenter model was developed called a converged infrastructure. Converged infrastructures
attempt to collapse the traditional silos by combining these technologies into a more singular environment, which
has been designed to operate together in pre-defined, tested, and validated designs. A key component of the
converged infrastructure was the revolutionary combination of x86 rack and blade servers, along with converged
Ethernet and Fibre Channel networking offered by the Cisco UCS platform. Converged infrastructures leverage
Cisco UCS, plus new deployment tools, management software suites, automation processes, and orchestration
tools to overcome the difficulties deploying traditional environments and do so in a much more rapid fashion.
These new tools place the ongoing management and operation of the system into the hands of fewer staff, with
more rapid deployment of workloads based on business needs, while still remaining at the forefront of flexibility to
adapt to workload needs and offering the highest possible performance. Cisco has had incredible success in
these areas with our various partners, developing leading solutions such as Cisco FlexPod, FlashStack,
VersaStack, and VxBlock architectures. Despite these advances, because these converged infrastructures
contained some legacy technology stacks, particularly in the storage subsystems, there often remained a division
of responsibility amongst multiple teams of administrators. There is also a recognition that these converged
infrastructures can still be a somewhat complex combination of components, where a simpler system would
suffice to serve the workloads being requested.

Significant changes in the storage marketplace have given rise to the software defined storage (SDS) system.
Legacy FC storage arrays often contained a specialized subset of hardware, such as Fibre Channel Arbitrated
Loop (FC-AL) based controllers and disk shelves along with optimized Application Specific Integrated Circuits
(ASIC), read/write data caching modules and cards, plus highly customized software to operate the arrays. With
the rise of Serial Attached SCSI (SAS) bus technology and its inherent benefits, storage array vendors began to
transition their internal hardware architectures to SAS, and with dramatic increases in processing power from
recent x86 processor architectures, they also used fewer or no custom ASICs at all. As disk physical sizes shrank,
x86 servers began to have the same density of storage per rack unit (RU) as the arrays themselves, and with the
proliferation of NAND based flash memory solid state disks (SSD), they also now had access to input/output (I0)
devices whose speed rivaled that of dedicated caching devices. If servers themselves now contained storage
devices and technology to rival many dedicated arrays on the market, then the major differentiator between them
was the software providing allocation, presentation, and management of the storage, plus the advanced features
many vendors offered. This has led to the rise of software defined storage, where the x86 servers with the
storage devices ran software to effectively turn one or more of them, working cooperatively, into a storage array
much the same as the traditional arrays were. In a somewhat unexpected turn of events, some of the major
storage array vendors themselves were pioneers in this field, recognizing the technological shifts in the market,
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and attempting to profit from the software features they offered versus their specialized hardware, as had been
done in the past.

Some early uses of SDS systems simply replaced the traditional storage array in the converged architectures as
described earlier. That configuration still had a separate storage system from the virtual server hypervisor platform,
and depending on the solution provider, still remained separate from the network devices. If the servers that
hosted the virtual machines, and also provided the SDS environment were in fact the same model of server, could

they simply do both things at once and collapse the two functions into one? This ultimate combination of resources

becomes what the industry has given the moniker of a hyperconverged infrastructure. Hyperconverged
infrastructures coalesce the computing, memory, hypervisor, and storage devices of servers into a single platform
for virtual servers. There is no longer a separate storage system, as the servers running the hypervisors also
provide the software defined storage resources to store the virtual servers, effectively storing the virtual machines

on themselves. Now nearly all the silos are gone, and a hyperconverged infrastructure becomes something almost

completely self-contained, simpler to use, faster to deploy, easier to consume, yet still flexible and with very high
performance. Many hyperconverged systems still rely on standard networking components, such as on-board
network cards in the x86 servers, and top-of-rack switches. The Cisco HyperFlex system combines the
convergence of computing and networking provided by Cisco UCS, along with next-generation hyperconverged
storage software, to uniquely provide the compute resources, network connectivity, storage, and hypervisor
platform to run an entire virtual environment, all contained in a single uniform system.

Some key advantages of hyperconverged infrastructures are the simplification of deployment, day to day
management operations, as well as increased agility, thereby reducing the amount operational costs. Since
hyperconverged storage can be easily managed by an IT generalist, this can also reduce technical debt going
forward that is often accrued by implementing complex systems that need dedicated management teams and
skillsets.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, partner engineering, and customers deploying the Cisco HyperFlex System.
External references are provided wherever applicable, but readers are expected to be familiar with Microsoft
specific technologies, infrastructure concepts, networking connectivity, and security policies of the customer
installation.

Purpose of this Document

This document describes the steps required to deploy, configure, and manage a Cisco HyperFlex system using
the Microsoft Hyper-V hypervisor. The document is based on all known best practices using the software,
hardware and firmware revisions specified in the document. As such, recommendations and best practices can be
amended with later versions. This document showcases the installation and configuration of Cisco HyperFlex with
Hyper-V in a typical customer datacenter environment. While readers of this document are expected to have
sufficient knowledge to install and configure the products used, configuration details that are important to the
deployment of this solution are provided in this CVD.

Microsoft Hyper-V enhancements for HX Version 4.0.x

The Cisco HyperFlex system has several new capabilities and enhancements for Hyper-V in version 4.0.1x:
e Support for second generation Intel Xeon scalable processors

e Windows Server 2019 with Hyper-V—Support has been added in this release for the Windows Server 2019
operating system for Hyper-V based HyperFlex deployments.
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e New Cache and increased scale for Hyper-V —NVMe & Optane SSDs are now supported as cache drives
for Hyper-V deployments.

e Scale limits have been increased to 16+16 (Converged+Compute-only) for both SFF (AF and Hybrid) & LFF
(Hybrid) clusters.

e Support for Cisco UCS VIC 1400 series and 6400 series Fabric Interconnect

e Support for Cisco UCS C240 M5 servers as Compute-only node.

Documentation Roadmap

For the comprehensive documentation suite, refer to the Cisco Hyperllex Systems Documentation Roadmap.

‘ﬁ A login is required for the Documentation Roadmap.

This is the Hyperconverged Infrastructure web link: hitp://hvoerflex.o

Solution Summary

The Cisco HyperFlex system provides a fully contained virtual server platform, with compute and memory
resources, integrated networking connectivity, a distributed high-performance log based filesystem for virtual
machine storage, and the hypervisor software for running the virtualized servers, all within a single Cisco UCS
management domain.

Figure 1 Cisco HyperFlex System Overview
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The following are the components of a Cisco HyperFlex system using Microsoft Hyper-V as the hypervisor:
e One pair of Cisco UCS Fabric Interconnects, choose from the following models:
— Cisco UCS 6248UP Fabric Interconnect

—  Cisco UCS 6296UP Fabric Interconnect


https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HX_Documentation_Roadmap/HX_Series_Doc_Roadmap.html
http://hyperflex.io/
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— Cisco UCS 6332 Fabric Interconnect
— Cisco UCS 6332-16UP Fabric Interconnect
— Cisco UCS 6454 Fabric Interconnect
e Three to Eight Cisco HyperFlex HX-Series Rack-Mount Servers, choose from the following models:
—  Cisco HyperFlex HX220c-M5SX Rack-Mount Servers
—  Cisco HyperFlex HX240c-MbSX Rack-Mount Servers
—  Cisco HyperFlex HXAF220c-M5SX All-Flash Rack-Mount Servers
—  Cisco HyperFlex HXAF240c-M5SX All-Flash Rack-Mount Servers
—  Cisco HyperFlex HX240c-M5L Rack-Mount Servers
e (Cisco HyperFlex Data Platform Software
e Microsoft Windows Server 2016/2019 Hyper-V Hypervisor
e Microsoft Windows Active Directory and DNS services, RSAT tools (end-user supplied)
e SCVMM - optional (end-user supplied)
Optional components for additional compute-only resources are:
e (isco UCS 5108 Chassis
e Cisco UCS 2204XP, 2208XP or 2304 model Fabric Extenders
e Cisco UCS B200-M4, or B200-M5 blade servers

e (Cisco UCS C220-M5 Rack-Mount servers
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Cisco Unified Computing System

Cisco Unified Computing System (Cisco UCS) is a next-generation data center platform that unites compute,
network, and storage access. The platform, optimized for virtual environments, is designed using open industry-
standard technologies and aims to reduce total cost of ownership (TCO) and increase business agility. The system
integrates a low-latency, lossless 10 Gigabit Ethernet or 40 Gigabit Ethernet unified network fabric with
enterprise-class, x86-architecture servers. It is an integrated, scalable, multi chassis platform in which all
resources participate in a unified management domain.

The main components of Cisco Unified Computing System are:

Computing: The system is based on an entirely new class of computing system that incorporates rack-
mount and blade servers based on Intel Xeon Processors.

Network: The system is integrated onto a low-latency, lossless, 10-Gbps, 25-Gbps or 40-Gbps unified
network fabric. This network foundation consolidates LANs, SANs, and high-performance computing
networks which are often separate networks today. The unified fabric lowers costs by reducing the number
of network adapters, switches, and cables, and by decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business and
IT requirements.

Storage access: The system provides consolidated access to both SAN storage and Network Attached
Storage (NAS) over the unified fabric. By unifying storage access, the Cisco Unified Computing System can
access storage over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and iSCSI. This provides
customers with their choice of storage protocol and physical architecture, and enhanced investment
protection. In addition, the server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity, and management for increased
productivity.

Management: The system uniquely integrates all system components which enable the entire solution to be
managed as a single entity by the Cisco UCS Manager (UCSM). The Cisco UCS Manager has an intuitive
graphical user interface (GUI), a command-line interface (CLI), and a robust application programming
interface (API) to manage all system configuration and operations.

The Cisco Unified Computing System is designed to deliver:

A reduced Total Cost of Ownership and increased business agility.
Increased IT staff productivity through just-in-time provisioning and mobility support.

A cohesive, integrated system which unifies the technology in the data center. The system is managed,
serviced, and tested as a whole.

Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale /O bandwidth to match demand.

Industry standards supported by a partner ecosystem of industry leaders.
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Cisco UCS Fabric Interconnect

The Cisco UCS Fabric Interconnect (Fl) is a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities for the system. Depending on the model chosen, the Cisco
UCS Fabric Interconnect offers line-rate, low-latency, lossless 10 Gigabit or 40 Gigabit Ethernet, Fibre Channel
over Ethernet (FCoE) and Fibre Channel connectivity. Cisco UCS Fabric Interconnects provide the management
and communication backbone for the Cisco UCS C-Series, S-Series, and HX-Series Rack-Mount Servers, Cisco
UCS B-Series Blade Servers, and Cisco UCS 5100 Series Blade Server Chassis. All servers and chassis, and
therefore all blades, attached to the Cisco UCS Fabric Interconnects become part of a single, highly available
management domain. In addition, by supporting unified fabrics, the Cisco UCS Fabric Interconnects provide both
the LAN and SAN connectivity for all servers within its domain.

From a networking perspective, the Cisco UCS 6200 Series uses a cut-through architecture, supporting
deterministic, low latency, line rate 10 Gigabit Ethernet on all ports, up to 1.92 Tbps switching capacity and 160
Gbps bandwidth per chassis, independent of packet size and enabled services. The product family supports Cisco
low-latency, lossless 10 Gigabit Ethernet unified network fabric capabilities, which increase the reliability,
efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports multiple traffic classes over the
Ethernet fabric from the servers to the uplinks. Significant TCO savings come from an FCoE-optimized server
design in which network interface cards (NICs), host bus adapters (HBAs), cables, and switches can be
consolidated.

The Cisco UCS 6300 Series offers the same features while supporting even higher performance, low latency,
lossless, line rate 40 Gigabit Ethernet, with up to 2.56 Thps of switching capacity. Backward compatibility and
scalability are assured with the ability to configure 40 Gbps quad SFP (QSFP) ports as breakout ports using
4x10GDbE breakout cables. Existing Cisco UCS servers with 10GbE interfaces can be connected in this manner,
although Cisco HyperFlex nodes must use a 40GbE VIC adapter in order to connect to a Cisco UCS 6300 Series
Fabric Interconnect.

The Cisco UCS 6454 uses a cut-through architecture, supporting deterministic, low-latency, line-rate
10/25/40/100 Gigabit Ethernet ports, a switching capacity of 3.82 Tbps, and 320 Gbps bandwidth between Fl
6454 and IOM 2208 per 5108 blade chassis, independent of packet size and enabled services. The product
family supports Cisco® low-latency, lossless 10/25/40/100 Gigabit Ethernet unified network fabric capabilities,
which increase the reliability, efficiency, and scalability of Ethernet networks. The Fabric Interconnect supports
multiple traffic classes over a lossless Ethernet fabric from the server through the Fabric Interconnect.

Cisco UCS 6248UP Fabric Interconnect

The Cisco UCS 6248UP Fabric Interconnect is a one-rack-unit (1RU) 10 Gigabit Ethernet, FCoE and Fiber
Channel switch offering up to 960 Gbps throughput and up to 48 ports. The switch has 32 1/10-Gbps fixed
Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus one expansion slot.

Figure 2  Cisco UCS 6248UP Fabric Interconnect
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Cisco UCS 6296UP Fabric Interconnect

The Cisco UCS 6296UP Fabric Interconnect is a two-rack-unit (2RU) 10 Gigabit Ethernet, FCoE, and native Fibre
Channel switch offering up to 1920 Gbps of throughput and up to 96 ports. The switch has 48 1/10-Gbps fixed
Ethernet, FCoE, or 1/2/4/8 Gbps FC ports, plus three expansion slots.

Figure 3  Cisco UCS 6296UP Fabric Interconnect
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Cisco UCS 6332 Fabric Interconnect

The Cisco UCS 6332 Fabric Interconnect is a one-rack-unit (1RU) 40 Gigabit Ethernet and FCoE switch offering
up to 2560 Gbps of throughput. The switch has 32 40-Gbps fixed Ethernet and FCoE ports. Up to 24 of the ports
can be reconfigured as 4x10Gbps breakout ports, providing up to 96 10-Gbps ports.

Figure 4  Cisco UCS 6332 Fabric Interconnect
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Cisco UCS 6332-16UP Fabric Interconnect

The Cisco UCS 6332-16UP Fabric Interconnect is a one-rack-unit (1RU) 10/40 Gigabit Ethernet, FCoE, and
native Fibre Channel switch offering up to 2430 Gbps of throughput. The switch has 24 40-Gbps fixed Ethernet
and FCoE ports, plus 16 1/10-Gbps fixed Ethernet, FCoE, or 4/8/16 Gbps FC ports. Up to 18 of the 40-Gbps
ports can be reconfigured as 4x10Gbps breakout ports, providing up to 88 total 10-Gbps ports.

Figure 5 Cisco UCS 6332-16UP Fabric Interconnect
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‘ﬁ When used for a Cisco HyperFlex deployment, due to mandatory QoS settings in the configuration, the
6332 and 6332-16UP will be limited to a maximum of four 4x10Gbps breakout ports, which can be used
for other non-HyperFlex servers.

Cisco UCS 6454 Fabric Interconnect

The Cisco UCS 6454 54-Port Fabric Interconnect is a One-Rack-Unit (1RU) 10/25/40/100 Gigabit Ethernet,
FCoE and Fibre Channel switch offering up to 3.82 Thps throughput and up to 54 ports. The switch has 36
10/25-Gbps Ethernet ports, 4 1/10/25-Gbps Ethernet ports, 6 40/100-Gbps Ethernet uplink ports and 8 unified
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ports that can support 8 10/25-Gbps Ethernet ports or 8/16/32-Gbps Fibre Channel ports. All Ethernet ports are
capable of supporting FCoE.

Figure 6 Cisco UCS 6454 Fabric Interconnect
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Cisco HyperFlex HX-Series Nodes

A HyperFlex cluster requires a minimum of three HX-Series “converged” nodes (with disk storage). Data is
replicated across at least two of these nodes, and a third node is required for continuous operation in the event of
a single-node failure. Each node that has disk storage is equipped with at least one high-performance SSD drive
for data caching and rapid acknowledgment of write requests. Each node also is equipped with additional disks, up
to the platform’s physical limit, for long term storage and capacity.

ﬂ In the following Cisco UCS HX server models, SED and NVMe cache drives are not supported on Hyper-
Flex systems with Microsoft Hyper-V at the time of publishing this document.

Cisco HyperFlex HXAF220c-M5SX All-Flash Node

This small footprint Cisco HyperFlex all-flash model contains a 240 GB M.2 form factor solid-state disk (SSD) that
acts as the boot drive, a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe SSD, a 1.6 1B
NVMe SSD or 400GB SAS SSD write-log drive, and six to eight 960 GB or 3.8 TB SATA SSD drives for storage
capacity. For configurations requiring self-encrypting drives, the caching SSD is replaced with an 800 GB SAS
SED SSD, and the capacity disks are also replaced with either 800 GB, 960 GB or 3.8 TB SED SSDs.

Figure 7 HXAF220c-M5SX All-Flash Node

Cisco HyperFlex HXAF240c-M5SX All-Flash Node

This capacity optimized Cisco HyperFlex all-flash model contains a 240 GB M.2 form factor solid-state disk (SSD)
that acts as the boot drive, a 240 GB housekeeping SSD drive, either a single 375 GB Optane NVMe SSD, a 1.6
TB NVMe SSD or 400GB SAS SSD write-log drive installed in a rear hot swappable slot, and six to twenty-three
960 GB or 3.8 TB SATA SSD drives for storage capacity. For configurations requiring self-encrypting drives, the
caching SSD is replaced with an 800 GB SAS SED SSD, and the capacity disks are also replaced with either 800
GB, 960 GB or 3.8 TB SED SSDs.
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Figure 8 HXAF240c-M5SX Node

Cisco HyperFlex HX220c-M5SX Hybrid Node

This small footprint Cisco HyperFlex hybrid model contains a minimum of six, and up to eight 1.8 terabyte (TB) or
1.2 TB SAS hard disk drives (HDD) that contribute to cluster storage capacity, a 240 GB SSD housekeeping drive,
a 480 GB or 800 GB SSD caching drive, and a 240 GB M.2 form factor SSD that acts as the boot drive. For

configurations requiring self-encrypting drives, the caching SSD is replaced with an 800 GB SAS SED SSD, and
the capacity disks are replaced with 1.2TB SAS SED HDDs.

Figure 9 HX220c-M5SX Node
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Either a 480 GB or 800 GB caching SAS SSD may be chosen. This option is provided to allow flexibility in

ordering based on product availability, pricing, and lead times. There is no performance, capacity, or
scalability benefit in choosing the larger disk.

Cisco HyperFlex HX240c-M5SX Hybrid Node

This capacity optimized Cisco HyperFlex hybrid model contains a minimum of six and up to twenty-three 1.8 TB or
1.2 TB SAS small form factor (SFF) hard disk drives (HDD) that contribute to cluster storage, a 240 GB SSD
housekeeping drive, a single 1.6 TB SSD caching drive installed in a rear hot swappable slot, and a 240 GB M.2
form factor SSD that acts as the boot drive. For configurations requiring self-encrypting drives, the caching SSD is
replaced with a 1.6 TB SAS SED SSD, and the capacity disks are replaced with 1.2TB SAS SED HDDs.

Figure 10 HX240c-M5SX Node

Cisco HyperFlex HX240c-M5L Hybrid Node

This density optimized Cisco HyperFlex hybrid model contains a minimum of six and up to twelve 6 TB or 8 TB
SAS large form factor (LFF) hard disk drives (HDD) that contribute to cluster storage, a 240 GB SSD
housekeeping drive and a single 3.2 TB SSD caching drive, both installed in the rear hot swappable slots, and a
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240 GB M.2 form factor SSD that acts as the boot drive. Large form factor nodes cannot be configured with self-
encrypting disks and are limited to a maximum of eight nodes in a cluster in the initial release of HyperFlex 3.0.

Figure 11 HX240c-M5L Node
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Cisco VIC 1387 MLOM Interface Cards

The Cisco UCS VIC 1387 Card is a dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40-Gbps
Ethernet and Fibre Channel over Ethernet (FCoE)-capable PCl Express (PCle) modular LAN-on-motherboard
(mLOM) adapter installed in the Cisco UCS HX-Series Rack Servers. The VIC 1387 is used in conjunction with the
Cisco UCS 6332 or 6332-16UP model Fabric Interconnects.

The mLOM slot can be used to install a Cisco VIC without consuming a PCle slot, which provides greater 1/O
expandability. It incorporates next-generation converged network adapter (CNA) technology from Cisco, providing
investment protection for future feature releases. The card enables a policy-based, stateless, agile server
infrastructure that can present up to 256 PCle standards-compliant interfaces to the host, each dynamically
configured as either a network interface card (NICs) or host bus adapter (HBA). The personality of the interfaces is
set programmatically using the service profile associated with the server. The number, type (NIC or HBA), identity
(MAC address and Worldwide Name [WWN)]), failover policy, adapter settings, bandwidth, and quality-of-service
(QoS) policies of the PCle interfaces are all specified using the service profile.

Figure 12 Cisco VIC 1387 mLOM Card

ﬂ Hardware revision VO3 or later of the Cisco VIC 1387 card is required for the Cisco HyperFlex HX-series
servers.

Cisco VIC 1457 MLOM Interface Cards

The Cisco UCS VIC 1400 platform extends the network fabric directly to both servers and virtual machines so that
a single connectivity mechanism can be used to connect both physical and virtual servers with the same level of
visibility and control. Cisco VICs provide complete programmability of the Cisco UCS 1/O infrastructure, with the
number and type of I/O interfaces configurable on demand with a zero-touch model. Cisco VICs support Cisco
SingleConnect technology, which provides an easy, intelligent, and efficient way to connect and manage
computing in your data center. Cisco SingleConnect unifies LAN, SAN, and systems management into one
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simplified link for rack servers, blade servers, and virtual machines. This technology reduces the number of
network adapters, cables, and switches needed and radically simplifies the network, reducing complexity. Cisco
VICs can support 256 PCle virtual devices, either virtual NICs (vNICs) or virtual HBAs (VHBAS), a high rate of /O
operations per second (IOPS), support for lossless Ethernet, and 10- and 40-Gbps connection to servers. The
PCle 3.0 x16 interface helps ensure optimal bandwidth to the host for network-intensive applications, with a
redundant path to the fabric interconnect. Cisco VICs support NIC teaming, with fabric failover for increased
reliability and availability. In addition, it provides a policy-based, stateless, agile server infrastructure for your data
center. The VIC 1400 series is designed exclusively for the M5 generation of Cisco UCS B-Series Blade Servers,
C-Series Rack Servers, and S-Series Storage Servers. The adapters are capable of supporting 10-, 25, and 40-
Gigabit Ethernet and Fibre Channel over Ethernet (FCoE). The VIC incorporates Cisco’s next-generation
converged network adapter (CNA) technology and offers a comprehensive feature set, providing investment
protection for future feature software releases. In addition, the VIC supports Cisco Data Center Virtual Machine
Fabric Extender (VM-FEX) technology. This technology extends the Cisco UCS fabric interconnect ports to virtual
machines, simplifying server virtualization deployment.

Cisco UCS VIC 1457 is based on the most recent generation of the Cisco UCS VIC 1400 platform. The Cisco
UCS VIC 1457 (Figure 13) is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed for the M5
generation of Cisco UCS C-Series Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE. The card can
present PCle standards-compliant interfaces to the host, and these can be dynamically configured as either NICs
or HBAs.

Figure 13 Cisco VIC 1457 mLOM Card
. s e

All-Flash versus Hybrid

The initial HyperFlex product release featured hybrid converged nodes, which use a combination of solid-state
disks (SSDs) for the short-term storage caching layer, and hard disk drives (HDDs) for the long-term storage
capacity layer. The hybrid HyperFlex system is an excellent choice for entry-level or midrange storage solutions,
and hybrid solutions have been successfully deployed in many non-performance sensitive virtual environments.
Meanwhile, there is significant growth in deployment of highly performance sensitive and mission critical
applications. The primary challenge to the hybrid HyperFlex system from these highly performance sensitive
applications, is their increased sensitivity to high storage latency. Due to the characteristics of the spinning hard
disks, it is unavoidable that their higher latency becomes the bottleneck in the hybrid system. Ideally, if all of the
storage operations were to occur in the caching SSD layer, the hybrid system’s performance will be excellent. But
in several scenarios, the amount of data being written and read exceeds the caching layer capacity, placing larger
loads on the HDD capacity layer, and the subsequent increases in latency will naturally result in reduced
performance.
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Cisco All-Flash HyperFlex systems are an excellent option for customers with a requirement to support high
performance, latency sensitive workloads. With a purpose built, flash-optimized and high-performance log-based
filesystem, the Cisco All-Flash HyperFlex system provides:

e Predictable high-performance across all the virtual machines on HyperFlex All-Flash.

e Highly consistent and low latency, which benefits data-intensive applications and databases such as
Microsoft SQL and Oracle.

e Future ready architecture that is well suited for flash-memory configuration:
—  Cluster-wide SSD pooling maximizes performance and balances SSD usage so as to spread the wear.
— A fully distributed log-structured filesystem optimizes the data path to help reduce write amplification.
— Large sequential writing reduces flash wear and increases component longevity.

— Inline space optimization, e.g. deduplication and compression, minimizes data operations and reduces
wear.

e Lower operating cost with the higher density drives for increased capacity of the system.

e Cloud scale solution with easy scale-out and distributed infrastructure and the flexibility of scaling out
independent resources separately.

Cisco HyperFlex support for hybrid and all-flash models now allows customers to choose the right platform
configuration based on their capacity, applications, performance, and budget requirements. All-flash configurations
offer repeatable and sustainable high performance, especially for scenarios with a larger working set of data, in
other words, a large amount of data in motion. Hybrid configurations are a good option for customers who want
the simplicity of the Cisco HyperFlex solution, but their needs focus on capacity-sensitive solutions, lower
budgets, and fewer performance-sensitive applications.

Cisco HyperFlex Compute-Only Nodes

All current model Cisco UCS M4 and M5 generation servers, except the Cisco UCS C880 M4 and Cisco UCS
C880 Mb5, may be used as compute-only nodes connected to a Cisco HyperFlex cluster, along with a limited
number of previous M3 generation servers. Any valid CPU and memory configuration is allowed in the compute-
only nodes, and the servers can be configured to boot from SAN, local disks, or internal SD cards. The following
servers may be used as compute-only nodes:

Cisco UCS B200 M4 Blade Server

Cisco UCS B200 M5 Blade Server

Cisco UCS C220 M5 Rack-Mount Servers

Cisco UCS C240 M5 Rack-Mount Servers

Cisco HyperFlex Data Platform Software

The Cisco HyperFlex HX Data Platform is a purpose-built, high-performance, distributed file system with a wide
array of enterprise-class data management services. The data platform’s innovations redefine distributed storage
technology, exceeding the boundaries of first-generation hyperconverged infrastructures. The data platform has
all the features expected in an enterprise shared storage system, eliminating the need to configure and maintain
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complex Fibre Channel storage networks and devices. The platform simplifies operations and helps ensure data
availability. Enterprise-class storage features include the following:

e Data protection creates multiple copies of the data across the cluster so that data availability is not affected
if single or multiple components fail (depending on the replication factor configured).

e Deduplication is always on, helping reduce storage requirements in virtualization clusters in which multiple
operating system instances in guest virtual machines result in large amounts of replicated data.

e Compression further reduces storage requirements, reducing costs, and the log-structured file system is
designed to store variable-sized blocks, reducing internal fragmentation.

e Thin provisioning allows large volumes to be created without requiring storage to support them until the
need arises, simplifying data volume growth and making storage a “pay as you grow” proposition.

e Fast, space-efficient clones rapidly duplicate virtual storage volumes so that virtual machines can be cloned
simply through metadata operations, with actual data copied only for write operations.

Cisco HyperFlex Connect HTML5 Management Web Page

An all-new HTML 5 based Web Ul is available for use as the primary management tool for Cisco HyperFlex.
Through this centralized point of control for the cluster, administrators can create volumes, monitor the data
platform health, and manage resource use. Administrators can also use this data to predict when the cluster will
need to be scaled. To use the HyperFlex Connect Ul, connect using a web browser to the HyperFlex cluster IP
address: hitp://<hx controller cluster ip>.
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Figure 14 HyperFlex Connect GUI
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Cisco Intersight Cloud Based Management

Cisco Intersight (hitps://intersight.com), previously known as Starship, is the latest visionary cloud-based
management tool, designed to provide a centralized off-site management, monitoring and reporting tool for all of
your Cisco UCS based solutions. In the initial release of Cisco Intersight, monitoring and reporting is enabled
against Cisco HyperFlex clusters. The Cisco Intersight website and framework can be upgraded with new and
enhanced features independently of the products that are managed, meaning that many new features and
capabilities can come with no downtime or upgrades required by the end users. Future releases of Cisco
HyperFlex will enable further functionality along with these upgrades to the Cisco Intersight framework. This unique
combination of embedded and online technologies will result in a complete cloud-based management solution that
can care for Cisco HyperFlex throughout the entire lifecycle, from deployment through retirement.
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Figure 15 Cisco Intersight
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Cisco HyperFlex HX Data Platform Controller

A Cisco HyperFlex HX Data Platform controller resides on each node and implements the distributed file system.
The controller runs as software in user space within a virtual machine, and intercepts and handles all I/O from the
guest virtual machines. Dedicated CPU cores and memory allow the controller to deliver consistent performance
without affecting performance of the other virtual machines in the cluster.

The data platform has modules to support the specific hypervisor or container platform in use. The controller
accesses all of the node’s disk storage through hypervisor bypass mechanisms (Discrete Device Assignment
feature in Windows Server 2016 Hyper-V) for excellent performance. It uses the node’s memory and dedicated
SSD drives as part of a distributed caching layer, and it uses the node’s HDDs, or SSD drives for distributed
storage. The controller VM exposes the distributed storage as SMB file share to each Hyper-V node. The data
platform controller interfaces with the hypervisor in two ways:

e |OVisor: The data platform controller intercepts all 1/O requests and routes them to the nodes responsible
for storing or retrieving the blocks. The I0Visor makes the existence of the hyperconvergence layer
transparent to the hypervisor.

e Hypervisor agent: A module uses the hypervisor APIs to support advanced storage system operations such
as snapshots and cloning. These are accessed through the hypervisor so that the hyperconvergence layer
appears just as if it were enterprise shared storage. The controller accelerates operations by manipulating
metadata rather than actual data copying, providing rapid response, and thus rapid deployment of new
application environments.
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figure 16 Cisco HyperFlex Data Platform Cor]'troller Plugs into the Hypervisor in Each Node
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Data Operations and Distribution

The Cisco HyperFlex HX Data Platform controllers handle all read and write operation requests from the guest
virtual machines to their virtual disks (VHD/VHDX) stored in the distributed datastores in the cluster. The data
platform distributes the data across multiple nodes of the cluster, and also across multiple capacity disks of each
node, according to the replication level policy selected during the cluster setup. This method avoids storage
hotspots on specific nodes, and on specific disks of the nodes, and thereby also avoids networking hotspots or
congestion from accessing more data on some nodes versus others.

Replication Factor

The policy for the number of duplicate copies of each storage block is chosen during cluster setup and is referred
to as the replication factor (RF).

e Replication Factor 3: For every /O write committed to the storage layer, 2 additional copies of the blocks
written will be created and stored in separate locations, for a total of 3 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate simultaneous failures of 2 entire nodes in a
cluster of 5 nodes or greater, without losing data and resorting to restore from backup or other recovery
processes. RF3 is recommended for all production systems.

e Replication Factor 2: For every /O write committed to the storage layer, 1 additional copy of the blocks
written will be created and stored in separate locations, for a total of 2 copies of the blocks. Blocks are
distributed in such a way as to ensure multiple copies of the blocks are not stored on the same disks, nor
on the same nodes of the cluster. This setting can tolerate a failure of 1 entire node without losing data and
resorting to restore from backup or other recovery processes. RF2 is suitable for non-production systems,
or environments where the extra data protection is not needed.

Data Write and Compression Operations

Internally, the contents of each virtual disk are subdivided and spread across multiple servers by the HXDP
software. For each write operation, the data is intercepted by the 10 Visor module on the node where the virtual
machine is running, a primary node is determined for that particular operation via a hashing algorithm, and then
sent to the primary node via the network. The primary node compresses the data in real time, writes the
compressed data to its caching SSD, and replica copies of that compressed data are written to the caching SSD
of the remote nodes in the cluster, according to the replication factor setting. For example, at RF=3 a write will be
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written to the primary node for that virtual disk address, and two additional writes will be committed in parallel on
two other nodes. Because the virtual disk contents have been divided and spread out via the hashing algorithm,
this method results in all writes being spread across all nodes, avoiding the problems with data locality and “noisy”
virtual machines consuming all the 10 capacity of a single node. The write operation will not be acknowledged until
all three copies are written to the caching layer SSDs. Written data is also cached in a write log area resident in
memory in the controller virtual machine, along with the write log on the caching SSDs. This process speeds up
read requests when reads are requested of data that has recently been written.

Data Destaging and Deduplication

The Cisco HyperFlex HX Data Platform constructs multiple write caching segments on the caching SSDs of each
node in the distributed cluster. As write cache segments become full and based on policies accounting for 1/O load
and access patterns, those write cache segments are locked and new writes roll over to a new write cache
segment. The data in the now locked cache segment is destaged to the HDD capacity layer of the nodes for the
Hybrid system or to the SDD capacity layer of the nodes for the All-Flash system. During the destaging process,
data is deduplicated before being written to the capacity storage layer, and the resulting data can now be written
to the HDDs or SDDs of the server. On hybrid systems, the now deduplicated and compressed data is also written
to the dedicated read cache area of the caching SSD, which speeds up read requests of data that has recently
been written. When the data is destaged to an HDD, it is written in a single sequential operation, avoiding disk
head seek thrashing on the spinning disks and accomplishing the task in the minimal amount of time. Since the
data is already deduplicated and compressed before being written, the platform avoids additional I/O overhead
often seen on competing systems, which must later do a read/dedupe/compress/write cycle. Deduplication,
compression and destaging take place with no delays or I/O penalties to the guest virtual machines making
requests to read or write data, which benefits both the HDD and SDD configurations.
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Figure 17 HyperFlex HX Data Platform Data Movement
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Data Read Operations

For data read operations, data may be read from multiple locations. For data that was very recently written, the
data is likely to still exist in the write log of the local platform controller memory, or the write log of the local
caching layer disk. If local write logs do not contain the data, the distributed filesystem metadata will be queried to
see If the data is cached elsewhere, either in write logs of remote nodes, or in the dedicated read cache area of
the local and remote caching SSDs of hybrid nodes. Finally, if the data has not been accessed in a significant
amount of time, the filesystem will retrieve the requested data from the distributed capacity layer. As requests for
reads are made to the distributed filesystem and the data is retrieved from the capacity layer, the caching SSDs of
hybrid nodes populate their dedicated read cache area to speed up subsequent requests for the same data. This
multi-tiered distributed system with several layers of caching techniques, ensures that data is served at the
highest possible speed, leveraging the caching SSDs of the nodes fully and equally. All-flash configurations,
however, do not employ a dedicated read cache because such caching does not provide any performance
benefit; the persistent data copy already resides on high-performance SSDs.
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In summary, the Cisco HyperFlex HX Data Platform implements a distributed, log-structured file system that
performs data operations via two configurations:

e In a Hybrid configuration, the data platform provides a caching layer using SSDs to accelerate read requests
and write responses, and it implements a storage capacity layer using HDDs.

e In an All-Flash configuration, the data platform provides a dedicated caching layer using high endurance
SSDs to accelerate write responses, and it implements a storage capacity layer also using SSDs. Read
requests are fulfilled directly from the capacity SSDs, as a dedicated read cache is not needed to
accelerate read operations.
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Solution Design

Requirements

The following sections detail the physical hardware, software revisions, and firmware versions required to install a
single cluster of the Cisco HyperFlex system. A maximum of 8 converged nodes are supported on Cisco
HyperFlex with Microsoft Hyper-V.

Physical Components
Table 1 HyperFlex System Components

Component Hardware Required

Fabric Interconnects Two Cisco UCS 6248UP Fabric Interconnects, or
Two Cisco UCS 6296UP Fabric Interconnects, or
Two Cisco UCS 6332 Fabric Interconnects, or
Two Cisco UCS 6332-16UP Fabric Interconnects, or

Two Cisco UCS 6454 Fabric Interconnects

Servers Three to Sixteen Cisco HyperFlex HXAF220c-M5SX All-Flash rack servers, or
Three to Sixteen Cisco HyperFlex HXAF240c-M5SX All-Flash rack servers, or
Three to Sixteen Cisco HyperFlex HX220c-M5SX Hybrid rack servers, or
Three to Sixteen Cisco HyperFlex HX240c-M5SX Hybrid rack servers, or

Three to Sixteen Cisco Hyperflex HX240c-M5L Hybrid rack servers,

For complete server specifications and more information, please refer to the links below:

e Compare Models

o HXAF220c-M5SX Spec Sheet

o HXAF240c-M5SX Spec Sheet

o HX220c-MbSX Spec Sheet

o HX240c-MbSX Spec Sheet

o HX240c-Mbl Spec Sheet

Table 2 lists the hardware component options for the HXAF220c-M5SX server model.

Table 2 HXAF220c-M5SX Server Options
HXAF220c-M5SX options | Hardware Required
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HXAF220c-M5SX options

Processors

Memory

Disk Controller

SSDs | Standard

Network

Boot Device

microSD Card

Optional

Hardware Required

One or two Intel® Xeon® scalable family CPUs or one or two 2nd Generation Intel® Xeon®
scalable family CPUs

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4, 2666 MHz or
2933 MHz depending on CPU type, 1.2v modules

Cisco 12Gbps Modular SAS HBA

e One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

e One 375GB 2.5-inch Intel Optane Drive, Extreme Perf & Endurance, or one 1.6TB 2.5
inch Enterprise performance 12G SAS SSD (3X endurance) Six to eight 3.8 TB 2.5 Inch
Enterprise Value 6G SATA SSDs, or six to eight 960 GB 2.5 Inch Enterprise Value 6G
SATA SSDs

Cisco UCS VIC1387 VIC MLOM

Cisco UCS VIC1457 VIC MLOM

One 240 GB M.2 form factor SATA SSD

One 32GB microSD card for local host utilities storage

Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

Table 3 lists the hardware component options for the HXAF240c-M5SX server model.

Table 3 HXAF240c-M5SX Server Options

HXAF240c-M55X Options

Processors

Memory

Disk Controller

SSD - Standard

Network

Hardware Required
Chose a matching pair of Intel Xeon Processor Scalable Family CPUs

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz or
2933 MHz depending on CPU type, 1.2v modules

Cisco 12Gbps Modular SAS HBA

e One 240 GB 2.5 Inch Enterprise Value 6G SATA SSDOne 375GB 2.5-inch Intel Optane
Drive, Extreme Perf & Endurance, or one 1.6TB 2.5 inch Enterprise performance 12G
SAS SSD(3X endurance)

e Sixto twenty-three 3.8 TB 2.5 Inch Enterprise Value 6G SATA SSDs, or six to twenty-
three 960 GB 2.5 Inch Enterprise Value 6G SATA SSDs

Cisco UCS VIC1387 VIC MLOM

Cisco UCS VIC1457 VIC MLOM
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HXAF240c-M5SX Options

Boot Device

microSD Card

Optional

Hardware Required

One 240 GB M.2 form factor SATA SSD

One 32GB microSD card for local host utilities storage

Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

Table 4 lists the hardware component options for the HX220c-M5SX server model.

Table 4 HX220c-M5SX Server Options

HX220c-M55X Options

Processors

Memory

Disk Controller

SSDs | Standard

HDDs @ Standard

Network

Boot Device

microSD Card

Optional

Hardware Required

Chose a matching pair of Intel Xeon Processor Scalable Family CPUs

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz or
2933 MHz depending on CPU type, 1.2v modules

Cisco 12Gbps Modular SAS HBA

One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

One 480 GB 2.5 Inch Enterprise Performance 6G SATA SSD, or one 800 GB 2.5 Inch Enterprise
Performance 12G SAS SSD

Six to eight 1.8 TB or 1.2 TB SAS 12Gbps 10K rom SFF HDD

Cisco UCS VIC1387 VIC MLOM

Cisco UCS VIC1457 VIC MLOM

One 240 GB M.2 form factor SATA SSD

One 32GB microSD card for local host utilities storage

Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

Table 5 lists the hardware component options for the HX240c-M5SX server model.

Table 5 HX240c-M5SX Server Options

HX240c-M55X Options

Processors

Memory

Disk Controller

Hardware Required

Chose a matching pair of Intel Xeon Processor Scalable Family CPUs

192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz or
2933 MHz depending on CPU type, 1.2v modules

Cisco 12Gbps Modular SAS HBA
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HX240c-M5SX Options Hardware Required
SSDs | Standard One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

One 1.6 TB 2.5 Inch Enterprise Performance 12G SAS SSD

HDDs @ Standard Six to twenty-three 1.8 TB or 1.2 TB SAS 12Gbps 10K rom SFF HDD

Network Cisco UCS VIC1387 VIC MLOM

Cisco UCS VIC1457 VIC MLOM

Boot Device One 240 GB M.2 form factor SATA SSD
microSD Card One 32GB microSD card for local host utilities storage
Optional Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

Table 6 lists the hardware component options for the HX240c-M5L server model.

Table 6 HX240c-M5L Server Options

HX240c-M5L Options Hardware Required
Processors Chose a matching pair of Intel Xeon Processor Scalable Family CPUs
Memory 192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz or

2933 MHz depending on CPU type, 1.2v modules

Disk Controller Cisco 12Gbps Modular SAS HBA

SSDs | Standard One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD

One 3.2 TB 2.5 Inch Enterprise Performance 12G SAS SSD

HDDs | Standard Six to twelve 6 TB or 8 TB or 12 TB SAS 7.2K rpm LFF HDD

Network Cisco UCS VIC1387 VIC MLOM

Cisco UCS VIC1457 VIC MLOM

Boot Device One 240 GB M.2 form factor SATA SSD
microSD Card One 32GB microSD card for local host utilities storage
Optional Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

30



Solution Design

Software Components

Table 7 lists the software components and the versions required for the Cisco HyperFlex system for Microsoft
Hyper-V.

Table 7 Software Components

Component Software Required
Hypervisor Hyper-V - Microsoft Windows Server 2016 Datacenter (Recommended UBR version above
1884), Or

Hyper-V - Microsoft Windows Server 2019 Datacenter (Recommended UBR version above
107)

Note: Microsoft Windows Server with Hyper-V will NOT be installed in Cisco Factory.
Customers need to bring their own Windows Server ISO image that needs to be installed at
deployment site

Active Directory A Windows 2012 or later domain and forest functionality level with AD integrated DNS server.

Management Server Windows 10 or Windows Server 2016 with PowerShell and RSAT tools installed.
System Center VMM 2016 (optional)

Windows Admin Center (Optional)

Cisco HyperFlex Data Platform = Cisco HyperFlex HX Data Platform Installer for Microsoft Hyper-V 4.0(1b)

(Cisco-HX-Data-Platform-Installer-v4.0.1b-33133-hyperv.vhdx.zip)

HX Driver Image for System File (name - ‘latest.img’) available inside the HXDP installer virtual machine
Preparation Script

Ready Clone PowerShell Cisco HyperFlex Data Platform Hyper-V ReadyClone PowerShell Script

Script
(HxClone-HyperV-v4.0.1b-33133.ps1)

Cisco UCS Firmware Recommended Cisco UCS Infrastructure software, Cisco UCS B-Series and C-Series
bundles, revisions 4.0(4d) for HXDP 4.0(1b) with 15t and 2" Gen Intel Xeon Processors

Licensing

Cisco HyperFlex systems must be properly licensed using Cisco Smart Licensing, which is a cloud-based
software licensing management solution used to automate many manuals, time consuming and error prone
licensing tasks. Cisco HyperFlex 2.5 and later communicate with the Cisco Smart Software Manager (CSSM)
online service via a Cisco Smart Account, to check out or assign available licenses from the account to the Cisco
HyperFlex cluster resources. Communications can be direct via the internet, they can be configured to
communicate via a proxy server, or they can communicate with an internal Cisco Smart Software Manager satellite
server, which caches and periodically synchronizes licensing data. In a small number of highly secure
environments, systems can be provisioned with a Permanent License Reservation (PLR) which does not need to
communicate with CSSM. Contact your Cisco sales representative or partner to discuss if your security
requirements will necessitate use of these permanent licenses. New HyperFlex cluster installations will operate for
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90 days without licensing as an evaluation period, thereafter the system will generate alarms and operate in a
non-compliant mode. Systems without compliant licensing will not be entitled to technical support.

For more information about the Cisco Smart Software Manager satellite server,
see: https://www.cisco.com/c/en/us/buy/smart-accounts/software-manager-satellite htm!

# Beginning with Cisco HyperFlex 3.0, licensing the system requires one license per node: Standard li-
cense.

Table 8 lists the licensing editions and the features available with each type of license.

Table 8 HyperFlex System License Editions

HyperFlex Licensing | Standard
Edition

Features Available 32 Converged Nodes standard cluster with
Fabric Interconnects (16 converged + 16
compute-only)

All Cisco UCS M5 server models
Replication Factor 3

Compute-only nodes

10 GbE, 25GbE or 40 GbE Ethernet

Considerations

Version Control

The software revisions listed in Table 7 are the only valid and supported configuration at the time of the publishing
of this validated design. Special care must be taken not to alter the revision of the hypervisor, Active Directory
server, Cisco HX platform software, or the Cisco UCS firmware without first consulting the appropriate release
notes and compatibility matrixes to ensure that the system is not being modified into an unsupported configuration.

ﬂ The UBR # should be greater than 1884 for Windows Server 2016 and 107 for Windows Server 2019. If
not, upgrade the Hyper-V servers to the latest version.

# The remote management server should also have a version UBR # greater than 1884 and 107 for Win-
dows Server 2019. You must upgrade the Hyper-V management server if the version is 1884 or lower.

To find out the Windows server version on the Hyper-V host for HyperFlex, run one of the following commands:

1. Type “winver” in the run command.
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About Windows *

Windows Server: 2019

Microsoft Windows Server
Version 1809 (05 Build 17753, 107)
© 2018 Microsoft Corporation. All rights reserved.

The Windows Server 2019 Datacenter operating system and its user
interface are protected by trademark and other pending or existing
intellectual property rights in the United States and other
countriesfregions.

This product is licensed under the Microsoft Software License
Terms to:

Administrator

Microsoft

2. Open PowerShell and run the following command:

Get-ItemProperty 'HKLM:\SOFTWARE\Microsoft\Windows NT\CurrentVersion' | select
ProductName, ReleaselID, CurrentBuild, CurrentBuildNumber, UBR

ProductName

Releaseld

CurrentBuild :
CurrentBuildNumber : :
UER H

Microsoft Windows Active Directory

The Microsoft Windows Active Directory 2012 or later is required due to the requirement of Cisco HyperFlex for
Microsoft Hyper-V. The Active Directory with integrated DNS server must be installed and operational prior to the
installation of the Cisco HyperFlex HX Data Platform software. The following best practice guidance applies to
installations of HyperFlex 4.0:

e Do not modify the default TCP port settings. Using non-standard ports can lead to failures during the
installation.

e |tis recommended to build the Microsoft Active Directory Domain Controller and DNS servers on a physical
server or in a virtual environment outside of the HyperFlex cluster. Building the Microsoft Active Directory
Domain Controller and DNS servers as a virtual machine inside the HyperFlex cluster environment is highly
discouraged as it creates cyclic dependency.

e Avoid creating single point of failure when you plan your virtual domain controller deployment

— Run at least two virtualized domain controllers per domain on different virtualization hosts, which
reduces the risk of losing all domain controllers if a single virtualization host fails.
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— Maintain physical domain controllers in each of your domains. This mitigates the risk of a virtualization
platform malfunction that affects all host systems that use that platform.

For best practices and guidance about virtualizing domain controllers on Hyper-V, see the following Microsoft

articles:

?"!'1’“3'*“/“(1"\”" microsoft.com/en- /indows-server/identity/ad-ds/get-started/virtual-dc/virtualized-domain -
controllers-hyper-
https://support.microsoft.com/en-in/help/888794/things-to-consider-when-you-host-active-directory-domain-
col T,(,JHers;f\

For best practices and guidance about virtualizing domain controllers on VMware vSphere environment, see the
following VMware article:

https://WwWw. v are.com/content/dam/digitalmarket nware/en/pdf/techpaper/Virtualizing Windows Active D

# This document does not explain the installation and configuration of Microsoft Windows Active Directory
and DNS server and assumes it to be available at the customer site up and running.

Scale

Cisco HyperFlex for Microsoft Hyper-V standard clusters currently scale from a minimum of 3 to a maximum of 8
Cisco HX-series converged nodes with small form factor (SFF) disks per cluster. A converged node is a member
of the cluster which provides storage resources to the HX Distributed Filesystem. Once the maximum size of a
single cluster has been reached, the environment can be “scaled out” by adding additional HX model servers to
the Cisco UCS domain, installing an additional HyperFlex cluster on them, and controlling them via the same
management host with PowerShell and RSAT tools installed.

# At the time of the publication of this document, Cisco HyperFlex for Microsoft Hyper-V does not support
Cisco UCS M4 server models and SED drives.

Table 9 lists the Cisco HX Data platform storage cluster specifications for Microsoft Hyper-V.

Table 9 Cisco HX Data Platform Storage Cluster Specifications
| HyperFlex with Hyper-V
HX Servers HX220c M5 HX240c-M5L

HX240c M5

HX220c AF M5

HX240c AF M5

Cisco UCS B-Series/C-Series Rack B200 M4, B200 M5 B200 M4, B200 M5

Servers

Supported Nodes Converged and Compute-only nodes | Converged and Compute-only nodes
HXDP-S Licensed Node Limits Converged nodes: 3-16 Converged nodes: 3-16
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| HyperFlex with Hyper-V

1:1 ratio of HXDP-S to Compute only Compute-only nodes: 0-16 Compute-only nodes: 0-16
nodes

(Min—Max)

HXDP-P Licensed Node Limits Converged nodes: 3-16 Converged nodes: 3-16
1:2 ratio of HXDP-P to Compute only Compute-only nodes: 0-16 Compute-only nodes: 0-16
nodes

(Min—Max)

Max Cluster Size 32 32

Max Compute to Converged ratio 1:07 1:01

Expansion v v

# HyperFlex on Hyper-V supports a maximum of 32 nodes (16 Converged nodes + 16 Compute-Only
nodes) in a cluster, it is recommended to create smaller clusters for the following reasons; creates
smaller failure domains, a single big cluster is always a challenge to update/upgrade, allows room for
expansion in the future, and easier to manage and operate.

Capacity

Overall usable cluster capacity is based on a number of factors. The number of nodes in the cluster, the number
and size of the capacity layer disks, and the replication factor of the HyperFlex HX Data Platform, all affect the
cluster capacity.

Disk drive manufacturers have adopted a size reporting methodology using calculation by powers of 10, also
known as decimal prefix. As an example, a 120 GB disk is listed with a minimum of 120 x 10"9 bytes of usable
addressable capacity, or 120 billion bytes. However, many operating systems and filesystems report their space
based on standard computer binary exponentiation, or calculation by powers of 2, also called binary prefix. In this
example, 2710 or 1024 bytes make up a kilobyte, 2710 kilobytes make up a megabyte, 2710 megabytes make up
a gigabyte, and 2710 gigabytes make up a terabyte. As the values increase, the disparity between the two
systems of measurement and notation get worse, at the terabyte level, the deviation between a decimal prefix
value and a binary prefix value is nearly 10 percent.

The International System of Units (SI) defines values and decimal prefix by powers of 10 as follows:

Table 10 Sl Unit Values (Decimal Prefix)

Value Symbol Name

1000 bytes kB Kilobyte
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Value Symbol Name
1000 kB MB Megabyte
1000 MB GB Gigabyte
1000 GB B Terabyte

The International Organization for Standardization (ISO) and the International Electrotechnical
Commission (IEC) defines values and binary prefix by powers of 2 in ISO/IEC 80000-13:2008 Clause 4 as
follows:

Table 11 |IEC Unit Values (binary prefix)

Value Symbol Name
1024 bytes KiB Kibibyte
1024 KiB MiB Mebibyte
1024 MiB GiB Gibibyte
1024 GiB TiB Tebibyte

For the purpose of this document, the decimal prefix numbers are used only for raw disk capacity as listed by the
respective manufacturers. For all calculations where raw or usable capacities are shown from the perspective of
the HyperFlex software, filesystems or operating systems, the binary prefix numbers are used. This is done
primarily to show a consistent set of values as seen by the end user from within the HyperFlex Connect GUI when
viewing cluster capacity, allocation, and consumption, and also within most operating systems.

Table 12 lists a set of HyperFlex HX Data Platform cluster usable capacity values, using binary prefix, for an array
of cluster configurations. These values provide an example of the capacity calculations, for determining the
appropriate size of HX cluster to initially purchase, and how much capacity can be gained by adding capacity disks.
The calculations for these values are listed in Appendix A: Cluster Capacity Calculations.

Table 12 Cluster Usable Capacities

HX-Series Node Capacity Disk Size | Capacity Disk Quantity | Cluster Usable Cluster Usable
Server Model Quantity (each) (per node) Capacity at RF=2 Capacity at RF=3
HXAF220c- 8 3.8TB 8 102.8 TiB 68.6 TiB
M5SX
960 GB 8 257 TiB 17.1TB

HXAF240c- 8 3.8TB 6 771 TiB 51.4TB
M5SX

15 192.8 TiB 1285 TiB

23 295.7 TiB 197.1TiB
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HX-Series Node Capacity Disk Size | Capacity Disk Quantity | Cluster Usable Cluster Usable
Server Model Quantity (each) (per node) Capacity at RF=2 Capacity at RF=3
960 GB 6 19.3TiB 129 TiB
15 48.2 TiB 32.1TB
23 73.9TB 493 TiB

# Calculations will be based upon the number of nodes, the number of capacity disks per node, and the
size of the capacity disks. The above table is not a comprehensive list of all capacities and models avail-
able.

Physical Topology

Topology Overview

The Cisco HyperFlex for Microsoft Hyper-V system is composed of a pair of Cisco UCS Fabric Interconnects
along with up to sixteen HX-Series rack-mount servers as converged nodes per cluster. Up to sixteen compute-
only servers can also be added per HyperFlex cluster. Adding Cisco UCS rack-mount servers and/or Cisco UCS
5108 Blade chassis, which house Cisco UCS blade servers, allows for additional compute resources in an
extended cluster design. Up to eight separate HX clusters can be installed under a single pair of Fabric
Interconnects. The two Fabric Interconnects both connect to every HX-Series rack-mount server, and both
connect to every Cisco UCS 5108 blade chassis, and Cisco UCS rack-mount server. Upstream network
connections, also referred to as “northbound” network connections are made from the Fabric Interconnects to the
customer data center network at the time of installation.
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Figure 18 HyperFlex Standard Cluster Topology
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Figure 19 HyperFlex Extended Cluster Topology
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Fabric Interconnects

Fabric Interconnects (FI) are deployed in pairs, wherein the two units operate as a management cluster, while
forming two separate network fabrics, referred to as the A side and B side fabrics. Therefore, many design
elements will refer to FI A or FI B, alternatively called fabric A or fabric B. Both Fabric Interconnects are active at all
times, passing data on both network fabrics for a redundant and highly available configuration. Management
services, including Cisco UCS Manager, are also provided by the two Fls but in a clustered manner, where one Fl
is the primary, and one is secondary, with a roaming clustered IP address. This primary/secondary relationship is
only for the management cluster and has no effect on data transmission.

Fabric Interconnects have the following ports, which must be connected for proper management of the Cisco
UCS domain:

e Mgmt: A 10/100/1000 Mbps port for managing the Fabric Interconnect and the Cisco UCS domain using

GUl and CLI tools. This port is also used by remote KVM, IPMI and SolL sessions to the managed servers
within the domain. This is typically connected to the customer management network.
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e L1:Across connect port for forming the Cisco UCS management cluster. This port is connected directly to
the L1 port of the paired Fabric Interconnect using a standard CATS or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

e |2: Across connect port for forming the Cisco UCS management cluster. This port is connected directly to
the L2 port of the paired Fabric Interconnect using a standard CATS or CAT6 Ethernet cable with RJ45
plugs. It is not necessary to connect this to a switch or hub.

o Console: An RJ45 serial port for direct console access to the Fabric Interconnect. This port is typically used
during the initial FI setup process with the included serial to RJ45 adapter cable. This can also be plugged
into a terminal aggregator or remote console server device.

HX-Series Rack-Mount Servers

The HX-Series converged servers are connected directly to the Cisco UCS Fabric Interconnects in Direct Connect
mode. This option enables Cisco UCS Manager to manage the HX-Series Rack-Mount Servers using a single
cable for both management traffic and data traffic. Cisco HyperFlex M5 generation servers can be configured only
with the Cisco VIC 1387 card. The standard and redundant connection practice is to connect port 1 of the VIC
card (the right-hand port) to a port on FI A, and port 2 of the VIC card (the left-hand port) to a port on FI B (Table
13 ). The HyperFlex installer checks for this configuration, and that all servers’ cabling matches. Failure to follow
this cabling practice can lead to errors, discovery failures, and loss of redundant connectivity.

Various combinations of physical connectivity between the Cisco HX-series servers and the Fabric Interconnects
are possible, but only specific combinations are supported. For example, use of the Cisco QSA module to convert
a 40 GbE QSFP+ portinto a 10 GbE SFP+ port is allowed for M5 generation servers in order to configure M5
generation servers along with model 6248 or 6296 Fabric Interconnects. Table 13 lists the possible connections,
and which of these methods is supported.

Table 13 Supported Physical Connectivity

Fabric Interconnect 6248 6296 6332 6332-16UP

Model

Port Type T0GDbE | 1T0GbE | 40GbE | 10GbE 40GbE = 10GbE 10GbE
Breakout Breakout = onboard

M5 with VIC 1387 x % v > v x x

M5 with VIC 1387 + v v x % x x x

QSA
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Figure 20 HX-Series
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Table 14 describes the topologies supported with Cisco UCS VIC 1400 Series and UCS Fabric Interconnects
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HyperFlex Converged Node

6200, 6300 and 6400 Series:

Table 14 Cisco VIC 1400 Series Support for Cisco UCS Fabric Interconnects

M5 Cisco UCS VIC Cisco UCS VIC 1400 Series Adapters for both B-Series and C-Series

1400 Series 6400 Series 6300 Series 6200 Series

Connectivity

1x10G Supported starting Release Not Supported Supported starting Release
3.5(2a) 3.5(1a)

2 x 10G Supported starting Release Not Supported Supported starting Release
3.5(2a) 3.5(1a)

1x 25G Supported starting Release Not Supported Not Supported
3.5(2a)

2 x 25G Supported starting Release Not Supported Not Supported
3.5(2a)

Table 15 Cisco UCS Fabric Interconnects Matrix

MLOM VIC

Interfaces

HX-FI-6454 or UCS-
FI-6454

HX-MLOM-25Q-04 (VIC
1457)

2 or 4 ports, 10-
Gbps Ethernet

10Gbps support,
starting with Release
3.5(2a)

HX-MLOM-25Q-04 (VIC
1457)

2 or 4 ports, 25-
Gbps Ethernet

25Gbps support,
starting with Release
3.5(2a)

HX-MLOM-C40Q-03 (VIC
1387)

2 ports, 10- Gbps
Ethernet (with QSA
Adapter)

10Gbps support,
starting with Release
3.5(2a)

HX-MLOM-C40Q-03 (VIC
1387)

2 ports, 40-Gbps
Ethernet

Not Supported

HX-MLOM-CSC-02 (VIC
1227)

2 ports, 10-Gbps
Ethernet

10Gbps support,
starting with Release
3.5(2a)
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For more information, refer to Cisco HyvperFlex Systems—Networking Topologies.

Cisco UCS B-Series Blade Servers

HyperFlex extended clusters also incorporate 1-16 Cisco UCS blade servers for additional compute capacity. The
blade chassis comes populated with 1-4 power supplies, and 8 modular cooling fans. In the rear of the chassis
are two bays for installation of Cisco Fabric Extenders. The Fabric Extenders (also commonly called IO Modules, or
IOMs) connect the chassis to the Fabric Interconnects. Internally, the Fabric Extenders connect to the Cisco VIC
card installed in each blade server across the chassis backplane. The standard connection practice is to connect
1-8 10 GbE links, or 1-4 40 GbE links (depending on the IOMs and Fls purchased) from the left-side IOM, or IOM
1, to FI'A, and to connect the same number of 10 GbE or 40 GbE links from the right-side IOM, or IOM 2, to FI B
(Figure 21). All other cabling configurations are invalid, and can lead to errors, discovery failures, and loss of
redundant connectivity.

Figure 21 Cisco UCS 5108 Chassis Connectivity

Fabric Interconnect A Fabric Interconnect B

1-8 10 GbE or 1-4 40 GbE Links per Fl
depending on the IOM model and
bandwidth needs

Cisco UCS 5108 Blade Chassis

Cisco UCS C-Series Rack-Mount Servers

HyperFlex extended clusters also incorporate 1-32 Cisco UCS Rack-Mount Servers for additional compute
capacity. The Cisco UCS C-Series Rack-Mount Servers are connected directly to the Cisco UCS Fabric
Interconnects in Direct Connect mode. Internally the Cisco UCS C-Series servers are configured with the Cisco
VIC 1227 or Cisco VIC 1387 network interface card (NIC) installed in @ modular LAN on motherboard (MLOM)
slot, which has dual 10 Gigabit Ethernet (GbE) ports or 40 Gigabit Ethernet (GbE) ports. The standard and
redundant connection practice is to connect port 1 of the VIC card to a port on FI A, and port 2 of the VIC card to
a port on FI B. Failure to follow this cabling practice can lead to errors, discovery failures, and loss of redundant
connectivity.
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Figure 22 Cisco UCS C-Series Server Connectivity
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Logical Topology

Logical Network Design

The Cisco HyperFlex system has communication pathways that fall into four defined zones (Figure 23):

e Management Zone: This zone comprises the connections needed to manage the physical hardware, the
hypervisor hosts, and the storage platform controller virtual machines (SCVM). These interfaces and IP
addresses need to be available to all staff who will administer the HX system, throughout the LAN/WAN.
This zone must provide access to Domain Name System (DNS) and Network Time Protocol (NTP) services
and allow Secure Shell (SSH) communication. In this zone are multiple physical and virtual components:

— Fabric Interconnect management ports.

— Cisco UCS external management interfaces used by the servers, which answer via the FI management
ports.

— Hyper-V host management interfaces.

— Storage Controller virtual machine management interfaces.
— Aroaming HX cluster management interface.

— Storage Controller virtual machine Management interfaces.

e VM Zone: This zone comprises the connections needed to service network 10 to the guest virtual machines
that will run inside the HyperFlex hyperconverged system. This zone typically contains multiple VLANSs that
are trunked to the Cisco UCS Fabric Interconnects via the network uplinks and tagged with 802.1Q VLAN
IDs. These interfaces and IP addresses need to be available to all staff and other computer endpoints which
need to communicate with the guest virtual machines in the HX system, throughout the LAN/WAN.

e Storage Zone: This zone comprises the connections used by the Cisco HX Data Platform software, Hyper-V
hosts, and the storage controller virtual machines to service the HX Distributed Data Filesystem. These
interfaces and IP addresses need to be able to communicate with each other at all times for proper
operation. During normal operation, this traffic all occurs within the Cisco UCS domain, however there are
hardware failure scenarios where this traffic would need to traverse the network northbound of the Cisco
UCS domain. For that reason, the VLAN used for HX storage traffic must be able to traverse the network
uplinks from the Cisco UCS domain, reaching FI A from FI B, and vice-versa. This zone is primarily jumbo
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frame traffic therefore jumbo frames must be enabled on the Cisco UCS uplinks. In this zone are multiple
components:

— Ateamed interface is used for storage traffic on each Hyper-V host in the HX cluster.
— Storage Controller virtual machine storage interfaces.
— Aroaming HX cluster storage interface.

o Live Migration Zone: This zone comprises the connections used by the Hyper-V hosts to enable live
migration of the guest virtual machines from host to host. During normal operation, this traffic all occurs
within the Cisco UCS domain, however there are hardware failure scenarios where this traffic would need to
traverse the network northbound of the Cisco UCS domain. For that reason, the VLAN used for HX live
migration traffic must be able to traverse the network uplinks from the Cisco UCS domain, reaching FI A
from FI B, and vice-versa.

Figure 23 and Figure 24 illustrates the logical network design at the HX node and cluster level.

Figure 23 Logical Network Design - HX Node
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Figure 24 Logical Network Design - HX Cluster Node
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Design Elements

Installing the HyperFlex system is primarily done through a deployable HyperFlex installer virtual machine, available
for download at cisco.com as an OVA file. The installer virtual machine performs most of the Cisco UCS
configuration work, it can be leveraged to simplify the installation of Windows Server 2016 on the HyperFlex hosts,
and also performs significant portions of the configuration. Finally, the installer virtual machine is used to install the
HyperFlex HX Data Platform software and create the HyperFlex cluster. Because this simplified installation method
has been developed by Cisco, this CVD will not give detailed manual steps for the configuration of all the elements
that are handled by the installer. Instead, the elements configured will be described and documented in this
section, and the subsequent sections will guide you through the manual steps needed for installation, and how to
utilize the HyperFlex Installer for the remaining configuration steps.

Network Design

Cisco UCS Uplink Connectivity

Cisco UCS network uplinks connect “northbound” from the pair of Cisco UCS Fabric Interconnects to the LAN in
the customer datacenter. All Cisco UCS uplinks operate as trunks, carrying multiple 802.1Q VLAN IDs across the
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uplinks. The default Cisco UCS behavior is to assume that all VLAN IDs defined in the Cisco UCS configuration are
eligible to be trunked across all available uplinks.

Cisco UCS Fabric Interconnects appear on the network as a collection of endpoints versus another network
switch. Internally, the Fabric Interconnects do not participate in spanning-tree protocol (STP) domains, and the
Fabric Interconnects cannot form a network loop, as they are not connected to each other with a layer 2 Ethernet
link. All link up/down decisions via STP will be made by the upstream root bridges.

Uplinks need to be connected and active from both Fabric Interconnects. For redundancy, multiple uplinks can be
used on each Fl, either as 802.3ad Link Aggregation Control Protocol (LACP) port-channels or using individual
links. For the best level of performance and redundancy, uplinks can be made as LACP port-channels to multiple
upstream Cisco switches using the virtual port channel (vPC) feature. Using vPC uplinks allows all uplinks to be
active passing data, plus protects against any individual link failure, and the failure of an upstream switch. Other
uplink configurations can be redundant, but spanning-tree protocol loop avoidance may disable links if vPC is not
available.

All uplink connectivity methods must allow for traffic to pass from one Fabric Interconnect to the other, or from
fabric A to fabric B. There are scenarios where cable, port or link failures would require traffic that normally does
not leave the Cisco UCS domain, to now be forced over the Cisco UCS uplinks. Additionally, this traffic flow
pattern can be seen briefly during maintenance procedures, such as updating firmware on the Fabric
Interconnects, which requires them to be rebooted. The following section detail the uplink connectivity option used
for this solution.

vPC to Multiple Switches

This recommended connection design relies on using Cisco switches that have the virtual port channel feature,
such as Catalyst 6000 series switches running VSS, Cisco Nexus 5000 series, and Cisco Nexus 9000 series
switches. Logically the two vPC enabled switches appear as one, and therefore spanning-tree protocol will not
block any links. This configuration allows for all links to be active, achieving maximum bandwidth potential, and
multiple redundancy at each level.

Figure 25 Connectivity with vPC
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VLANs and Subnets

For the base HyperFlex system configuration, multiple VLANs need to be carried to the Cisco UCS domain from
the upstream LAN, and these VLANSs are also defined in the Cisco UCS configuration. The hx-storage-data VLAN
must be a separate VLAN ID from the remaining VLANs. Table 16 lists the VLANs created by the HyperFlex
installer in Cisco UCS, and their functions:
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Table 16 VLANs
VLAN Name VLAN ID Purpose

hx-inband-mgmt Customer supplied Hyper-V host management interfaces
HX Storage Controller virtual machine management interfaces

HX Storage Cluster roaming management interface

hx-storage-data Customer supplied Hyper-V host storage interfaces
HX Storage Controller storage network interfaces

HX Storage Cluster roaming storage interface

vm-network Customer supplied Guest virtual machine network interfaces

Customer supplied Hyper-V host live migration interfaces
hx-livemigrate

ﬂ A dedicated network or subnet for physical device management is often used in data centers. In this
scenario, the mgmtO interfaces of the two Fabric Interconnects would be connected to that dedicated
network or subnet. This is a valid configuration for HyperFlex installations with the following caveat;
wherever the HyperFlex installer is deployed it must have IP connectivity to the subnet of the mgmtO in-
terfaces of the Fabric Interconnects, and also have IP connectivity to the subnets used by the hx-inband-
mgmt VLANS listed above.

Jumbo Frames

All HyperFlex storage traffic traversing the hx-storage-data VLAN and subnet is configured by default to use
jumbo frames, or to be precise, all communication is configured to send IP packets with a Maximum Transmission
Unit (MTU) size of 9000 bytes. In addition, the default MTU for the hx-livemigrate VLAN is also set to use jumbo
frames. Using a larger MTU value means that each IP packet sent carries a larger payload, therefore transmitting
more data per packet, and consequently sending and receiving data faster. This configuration also means that the
Cisco UCS uplinks must be configured to pass jumbo frames. Failure to configure the Cisco UCS uplink switches
to allow jumbo frames can lead to service interruptions during some failure scenarios, including Cisco UCS
firmware upgrades, or when a cable or port failure would cause storage traffic to traverse the northbound Cisco
UCS uplink switches.

HyperFlex clusters can be configured to use standard size frames of 1500 bytes, however Cisco recommends
that this configuration only be used in environments where the Cisco UCS uplink switches are not capable of
passing jumbo frames, and that jumbo frames be enabled in all other situations.

Cisco UCS Design

This section describes the elements within Cisco UCS Manager that are configured by the Cisco HyperFlex
installer. Many of the configuration elements are fixed in nature, meanwhile the HyperFlex installer does allow for
some items to be specified at the time of creation, for example VLAN names and IDs, external management IP
pools and more. Where the elements can be manually set during the installation, those items will be noted in <<
>> prackets.
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Cisco UCS Organization

During the HyperFlex installation a new Cisco UCS Sub-Organization is created. You must specify a unique Sub-
Organization name for each cluster during the installation, for example “hxThybrid”, or “hx2sed”. The sub-
organization is created underneath the root level of the Cisco UCS hierarchy, and is used to contain all policies,
pools, templates, and service profiles used by HyperFlex, which prevents problems from overlapping settings
across policies and pools. This arrangement also allows for organizational control using Role-Based Access
Control (RBAC) and administrative locales within Cisco UCS Manager at a later time if desired. In this way, control
can be granted to administrators of only the HyperFlex specific elements of the Cisco UCS domain, separate from
control of root level elements or elements in other sub-organizations.

Figure 26 Cisco UCS HyperFlex Sub-Organization
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QoS System Classes

Specific Cisco UCS Quality of Service (QoS) system classes are defined for a Cisco HyperFlex system. These
classes define Class of Service (CoS) values that can be used by the uplink switches north of the Cisco UCS
domain, plus which classes are active, along with whether packet drop is allowed, the relative weight of the
different classes when there is contention, the maximum transmission unit (MTU) size, and if there is multicast
optimization applied. QoS system classes are defined for the entire Cisco UCS domain, the classes that are
enabled can later be used in QoS policies, which are then assigned to Cisco UCS vNICs. Table 17 and Figure 27
list the QoS System Class settings configured for HyperFlex:

Table 17 QoS System Classes
Priority Enabled CoS Packet Drop Weight MTU Multicast Optimized
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Priority Enabled CoS Packet Drop Weight MTU Multicast Optimized
Platinum Yes 5 No 4 9216 No
Gold Yes 4 Yes 4 Normal No
Silver Yes 2 Yes Best-effort Normal Yes
Bronze Yes 1 Yes Best-effort 9216 No
Best Effort Yes Any Yes Best-effort Normal No
Fibre Channel | Yes 3 No 5 FC N/A
Figure 27 QoS System Classes
LAM / LAN Cloud / QoS System Class
Ev FSM
Actions Properties
Owner . Local
Priority Enabled CoS Packet Weight Weight MTU
Drop (%)
Platinum L 5 4 ¥ 25 9716
Gold + 4 L 4 v 25 normal
Silver ’ 2 o best-effo v & normal
Bronze = 1 v best-effo v 6 9216
Best Any best-effo v 6 norma
Effort —
Fibre 3 = v 32
Channel .

# Changing the QoS system classes on a Cisco UCS 6332 or 6332-16UP model Fabric Interconnect re-
quires both Fls to reboot in order to take effect.

QoS Policies

In order to apply the settings defined in the Cisco UCS QoS System Classes, specific QoS Policies must be
created, and then assigned to the vNICs, or vNIC templates used in Cisco UCS Service Profiles. Table 18 details

the QoS Policies configured for HyperFlex, and their default assignment to the vNIC templates created:

Table 18 HyperFlex QoS Policies

Policy

Platinum

Priority

Platinum

Burst

10240

Rate

Line-rate

Host Control

None

Used by vNIC Template

storage-data-a
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Policy Priority Burst Rate Host Control Used by vNIC Template

storage-data-b

Gold Gold 10240 Line-rate None vm-network-a

vm-network-b

Silver Silver 10240 Line-rate None hv-mgmt-a
hv-mgmt-b
Bronze Bronze 10240 Line-rate None hv-livemigrate-a

hv- livemigrate -b

Best Effort Best Effort 10240 Line-rate None N/A

Multicast Policy

A Cisco UCS Multicast Policy is configured by the HyperFlex installer, which is referenced by the VLANSs that are
created. The policy allows for future flexibility if a specific multicast policy needs to be created and applied to other
VLANSs that may be used by non-HyperFlex workloads in the Cisco UCS domain. Table 19 and Figure 28 details
the Multicast Policy configured for HyperFlex:

Table 19 Multicast Policy
Name IGMP Snooping State IGMP Snooping Queries State

HyperFlex Enabled Disabled

Figure 28 Multicast Policy
LAN / Policies / root /| Multicast Policies [/ HyperFlax

| General Events

Actions Properties
Delata Marme - HyperFlex
IGMP Znooping State . ymi Enabled Dizabled
IGMP Znooping Querier State : Enabled (e Disabled
Chadmr © Loecal
VLANS

VLANSs are created by the HyperFlex installer to support a base HyperFlex system, with a VLAN for live migrate,
and a single or multiple VLANs defined for guest virtual machine traffic. Names and IDs for the VLANSs are defined
in the Cisco UCS configuration page of the HyperFlex installer web interface. The VLANSs listed in Cisco UCS must
already be present on the upstream network, and the Cisco UCS FIs do not participate in VLAN Trunk Protocol
(VTP). Table 20 and Figure 29 list the VLANs configured for HyperFlex.
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Table 20 Cisco UCS VLANs

Name D Type Transport Native VLAN Sharing Multicast Policy
<<hx-inband-mgmt>> <user_defined> LAN Ether No None HyperFlex
<<hx-storage-data>> <user_defined> LAN Ether No None HyperFlex
<<vm-network>> <user_defined> LAN Ether No None HyperFlex
<<hx-livemigrate>> <user_defined> LAN Ether No None HyperFlex
<<hx-inband-cimc>> <user_defined> LAN Ether No None HyperFlex
Figure 29 Cisco UCS VLANs
LAN / LAN Cloud | VLANs
VLANs
Tp Advanced Filker 4 Export & Print
Marm o] Type Transpo Mative AN Sh ma LAMN Aulticas
LAM vm-ne 7 3174 L E pe
LA ivEm (- F 3173 L Et yperF
LA 2 3172 L E pe
L& m 613 L Et
LA g 613 L E

Management IP Address Pool

A Cisco UCS Management IP Address Pool must be populated with a block of IP addresses. These IP addresses
are assigned to the Cisco Integrated Management Controller (CIMC) interface of the rack mount and blade servers

that are managed in the Cisco UCS domain. The IP addresses are the communication endpoints for various
functions, such as remote KVM, virtual media, Serial over LAN (SoL), and Intelligent Platform Management

Interface (IPMI) for each rack mount or blade server. Therefore, a minimum of one IP address per physical server
in the domain must be provided. The IP addresses are considered to be an “out-of-band” address, meaning that

the communication pathway uses the Fabric Interconnects’ mgmtO ports, which answer ARP requests for the
management addresses. Because of this arrangement, the IP addresses in this pool must be in the same IP
subnet as the IP addresses assigned to the Fabric Interconnects” mgmtO ports. A new IP pool, named “hx-ext-
mgmt” is created in the HyperFlex sub-organization, and populated with a block of IP addresses, a subnet mask,
and a default gateway by the HyperFlex installer.
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Figure 30 Management IP Address Pool
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MAC Address Pools

One of the core benefits of the Cisco UCS and Virtual Interface Card (VIC) technology is the assignment of the
personality of the card via Cisco UCS Service Profiles. The number of virtual NIC (vNIC) interfaces, their VLAN
associations, MAC addresses, QoS policies and more are all applied dynamically as part of the service profile
association process. Media Access Control (MAC) addresses use 6 bytes of data as a unique address to identify
the interface on the layer 2 network. All devices are assigned a unique MAC address, which is ultimately used for
all data transmission and reception. The Cisco UCS and VIC technology picks a MAC address from a pool of
addresses and assigns it to each vNIC defined in the service profile when that service profile is created.

Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first three bytes,
which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc. The fourth byte (e.g.
00:25:B5:xx) is specified during the HyperFlex installation. The fifth byte is set automatically by the HyperFlex
installer, to correlate to the Cisco UCS fabric and the vNIC placement order. Finally, the last byte is incremented
according to the number of MAC addresses created in the pool. To avoid overlaps, when you define the values in
the HyperFlex installer you must ensure that the first four bytes of the MAC address pools are unique for each
HyperFlex cluster installed in the same layer 2 network, and also different from MAC address pools in other Cisco
UCS domains which may exist.

Table 21 lists the MAC Address Pools configured for HyperFlex and their default assignment to the vNIC
templates created.

Table 21 MAC Address Pools

Name Block Start Size Assignment Order Used by vNIC Template
hv-mgmt-a 00:25:B5:<xx>:A1:01 100 Sequential hv-mgmt-a
hv-mgmt-b 00:25:B5:<xx>:B2:01 100 Sequential hv-mgmt-b
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Name Block Start Size Assignment Order Used by vNIC Template
hv-livemigrate-a 00:25:B5:<xx>:A7:01 100 Sequential hv-livemigrate-a
hv-livemigrate-b 00:25:B5:<xx>:B8:01 100 Sequential hv-livemigrate-b
storage-data-a 00:25:B5:<xx>:A3:01 100 Sequential storage-data-a
storage-data-b 00:25:B5:<xx>:B4:01 100 Sequential storage-data-b
vm-network-a 00:25:B5:<xx>:A5:01 100 Sequential vm-network-a
vm-network-b 00:25:B5:<xx>:B6:01 100 Sequential vm-network-b

Figure 31 MAC Address Pools
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Network Control Policies

Cisco UCS Network Control Policies control various aspects of the behavior of vNICs defined in the Cisco UCS
Service Profiles. Settings controlled include enablement of Cisco Discovery Protocol (CDP), MAC address
registration, MAC address forging, and the action taken on the vNIC status if the Cisco UCS network uplinks are
failed. Two policies are configured by the HyperFlex Installer, HyperFlex-infra is applied to the “infrastructure” vNIC
interfaces of the HyperFlex system, and HyperFlex-vm, which is only applied to the vNIC interfaces carrying guest
virtual machine traffic. This allows for more flexibility, even though the policies are currently configured with the
same settings. Table 22 details the Network Control Policies configured for HyperFlex, and their default
assignment to the vNIC templates created:

Table 22  Network Control Policy

Name CDP MAC Register Mode Action on Uplink Fail MAC Security Used by vNIC Template
HyperFlex- Enabled Only Native VLAN Link-down Forged: Allow hv-mgmt-a
infra

hv-mgmt-b

hv-livemigrate-a
hv-livemigrate-b
storage-data-a

storage-data-b

HyperFlex-vm | Enabled Only Native VLAN Link-down Forged: Allow vm-network-a

vm-network-b

Figure 32 Network Control Policy
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vNIC Templates

Cisco UCS Manager has a feature to configure vNIC templates, which can be used to simplify and speed up
configuration efforts. VNIC templates are referenced in service profiles and LAN connectivity policies, versus
configuring the same vNICs individually in each service profile, or service profile template. VNIC templates contain
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all the configuration elements that make up a vNIC, including VLAN assignment, MAC address pool selection,
fabric A or B assignment, fabric failover, MTU, QoS policy, Network Control Policy, and more. Templates are
created as either initial templates or updating templates. Updating templates retain a link between the parent
template and the child object, therefore when changes are made to the template, the changes are propagated to
all remaining linked child objects. An additional feature named “vNIC Redundancy” allows vNICs to be configured in
pairs, so that the settings of one vNIC template, designated as a primary template, will automatically be applied to
a configured secondary template. For all HyperFlex vNIC templates, the “A” side vNIC template is configured as a
primary template, and the related “B” side vNIC template is a secondary. In each case, the only configuration
difference between the two templates is which fabric they are configured to connect through. The following tables
list the initial settings in each of the vNIC templates created by the HyperFlex installer:

Table 23

vNIC
Template
Name:

Setting
Fabric ID
Fabric
Failover

Target

Type

MTU

MAC Pool

QoS Policy

Network
Control
Policy

VLANs

Native
VLAN

Connection
Policies

vNIC Template hv-mgmt-a/b

hv-mgmt-
a

Value

Disabled

Adapter

Updating
Template

1500

hv-mgmt-
a

silver

HyperFlex-
infra

<<hx-
inband-
mgmt>>

No

Dynamic
VvNIC - Not
Set

hv-mgmt-b

Value

Disabled

Adapter

Updating
Template

1500

hv-mgmt-b

silver

HyperFlex-
infra

<<hx-
inband-
mgmt>>

No

Dynamic vNIC VMQ -

- Not Set

storage-data-ajstorage-data- [hv-

b
Value Value
A B
Disabled Disabled
Adapter Adapter
Updating Updating
Template Template
9000 9000

livemigrate-a

Value

A

Disabled

Adapter

Updating
Template

9000

storage-data-a storage-data- hv-

b
platinum

platinum

HyperFlex-infra HyperFlex-
infra

livemigrate-a

bronze

HyperFlex-
infra

<<hx-storage- <<hx-storage- <<hx-

data>> data>>
No No

vMQ -
HyperFlex HyperFlex
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livemigrate>>

No

VMQ -
HyperFlex

hv-
livemigrate-b

Value

B

Disabled

Adapter

Updating
Template

9000

hv-
livemigrate-b

bronze

HyperFlex-
infra

<<hx-
livermigrate>>

No

VMQ -
HyperFlex

vm-network-
a

Value

Disabled

Adapter

Updating
Template

1500

vm-network-
a

gold

HyperFlex-
vm

<<vm-
network>>

No

VMQ -
HyperFlex

vm-network-
o}

Value

Disabled

Adapter

Updating
Template

1500

vm-network-
o}

gold

HyperFlex-
vm

<<vm-
network>>

No

VMQ -
HyperFlex
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LAN Connectivity Policies

Cisco UCS Manager has a feature for LAN Connectivity Policies, which aggregates all of the vNICs or vNIC
templates desired for a service profile configuration into a single policy definition. This simplifies configuration
efforts by defining a collection of vNICs or vNIC templates once and using that policy in the service profiles or
service profile templates. The HyperFlex installer configures a LAN Connectivity Policy named HyperFlex, which
contains all of the vNIC templates defined in the previous section, along with an Adapter Policy named HyperFlex,
also configured by the HyperFlex installer. Table 24 lists the LAN Connectivity Policy configured for HyperFlex:

Table 24 LAN Connectivity Policy

Policy Name | Use vNIC Template

HyperFlex Yes

Cisco UCS Servers Policies

Adapter Policies

vNIC Name

hv-mgmt-a

hv-mgmt-b

hv-livemigrate-a

hv-livemigrate-b

storage-data-a

storage-data-b

vm-network-a

vm-network-b

vNIC Template Used Adapter Policy

hv-mgmt-a HyperFlex
hv-mgmt-b

hv-livemigrate-a

nv-livemigrate-b

storage-data-a

storage-data-b

vm-network-a

vm-network-b

Cisco UCS Adapter Policies are used to configure various settings of the Converged Network Adapter (CNA)
installed in the Cisco UCS blade or rack-mount servers. Various advanced hardware features can be enabled or
disabled depending on the software or operating system being used. The following figures detail the Adapter
Policy named “HyperFlex” configured for HyperFlex.
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Figure 33 Cisco UCS Adapter Policy Resources
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Figure 34 Cisco UCS Adapter Policy Options
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BIOS Policies

Cisco HX-Series M5 generation servers no longer use pre-defined BIOS setting defaults derived from Cisco UCS
Manager, instead the servers have default BIOS tokens set from the factory. The current default token settings
can be viewed at the following website: https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-
manager/Reference-Docs/Server-BIOS-Tokens/3-2/b UCS BIOS Tokens.html

A BIOS policy, named “HyperFlex-m5” is created by the HyperFlex installer to modify the setting of M5 generation
servers. The settings modified are as follows:
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e System altitude is set to “Auto”

e CPU performance is set to “HPC”

e Processor C1E state is set to “Disabled”

e Power Technology is set to “Performance”

e Energy Performance is set to “Performance”
e Serial Port A is enabled

e Console Redirection is set to Serial Port A

Boot Policies

Cisco UCS Boot Policies define the boot devices used by rack-mount servers, and the order that they are
attempted to boot from. Cisco HX-Series M5 generation rack-mount servers have their Hyper-V hypervisors
installed to an internal M.2 SSD boot drive, therefore they require a unique boot paolicy defining that the servers
should boot from that location. The HyperFlex installer configures a boot policy named “HyperFlex-mb” specifying
boot from the M.2 SSDs, referred to as “Embedded Disk” which is used by the HyperFlex M5 converged nodes,
and should not be modified.

Figure 35 details the HyperFlex Boot Policies for Cisco HX-Series M5 generation rack-mount servers.

Figure 35 Cisco UCS M5 Boot Policy
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# CIMC Mounted vMedia Name Order a WNIC/VH.. Type LUN Name  WWN
i COyDNDy
=+ vMICs
Embedded Disk 2
*) vHBAs
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Host Firmware Packages

Cisco UCS Host Firmware Packages represent one of the most powerful features of the Cisco UCS platform; the
ability to control the firmware revision of all the managed blades and rack-mount servers via a policy specified in
the service profile. Host Firmware Packages are defined and referenced in the service profiles. Once a service
profile is associated to a server, the firmware of all the components defined in the Host Firmware Package are
automatically upgraded or downgraded to match the package. The HyperFlex installer creates a Host Firmware
Packages named “HyperFlex-m5” which use the simple package definition method, applying firmware revisions to
all components that matches a specific Cisco UCS firmware bundle, versus defining the firmware revisions part by
part. Figure 36 shows the Host Firmware Package configured by the HyperFlex installer for Cisco HX-Series M5
generation rack-mount servers.

Figure 36 Cisco UCS M5 Host Firmware Package

. Sub-

Servers | Policies | root | R
Organizations

[/ HXHV1 |/ Host Firmw... | HyperFlex-m5

General Events
Actions Properties
Delate Marme HyperFlex-m5
Show Policy Usage Description Recommended Host Firrmware Packages for M5 Hyp
Orwrer Local
Modify Package Versions Blade Package: 4.0(4d)B Blade Backup Package
Modify Backup Package Versions Rack Package : 4.0(4d)C ack Backup Package

Service Pack

Local Disk Configuration Policies

Cisco UCS Local Disk Configuration Policies are used to define the configuration of disks installed locally within
each blade or rack-mount server, most often to configure Redundant Array of Independent/Inexpensive Disks
(RAID levels) when multiple disks are present for data protection. Since HX-Series converged nodes providing
storage resources do not require RAID, the HyperFlex installer creates a Local Disk Configuration Policies, named
“HyperFlex-m5” which allows any local disk configuration. The policy named “HyperFlex-m5” is used by the
service profile template named “hx-nodes-mb5”, which is for the HyperFlex M5 generation converged servers, and
should not be modified.

Figure 37 shows the Local Disk Configuration Policies configured by the HyperFlex installer.
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Figure 37 Cisco UCS M5 Local Disk Configuration Policy

Properties

Marne . HyperFlex-m5

Description o | Recommended Local Disk policy for M5 HyparFlex s
Owner . Local

Mode o | Amy Configuration ¥

Protect Configuration -

If Protect Gonfiguration is set, the local disk configuration is preserved If the service profile is disassociated
with the server. In that case, a configuration error will be raised when a new senvice profile is associated with
that server if the local disk configuration in that profile is different.

FlexFlash

FlexFlash State : ®) Disable ) Enable |

If FlexFlash State is disabled, SD cards will become unavailable immediately.
Please ensure S0 cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State: |e) Disable () Enable |
If FlexFlash Removable State is changed, S0 cards will become unavailable temporarily.
Please ensure 5D cards are not in use before changing the FlexFlash Removable State.
FlexFlash Removable State  : | Yes ()Mo (s No Change |

Maintenance Policies

Cisco UCS Maintenance Palicies define the behavior of the attached blades and rack-mount servers when
changes are made to the associated service profiles. The default Cisco UCS Maintenance Paolicy setting is
‘Immediate” meaning that any change to a service profile that requires a reboot of the physical server will result in
an immediate reboot of that server. The Cisco best practice is to use a Maintenance Policy set to “user-ack”,
which requires a secondary acknowledgement by a user with the appropriate rights within Cisco UCS Manager,
before the server is rebooted to apply the changes. The HyperFlex installer creates a Maintenance Policy named
“HyperFlex” with the setting changed to “user-ack”. In addition, the On Next Boot setting is enabled, which will
automatically apply changes the next time the server is rebooted, without any secondary acknowledgement.
Figure 38 shows the Maintenance Policy configured by the HyperFlex installer:

Figure 38 Cisco UCS Maintenance Policy

Propertias

MNarme . HyperFlex

Description o | Recommended mantenance policy for HyperFlex se
Crnner . Local

Soft Shutdown Timer o | 150 Secs v

Storage Config. Deployment Policy: | _ Immadiate (w0 Usar Ack

Reboot Policy : | Immediate () User Ack Timer Automatic

| On Mext Boot ||:.5.ppll,f pending changes at next reboat.)

Power Control Policies

Cisco UCS Power Control Policies allow administrators to set priority values for power application to servers in
environments where power supply may be limited, during times when the servers demand more power than is
available. The HyperFlex installer creates a Power Control Policy named “HyperFlex” with all power capping
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disabled, and fans allowed to run at full speed when necessary. Figure 39 shows the Power Control Policy
configured by the HyperFlex installer.

Figure 39 Cisco UCS Power Control Policy

Properties

Narne . HyperFlex

Description | Recommended Power control policy for HyperFlex s
Crwvner . Local

Fan Speed Policy @ | Any v

Power Capping

If wou choose cap, the server is allocated a certain amount of power based on it
with 1 being the highest priarity. If you choose no-cap, the server is exermpt fror
®) No Cap cap

Scrub Policies

Cisco UCS Scrub Policies are used to scrub, or erase data from local disks, BIOS settings and FlexFlash SD cards.
If the policy settings are enabled, the information is wiped when the service profile using the policy is disassociated
from the server. The HyperFlex installer creates a Scrub Policy named “HyperFlex” which has all settings disabled,
therefore all data on local disks, SD cards and BIOS settings will be preserved if a service profile is disassociated.
Figure 40 shows the Scrub Policy configured by the HyperFlex installer.

Figure 40 Cisco UCS Scrub Policy

Properties

Marme . HyperFlex

Dascription » | Recommended Scrub policy for HyperFlex servers
Cwner . Loeal

Disk Scrub Dl No Yes

BIOS Settings Scrub: | Mo Yes

FlexFlash Scrub O Yas

Serial over LAN Policies

Cisco UCS Serial over LAN (SoL) Policies enable console output which is sent to the serial port of the server, to
be accessible via the LAN. For many Linux based operating systems, such as VMware ESXi, the local serial port
can be configured as a local console, where users can watch the system boot, and communicate with the system
command prompt interactively. Since many blade servers do not have physical serial ports, and often
administrators are working remotely, the ability to send and receive that traffic via the LAN is very helpful.
Connections to a Sol session can be initiated from Cisco UCS Manager. The HyperFlex installer creates a Sol
named “HyperFlex” to enable SolL sessions and uses this feature to configure the ESXi hosts” management
networking configuration. Figure 41 shows the SoL Policy configured by the HyperFlex installer:
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Figure 41 Cisco UCS Serial over LAN Policy

Sub-

Servers [ Policies | root | N ! HyperFlex | Serial over ... | Serial Over...
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vMedia Policies

Cisco UCS Virtual Media (vMedia) Policies automate the connection of virtual media files to the remote KVM
session of the Cisco UCS blades and rack-mount servers. Using a vMedia policy can speed up installation time by
automatically attaching an installation ISO file to the server, without having to manually launch the remote KVM
console and connect them one-by-one. The HyperFlex installer creates a vMedia Policy named “HyperFlex” for
future use, with no media locations defined.

Cisco UCS Service Profile Templates

Cisco UCS Manager has a feature to configure service profile templates, which can be used to simplify and speed
up configuration efforts when the same configuration needs to be applied to multiple servers. Service profile
templates are used to spawn multiple service profile copies to associate with a group of servers, versus
configuring the same service profile manually each time it is needed. Service profile templates contain all the
configuration elements that make up a service profile, including vNICs, vHBAS, local disk configurations, boot
policies, host firmware packages, BIOS policies and more. Templates are created as either initial templates or
updating templates. Updating templates retain a link between the parent template and the child object, therefore
when changes are made to the template, the changes are propagated to all remaining linked child objects. The
HyperFlex installer creates a service profile templates, named “hx-nodes-m5”. The following tables list the service
profile template configured by the HyperFlex installer.

Table 25 Cisco UCS Service Profile Template Settings and Values

Service Profile Template Name: hx-nodes-mb
Setting Value

UUID Pool Hardware Default
Associated Server Pool None
Maintenance Policy HyperFlex
Management IP Address Policy hx-ext-mgmt
Local Disk Configuration Policy HyperFlex-m5
LAN Connectivity Policy HyperFlex

Boot Policy HyperFlex-m5
BIOS Policy HyperFlex-m5
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Service Profile Template Name

hx-nodes-mb5

Setting

\alue

Firmware Policy

HyperFlex-mb

Power Control Policy HyperFlex
Scrub Policy HyperFlex
Serial over LAN Policy HyperFlex
vMedia Policy Not defined

Service Profile Template Name

compute-nodes-mb

Setting Value

UUID Pool Hardware Default
Associated Server Pool None
Maintenance Policy HyperFlex

Management IP Address Policy

hx-ext-mgmt

Local Disk Configuration Policy

hx-compute-mb

LAN Connectivity Policy

HyperFlex

Boot Policy

hx-compute-mb

BIOS Policy

HyperfFlex-mb

Firmware Policy

HyperFlex-mb

Power Control Policy HyperFlex
Scrub Policy HyperFlex
Serial over LAN Policy HyperFlex
vMedia Policy Not defined

Microsoft Hyper-V Host Design

The following sections detail the design of the elements within the Microsoft Hyper-V hypervisors, system
requirements, virtual networking, and the configuration of Hyper-V for the Cisco HyperFlex HX Distributed Data
Platform.

Virtual Networking Design

The Cisco HyperFlex system has a pre-defined virtual network design at the Hyper-V hypervisor level. Four
different virtual switches are created by the HyperFlex installer, each using two uplinks, which are each serviced
by a vNIC defined in the Cisco UCS service profile.

The vSwitches created are:

e vswitch-hx-inband-mgmt: This vSwitch is created as part of the automated installation. As shown in the
below figure, it is configured to use a teamed interface named “team-hx-inband-mgmt” with “hv-mgmt-a”
and “hv-mgmt-b” as member adapters, without jumbo frames. The teaming and load balancing mode are
configured for ‘Switch Independent’” and ‘Hyper-V Port’ respectively with “hv-mgmt-b” as Standby adapter.
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The management interfaces of Hyper-V host and Storage Platform Controller virtual machines connect to
this vSwitch. The VLANSs are not Native VLANSs as assigned to the vNIC templates, and therefore they are
defined in Hyper-V virtual switch manager.

e vswitch-hx-storage-data: This vSwitch is created as part of the automated installation. As shown in the
below figure, it is configured to use a teamed interface named “team-hx-storage-data” with “storage-data-
a” and “storage-data-b” as member adapters, with jumbo frames highly recommended. The teaming and
load balancing mode are configured for ‘Switch Independent” and ‘Hyper-V Port’ respectively with
“storage-data -b” adapter in Standby mode. The storage interfaces of Hyper-V host connected to this
vSwitch is used for connecting to the HX Datastore via SMB. The VLANs are not Native VLANs as assigned
to the vNIC templates, and therefore they are defined in Hyper-V virtual switch manager.

e vswitch-hx-vm-network: This vSwitch is created as part of the automated installation. As shown in the
below figure, it is configured to use a teamed interface named “team-vm-network-data” with “vm-
network-a” and “vm-network-b” as member adapters, without jumbo frames. The teaming and load
balancing mode are configured for ‘Switch Independent” and ‘Hyper-V Port’ respectively with both adapters
in active mode. The VLANs are not Native VLANs as assigned to the vNIC templates, and therefore they are
defined in Hyper-V virtual switch manager.

e vswitch-hx-livemigration: This vSwitch is created as part of the automated installation. As shown in the
below figure, it is configured to use a teamed interface named “team-hx-livemigration” with “hv-
livemigrate-a” and “hv-livemigrate-b” as member adapters, with jumbo frames highly recommended. The
teaming and load balancing mode are configured for ‘Switch Independent’ and ‘Hyper-V Port’ respectively
with “hv-livemigrate-b” adapter in Standby mode. The VLANs are not Native VLANs as assigned to the
vNIC templates, and therefore they are defined in Hyper-V virtual switch manager. The IP addresses to this
interface are assigned post installation.

Table 26 and Figure 42 provide more details into the Hyper-V virtual networking design as built by the HyperFlex
installer by default for a converged node.

Table 26  Virtual Switches

Virtual Switch Interfaces Connected Active adapter Passive adapter VLAN 1Ds Jumbo
Management Network

vswitch-hx- Storage Controller <<hx-inband-

inband-mgmt Management Network hv-mgmt-a hv-mgmt-b mgmt>> no

Storage Controller Data

Network

vswitch-hx- Storage Hypervisor Data <<hx-storage-

storage-data Network storage-data -a storage-data -b data>> yes
vm-network-a
vm-network-b

vswitch-hx-

vm-network vm-network-<<VLAN ID>> <<vm-network>> no

vswitch-hx- <<hx-

livermigration livemigrate-<<VLAN ID>> hv-livemigrate-a hv-livemigrate-b livemigrate>> yes
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Figure 42 Hyper-V Network Design
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Figure 43 illustrates the Hyper-V virtual networking design as built by the HyperFlex installer by default for
compute nodes. There is no storage controller virtual machine running on a compute node where the 10visor is
redirected and compute is assigned to a controller virtual machine running on a converged node.
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Figure 43 Hyper-V Virtual Networking Design
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Discrete Device Assignment (I/O Passthrough)

Discrete Device Assignment (DDA) is a feature introduced in Windows Server 2016 Hyper-V allowing access to
an entire PCle device into a virtual machine as though they were physical devices belonging to the virtual machine
itself. With the appropriate driver for the hardware device, the guest virtual machine sends all I/O requests directly
to the physical device, bypassing the hypervisor. In the Cisco HyperFlex system, the Storage Platform Controller
virtual machines use this feature to gain full control of the Cisco 12Gbps SAS HBA cards in the Cisco HX-series
rack-mount servers. This gives the controller virtual machines direct hardware level access to the physical disks
installed in the servers, which they consume to construct the Cisco HX Distributed Filesystem. Only the disks
connected directly to the Cisco SAS HBA are controlled by the controller virtual machines. Other disks, connected
to different controllers, such as the M.2 drives, remain under the control of the Hyper-V hypervisor.

‘& Configuring the DDA feature is done by the Cisco HyperFlex installer and requires no manual steps.

Storage Platform Controller Virtual Machines

A key component of the Cisco HyperFlex system is the Storage Platform Controller Virtual Machine running on
each of the nodes in the HyperFlex cluster. The controller virtual machines cooperate to form and coordinate the
Cisco HX Distributed Filesystem, and service all the guest virtual machine 10 requests. The controller virtual
machines deployed on the Hyper-V host are tied to a specific host, they start and stop along with the Hyper-V
hypervisor, and the system is not considered to be online and ready until both the hypervisor and the Controller
virtual machines have started.
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# Each Hyper-V host has a single Controller virtual machine deployed, and it cannot be moved or migrated
to another host, nor should its settings be manually modified in any way.

The storage controller virtual machine runs custom software and services that manage and maintain the Cisco HX
Distributed Filesystem. The services and processes that run within the controller virtual machines are not exposed,
therefore the Hyper-V hosts have any direct knowledge of the storage services provided by the controller virtual
machines. Management and visibility into the function of the controller virtual machines, and the Cisco HX
Distributed Filesystem is done via the HyperFlex Connect HTML management webpage.

ﬂ Deploying the controller virtual machines is done by the Cisco HyperFlex installer and requires no manual
steps.

Controller Virtual Machine Locations

The physical storage location of the controller virtual machines across all the Cisco HX-Series M5 generation rack
servers (HX220c M5, HXAF220c M5, HX240c M5 and HXAF240c M5) is same due to the physical disk location
and connections on those server models. The storage controller virtual machine is operationally no different from
any other typical virtual machines in a Hyper-V environment. The virtual machine must have a virtual disk with the
bootable root filesystem available in a location separate from the SAS HBA that the virtual machine is controlling
via DDA feature of Windows Server 2016/2019 Hyper-V.

e The server boots the Windows Server 2016/2019 Hyper-V from the internal M.2 form factor SSD.

e The Windows installer creates three partitions on the M.2 SSD - 500 MB for recovery partition, 90 GB for
Windows OS boot partition and 30 GB partition where controller virtual machine’s root filesystem is stored
on a 2.5 GB virtual disk, /dev/sda. Both 90 GB and 30 GB partitions are formatted using NTFS file system.
The controller virtual machine has full control of all the front and rear facing hot-swappable disks via DDA
control of the SAS HBA. The controller virtual machine operating system sees the 240 GB SSD, also
commonly called the “housekeeping” disk as /dev/sdb, and places HyperFlex binaries and logs on this disk.
The remaining disks seen by the controller virtual machine OS are used by the HX Distributed filesystem for
caching and capacity layers.

The following figures detail the Storage Platform Controller virtual machine placement on the Hyper-V hosts for
Cisco HX M5 generation servers.
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Figure 44 HX220c M5 Controller Virtual Machine Placement
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Figure 45 HX240c M5 Controller Virtual Machine Placement
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HyperFlex Datastores

A new HyperFlex cluster has no default datastores configured for virtual machine storage, therefore the datastores
must be created using the vCenter Web Client plugin or the HyperFlex Connect GUI. It is important to recognize
that all HyperFlex datastores are thinly provisioned, meaning that their configured size can far exceed the actual
space available in the HyperFlex cluster. Alerts will be raised by the HyperFlex system in HyperFlex Connect when
actual space consumption results in low amounts of free space, and alerts will be sent via auto support email

alerts. Overall space consumption in the HyperFlex clustered filesystem is optimized by the default deduplication
and compression features.

Figure 46 Datastore Example
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CPU Resource Control

Since the storage controller virtual machines provide critical functionality of the Cisco HX Distributed Data Platform,
the HyperFlex installer will configure CPU resource control for the controller virtual machines. This resource control
guarantees that the controller virtual machines will have CPU resources at a minimum level, in situations where the
physical CPU resources of the Hyper-V hypervisor host are being heavily consumed by the guest virtual
machines. Table 27 details the CPU resource control settings of the storage controller virtual machines.

Table 27 Controller Virtual Machine CPU Reservations

Number of vCPU Virtual Machine Reserve (percentage) | Virtual Machine Limit (percentage) Relative Weight

10 100 100 100

Memory Resource Reservations

Since the storage controller virtual machines provide critical functionality of the Cisco HX Distributed Data Platform,
the HyperFlex installer will configure by allocating static amount of memory for the controller virtual machines. This
guarantees that the controller virtual machines will have access to all the memory resources allocated to it at
power on. Table 28 details the memory resource reservation of the storage controller virtual machines.

Table 28 Controller Virtual Machine Memory Reservations

Server Models Amount of Static Memory for Virtual Machine
HX220c-M5SX

HXAF220c-M55X 48 GB

HX240c-M5SX

HXAF240c-M55X 72 GB

HX240c-M5L 78 GB
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Installation

Installing the Cisco HyperFlex system on Hyper-V is primarily done via a deployable HyperFlex installer virtual
machine available for download at cisco.com as a vhdx file. The installer virtual machine performs the Cisco UCS
configuration work, the configuration of Hyper-V on the HyperFlex hosts, the installation of the HyperFlex HX Data
Platform software and creation of the HyperFlex cluster. Because this simplified installation method has been
developed by Cisco, this CVD will not give detailed manual steps for the configuration of all the elements that are
handled by the installer. The following sections will guide you through the prerequisites and manual steps needed
prior to using the HyperFlex installer, how to utilize the HyperFlex Installer, and finally how to perform the remaining
post-installation tasks.

Prerequisites

Prior to beginning the installation activities, it is important to gather the following information:

IP Addressing

To install the HX Data Platform, an OVF installer appliance must be deployed on a separate virtualization host,
which is not a member of the HyperFlex cluster. The HyperFlex installer requires one IP address on the
management network and the HX installer appliance IP address must be able to communicate with Cisco UCS
Manager, Hyper-V management IP addresses on the HX hosts, Windows Active Directory and DNS server and
any management server IP addresses from where the Windows failover cluster will be managed.

Additional IP addresses for the Cisco HyperFlex system need to be allocated from the appropriate subnets and
VLANS to be used. IP addresses that are used by the system fall into the following groups:

e (Cisco UCS Manager: These addresses are used and assigned by Cisco UCS Manager. Three IP addresses
are used by Cisco UCS Manager; one address is assigned to each Cisco UCS Fabric Interconnect, and the
third IP address is a roaming address for management of the Cisco UCS cluster. In addition, at least one IP
address per Cisco UCS blade or HX-series rack-mount server is required for the hx-ext-mgmt IP address
pool, which are assigned to the CIMC interface of the physical servers. Since these management addresses
are assigned from a pool, they need to be provided in a contiguous block of addresses. These addresses
must all be in the same subnet.

e HyperFlex and Hyper-V Management: These addresses are used to manage the Hyper-V hypervisor hosts,
and the HyperFlex Storage Platform Controller virtual machines. Two IP addresses per node in the
HyperFlex cluster are required from the same subnet, an additional IP address is required for roaming
HyperFlex cluster management interface and another additional IP address is required for the Windows
faillover cluster. These addresses can be assigned from the same subnet at the Cisco UCS Manager
addresses, or they may be separate.

o HyperFlex Storage: These addresses are used by the HyperFlex Storage Platform Controller virtual
machines, and also the Hyper-V hypervisor hosts, for sending and receiving data to/from the HX Distributed
Data Platform Filesystem. Two IP addresses per node in the HyperFlex cluster are required from the same
subnet, and a single additional IP address is needed as the roaming HyperFlex cluster storage interface. It is
recommended to provision a subnet that is not used in the network for other purposes, and it is also
possible to use non-routable IP address ranges for these interfaces. Finally, if the Cisco UCS domain is
going to contain multiple HyperFlex clusters, it is recommended to use a different subnet and VLAN ID for
the HyperFlex storage traffic for each cluster. This is a safer method, guaranteeing that storage traffic from
multiple clusters cannot intermix.
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e Live Migration: These IP addresses are used by the Hyper-V hypervisor hosts on interfaces to enable live
migration capabilities. One or more IP addresses per node in the HyperFlex cluster are required from the
same subnet.

The following tables provide space to input the required IP addresses for the installation of an 8-node standard
HyperFlex cluster by listing the addresses required, plus an example IP configuration.

# Table cells shaded in black do not require an IP address.

Table 29 HyperFlex Standard Cluster IP Addressing

Address Group:

UCS Management

HyperFlex and Hyper-V Management

HyperFlex Storage

Live Migration

VLAN ID:

Subnet:

Subnet Mask:

Gateway:
i UCS Management Hyper-V Storagg Controller Virtual
Device Management Machine Management
Addresses
Interfaces Interfaces

Fabric Interconnect
A

Fabric Interconnect
B

UCS Manager

HyperFlex Cluster

Windows Failover
Cluster

HyperFlex Node #1

Hyper-V Hy-
pervisor Stor-
age Interfaces

Storage Controller
Virtual Machine Stor-
age Interfaces

Live Migration Inter-
faces

HyperFlex Node #2

HyperFlex Node #3

HyperFlex Node #4

HyperFlex Node #5

HyperFlex Node #6

HyperFlex Node #7

HyperFlex Node #8

HyperFlex extended clusters are also addressed similarly to a standard cluster, however the compute-only nodes
do not require any IP addresses for the Storage Controller virtual machines, as shown below:

Table 30 HyperFlex Extended Cluster IP Addressing

Address Group:

UCS Management

HyperFlex and Hyper-V Management

HyperFlex Storage

Live Migration

VLAN ID:
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Address Group: UCS Management HyperFlex and Hyper-V Management HyperFlex Storage Live Migration

Subnet:

Subnet Mask:

Gateway:
Hyper-V Storage Controller Virtual Hyper-V Hy- Storage Controller : . . :
Device el oo men Management Machine Management pervisor Stor- Virtual Machine Stor- Livee MIgETem (i
Addresses faces
Interfaces Interfaces age Interfaces age Interfaces

Fabric Interconnect
A

Fabric Interconnect
B

UCS Manager

HyperFlex Cluster

Windows Failover
Cluster

HyperFlex Node #1

HyperFlex Node #2

HyperFlex Node #3

HyperFlex Node #4

Compute Node #1

Compute Node #2

Compute Node #3

Compute Node #4

Table 31 HyperFlex Standard Cluster Example IP Addressing for a 4-Node Cluster

Address Group: UCS Management HyperFlex and Hyper-V Management HyperFlex Storage Live Migration
VLAN ID: 121 613 3172 3173

Subnet: 10.65.121.0 10.104.252.0 192.168.11.0 192.168.73.0

Subnet Mask: 255.255.255.0 255.255.255.0 255.255.255.0 255.255.255.0

Gateway: 10.65.121.1 10.104.252.1
. UCS Management e it Hyper-V Management ARG bfacs= Sitslfe Colieller Live Migration Inter-
Device A s agement e visor Storage Virtual Machine —
Addresses Interfaces Storage Interfaces

Fabric Intercon-

— 10.65.121.241

73



Installation

Address Group:

UCS Management

Fabric Intercon-
nect B

10.65.121.242

UCS Manager
HyperFlex Cluster

Windows Failover
Cluster

HyperFlex Node
#1

10.65.121.240

10.104.252.11

10.104.252.19

10.104.252.36

HyperFlex and Hyper-V Management

10.104.252.35

10.104.252.27

192.168.11.11

HyperFlex Storage

192.168.11.35 ‘

192.168.11.19

Live Migration

192.168.73.11

HyperFlex Node
#2

10.104.252.12

10.104.252.20

10.104.252.28

192.168.11.12

192.168.11.20

192.168.73.12

HyperFlex Node
#3

10.104.252.13

10.104.252.21

10.104.252.29

192.168.11.13

192.168.11.21

192.168.73.13

HyperFlex Node
#4

10.104.252.14

10.104.252.22

10.104.252.30

192.168.11.14

192.168.11.22

192.168.73.14

HyperFlex Node
#5

10.104.252.15

10.104.252.23

10.104.252.31

192.168.11.15

192.168.11.23

192.168.73.15

HyperFlex Node
#6

10.104.252.16

10.104.252.24

10.104.252.32

192.168.11.16

192.168.11.24

192.168.73.16

HyperFlex Node
#7

10.104.252.17

10.104.252.25

10.104.252.33

192.168.11.17

192.168.11.25

192.168.73.17

HyperFlex Node

10.104.252.18

10.104.252.26

10.104.252.34

192.168.11.18

192.168.11.26

192.168.73.18

#8

# IP addresses for Cisco UCS Management, plus HyperFlex and Hyper-V Management can come from the
same subnet, or can be separate subnets, as long as the HyperFlex installer can reach them both.

DHCP versus Static IP

By default, the HX installation will assign a static IP address to the management interface of the Hyper-V servers.
Using Dynamic Host Configuration Protocol (DHCP) for automatic IP address assignment in not recommended.

Configure the Active Directory for Constrained Delegation

A Windows 2008 R2 and above forest/domain level Active Directory (AD) is required for the successful installation
and operation of Cisco HyperFlex system with Hyper-V.

The steps in this topic must be completed to enable constrained delegation. Constrained delegation is used to join
computers to the Active Directory. You provide constrained delegation information through the HX Data Platform
Installer. Constrained delegation uses a service account, which is created manually. This service account is used
to then log in to Active Directory, join the computers, and perform the authentications from the HyperFlex Storage
Controller virtual machine.

The Active Directory computer accounts applied to every node in the HyperFlex cluster include:
e Hyper-V host

o HyperFlex Storage Controller virtual machine
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e Hyper-V host Cluster namespace
e Server Message Block (SMB) Share namespace for the HyperFlex cluster
To configure constrained delegation, follow these steps:

3. Create an hxadmin domain user account as HX service account.
4. Create an Organization Unit (OU) in Active Directory (AD), for example, HyperFlex:

a. Use the Active Directory Users and Computers management tool to create the OU. Select View > Ad-
vanced Features to enable advance features. Select the OU that you created. For example, HyperFlex >
Properties > Attribute Editor.

b. Find the distinguished name attribute in the OU and record the information as this will be required in the
Constrained Delegation wizard of the HX Data Platform Installer wizard. The values will ook like this:
OU=HyperFlex,DC=contoso,DC=com.

c. Use the Get-ADOrganizationalUnit cmdlet to get an organizational unit (OU) object or to perform a search
to get multiple OUs.

Get-ADOrganizationalUnit -Filter 'Name -like " Hyp*" " | Format-Table Name, DistinguishedName

Figure 47 PowerShell Get-ADOrganizationalUnit

“Administrator> Get-ADOrganizationalUnit | Format-Table Name, DistinguishedName

hedName

yperFlex OU=HyperFlex,DC=HXHVDOM,DC=LOCAL

5. Use Active Directory Users and Computers management tool to grant full permissions for the hxadmin user for
the newly created OU. Make sure that Advanced features are enabled. If not, go back to Step 2.
a. Select the QU that you created. For example, HyperFlex > Properties > Security > Advance.
d. Click Change Owner and choose your hxadmin user.
e. Click Add in the Advanced view.
f. Select the principal and choose the hxadmin user. Choose Full Control and click OK.

Figure 48 Change Ownership of the AD OU

Advanced Security Settings for HyperFlex | ®
Owner: hxadmin (headmin@HXHVDOMLOCAL) Change
Permissions Auditing Effective Access

For additional information, double-click a permission entry. To modify a permission entry, select the entry and click Edit (if available).

Permission entries:

Type Principal Access Inherited from Applies to L.
a Allow  hxadmin (hxadmin@HXHVD... Full control MNene This object and all descendan...
8% Allow  Account Operators (HXHVD...  Create/delete InetOrg... Mone This ohject only

S8 Alow  Account Operators (HXHVD..

L . - - e

Create/delete Comput... Mone

This object only
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# To configure the HX service account with the least privileges, refer Appendix section ‘D’ - Delegating
HX service account with least privileges for administrative tasks. With this configuration, one-time
domain admin credentials are required during the deployment of HyperFlex clusters

Prepopulate AD DNS with Records

The AD integrated DNS server is also required to resolve Fully Qualified Domain Names (FQDN).
To create DNS records, follow these steps:
1. Create arecord and reverse the PTR records for the listed devices to avoid installation failures:
— For each Hyper-V hosts’ management and storage interfaces
— For each Storage Controller Nodes’ management and storage interfaces
—  HXCluster CIP

—  Windows Failover Cluster IP

# Do not put in any DNS entry for SMB namespace. SMB namespace resolves differently on each host.

# Standalone and non-Windows DNS servers are not supported.

The following tables provide a place to input the required DNS information for the installation and also lists the
information required and provides an example configuration.

Table 32 DNS Server Information

ltem Value

DNS Server #1

AD DNS Domain

UCS Domain Name

HX Hyper-V Server #1

HX Hyper-V Server #2

HX Hyper-V Server #3

HX Hyper-V Server #4

HX Storage Controller VM #1

HX Storage Controller VM #2
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ltem

HX Storage Controller VM #3

HX Storage Controller VM #4

Compute Node 1 Name

Compute Node 2 Name

HX Cluster CIP Name

Windows Failover Cluster

Value

Table 33 DNS Server Example Information

ltem

DNS Server #1

UCS Domain Name

AD DNS Domain

HX Hyper-V Server #1

HX Hyper-V Server #2

HX Hyper-V Server #3

HX Hyper-V Server #4

HX Storage Controller VM #1

HX Storage Controller VM #2

HX Storage Controller VM #3

HX Storage Controller VM #4

Compute Node 1T Name

HX Cluster CIP Name

Windows Failover Cluster

Value

Hxhv2dc.hxhvdom?2.local

HXHV-FI

Hxhvdom?2 local

hxhv11. Hxhvdom?2.local

hxhv12. Hxhvdom?2 local

hxhv13. Hxhvdom?2.local

hxhv14. Hxhvdom?2 local

hxhv11scvm. Hxhvdom?2.local

hxhv12scvm. Hxhvdom?2.local

hxhv13scvm. Hxhvdom?2.local

hxhv14scvm. Hxhvdom?2.local

hxhv1co1. Hxhvdom?.local

hxhv1cip. Hxhvdom?2.local

hxhv1wfc. Hxhvdom?2.local
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Figure 49 shows pre-populated DNS with records for testing and validating of this HyperFlex document

Figure 49 DNS Manager with Pre-Populated DNS Records for HyperFlex
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Host (A)
Host (A)
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Consistent time clock synchronization is required across the components of the HyperFlex system, provided by
reliable NTP servers, accessible for querying in the Cisco UCS Management network group, and the HyperFlex
and Hyper-V Management group. NTP is used by Cisco UCS Manager, the Hyper-V hypervisor hosts, and the
HyperFlex Storage Platform Controller virtual machines. For HyperFlex System with Hyper-V, AD Domain
Controller IP or domain name is required to be used as reliable NTP source for consistent time clock

synchronization.

In an Active Directory domain, it is very important for all clocks to be within 5 minutes of each other (by default)
due to the implementation of the Kerberos protocol for authentication. Also, Active Directory uses multi-master
replication model between Domain Controllers.
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Network Time Protocol (NTP) is the default time synchronization protocol used by the Windows Time Service
(W32Time) in Windows servers and workstations. NTP uses UDP port 123 for all time synchronization
communication and hence should be unblocked by the firewalls, in both directions.

In Active Directory deployment, the only computer configured with a time server explicitly should be computer
holding the PDC Emulator FSMO role in the forest root domain. This is because the Forest root domain PDC
emulator is the one and only one-time source for all the Domain Controllers, member servers and windows-based
workstations for the entire forest.

All domain controllers in the forest root domain synchronize time with the PDC Emulator FSMO role-holder.

All Domain Controllers in child Domains synchronize time with any Domain Controller with Parent Domain or with
PDC Emulator of its own Domain.

All PDC Emulator FSMO role-holders in child domains synchronize their time with domain controllers in their parent
domain (including, potentially, the PDC Emulator FSMO role-holder in the forest root domain).

All domain member computers (Servers / Workstations/ any other devices) synchronize time with domain
controller computers in their respective domains.

Additionally, virtual machines should not sync time with their host.

Figure 50 shows default time synchronization hierarchy in Active Directory Domain Services.

Figure 50 Time Synchronization in an AD DS Hierarchy
Forest Root Dorain
(Parent Domain)

External NTP
Time Server

Comain

Diarnain Controller

Zontroller

Warkstation Server Warkstation

In a Windows domain, the time skew is set in Group Policy under Computer Configuration - Windows Settings =
Account Policies = Kerberos Policy - Maximum tolerance for computer clock synchronization, and it is five minutes
by default.

For more details, refer to the following Microsoft links:
Active Directory: Time Synchronization

nttps://social.technet.microsoft.com/wiki/contents/articles/50924 active -directorv-time-svnchronization.aspx

Windows Time Service Tools and Settings
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https://docs.microsoft.com/en-us/windows-server/networking/windows-time-service/Windows-Time-Service -
[ools-and-Settings?redirectedfrom=MSDN

VLANs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. At a minimum, there are 4 VLANSs that need to be trunked to the Cisco UCS Fabric Interconnects that
comprise the HyperFlex system; a VLAN for the HyperFlex and Hyper-V Management group, a VLAN for the
HyperFlex Storage group, a VLAN for the Live Migration group, and at least one VLAN for the guest virtual
machine traffic. The VLAN IDs must be supplied during the HyperFlex Cisco UCS configuration step, and the VLAN
names can optionally be customized.

The following tables provide a place to input the required VLAN information and also provide an example
configuration.

Table 34 VLAN Information

Name D

<<hx-inband-mgmt>>
<<hx-storage-data>>
<<hx-vm-network>>

<<hx-livemigrate>>

Table 35 VLAN Example Information

Name ID
hx-inband-mgmt 3175
hx-storage-data 3172
vm-network 3174,3175
hx-livemigrate 3173

Network Uplinks

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation. One of the early
manual tasks to be completed is to configure the Cisco UCS network uplinks and verify their operation, prior to
beginning the HyperFlex installation steps. Refer to the network uplink design possibilities in the Network Design
section.

The following tables provide a place to input the required network uplink information for the installation and provide
an example configuration:

Table 36  Network Uplink Configuration

| Fabric Interconnect Port | Port Channel | Port Channel Type | Port Channel ID | Port Channel Name
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Fabric Interconnect Port

Port Channel

Port Channel Type

Port Channel 1D

Port Channel Name

[ ]Yes[ ]No [ ]LAacp
[ ]Yes[ ]No [Jvpc
A
[ ]Yes[ ]No
[ ]Yes[ ]No
[ ]Yes[ ]No [ ]LAcP
PC
[ ]Yes[ ]No Lv
B
[ ]Yyes[ ]No
[ ]Yes[ ]No
Table 37 Network Uplink Example Configuration
Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
1/25 X] Yes [ ] No [ ]LAacp
1/26 X] Yes [ ] No D vpe
A 10 vpc-10
[ ]yes[ ]No
[ ]Yyes[ ]No
1/25 X] Yes [ ] No [ ]LAacp
PC
1/26 X] Yes[ ] No b v
B 20 vpc-20
[ ]Yes[ ]No
[ ]yes[ ]No

Usernames and Passwords

Several usernames and passwords need to be defined or known as part of the HyperFlex installation process. The
following tables provide a place to input the required username and password information and also provide an

example configuration.
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Table 38 Usernames and Passwords

Account Username

HX Installer Administrator root

UCS Administrator admin

Hyper-V Local Administrator root

HyperFlex Administrator root

AD Domain Admin or Service Account <<administrator>>

Table 39 Example Usernames and Passwords

Account Username

HX Installer Administrator root

UCS Administrator admin

Hyper-V Local Administrator root

HyperFlex Administrator root

AD Domain Admin or Service Account administrator@domain.local

Physical Installation

Password

<<hx_install_root_pw>>

<<ucs_admin_pw>>

<<hyperv_local_pw>>

<<hx_admin_pw>>

<<ad_admin_pw>>

Password

Cisco123

Cisco123

Cisco123

Cisco123!

IQAZ2wsx

Install the Fabric Interconnects, the HX-Series rack-mount servers according to their corresponding hardware

installation guides listed below:

e (Cisco UCS 6454 Series Fabric Interconnect Hardware Installation Guide

e (Cisco UCS 6200 Series Fabric Interconnect Hardware Installation Guide

e (Cisco UCS 6300 Series Fabric Interconnect Hardware Installation Guide

e (isco HX220c M5 HyperFlex Node Installation Guide (Hybrid and All-Flash Models)

e (isco HX240c M5 HyperFlex Node (Hybrid and All-Flash Models) Installation Guide

Cabling

The physical layout of the HyperFlex system is described in the Physical Topology section. The Fabric
Interconnects and HX-series rack-mount servers need to be cabled properly before beginning the installation
activities. The information in this section is provided as a reference for cabling the physical equipment in this Cisco

Validated Design environment.
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# This document assumes that out-of-band management ports are plugged into an existing management

infrastructure at the deployment site. These interfaces will be used in various configuration steps.

The following tables provide an example cabling map to install a Cisco HyperFlex system with four HyperFlex
converged servers.

Table 40 Cisco Nexus 9396PX-A Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco Nexus 9396PX-A Eth1/15 10GbE Cisco Nexus 9396PX-B Eth1/15
Eth1/16 10GbE Cisco Nexus 9396PX-B Eth1/16
Eth2/5 40GbE Cisco UCS fabric interconnect B Eth1/50
Eth2/6 40GbE Cisco UCS fabric interconnect A Eth1/49
Eth1/31 10GDbE Infra-host-01 Port01
MGMTO GbE GbE management switch Any
Table 41 Cisco Nexus 9396PX-B Cabling Information
Local Device Local Port Connection Remote Device Remote
Port
Cisco Nexus 9396PX-B Eth1/15 10GbE Cisco Nexus 9396PX-A Eth1/15
Eth1/16 10GbE Cisco Nexus 9396PX-A Eth1/16
Eth2/5 40GbE Cisco UCS fabric interconnect A Eth1/50
Eth2/6 40GbE Cisco UCS fabric interconnect B Eth1/49
Eth1/31 10GbE Infra-host-01 Port02
MGMTO GbE GbE management switch Any

Table 42 Cisco UCS Fabric Interconnect A Cabling Information

Local Device Local Port | Connection Remote Device Remote Port

Cisco UCS fabric interconnect A Eth1/49 40GbE Cisco Nexus 9396PX-A Eth2/6
Eth1/50 40GbE Cisco Nexus 9396PX-B Eth2/5
Eth1/1 25GbE HX Server #1 mLOM Port 0
Eth1/2 25GbE HX Server #1 mLOM Port 1
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Local Device Local Port | Connection Remote Device Remote Port
Eth1/3 25GbE HX Server #2 mLOM Port 0
Eth1/4 25GbE HX Server #2 mLOM Port 1
Eth1/5 25GbE HX Server #3 mLOM Port O
Eth1/6 25GbE HX Server #3 mLOM Port 1
Eth1/7 25GbE HX Server #4 mLOM Port O
Eth1/8 25GbE HX Server #4 mLOM Port 1
Eth1/9 25GbE UCS C240 Server #1 mLOM Port 0
Eth1/10 25GbE UCS C240 Server #1 mLOM Port 1
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2

Table 43 Cisco UCS Fabric Interconnect B Cabling Information

Local Device Local Port | Connection Remote Device Remote Port

Cisco UCS fabric interconnect A Eth1/49 40GbE Cisco Nexus 9396PX-B Eth2/6
Eth1/50 40GbE Cisco Nexus 9396PX-A Eth2/5
Eth1/1 25GbE HX Server #1 mLOM Port O
Eth1/2 25GbE HX Server #1 mLOM Port 1
Eth1/3 25GbE HX Server #2 mLOM Port O
Eth1/4 25GbE HX Server #2 mLOM Port 1
Eth1/5 25GbE HX Server #3 mLOM Port 0
Eth1/6 25GbE HX Server #3 mLOM Port 1
Eth1/7 25GbE HX Server #4 mLOM Port 0
Eth1/8 25GbE HX Server #4 mLOM Port 1
Eth1/9 25GbE UCS C240 Server #1 mLOM Port O
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Local Device Local Port | Connection Remote Device Remote Port
Eth1/10 25GbE UCS C240 Server #1 mLOM Port 1
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2

The following figures show a sample of direct connect mode physical connectivity for Cisco UCS C-Series Rack-
Mount Server with Cisco UCS VIC 1457/1455.

Figure 51 Direct Connect Cabling Configuration with Cisco VIC 1400 Series (4-Port Linking)
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Figure 52 Direct Connect Cabling Configuration with Cisco VIC 1400 Series (2-Port Linking)
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The following restrictions apply: Ports 1 and 2 must connect to same Fabric Interconnect, for example
Fabric-A. Ports 3 and 4 must connect to same Fabric Interconnect, for example Fabric-B. This is due to
the internal port-channeling architecture inside the card. Ports 1 and 3 are used because the connec-
tions between ports 1 and 2 (also 3 and 4) form an internal port-channel
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.S

Do not connect port 1 to Fabric Interconnect A, and port 2 to Fabric Interconnect B. Use ports 1 and 3
only. Using ports 1 and 2 results in discovery and configuration failures.

Cisco UCS Installation

This section explains the steps to initialize and configure the Cisco UCS Fabric Interconnects and how to prepare
them for the HyperFlex installation.

Cisco UCS Fabric Interconnect A

To configure Fabric Interconnect A, follow these steps:

1.

Make sure the Fabric Interconnect cabling is properly connected, including the L1 and L2 cluster links, and
power the Fabric Interconnects on by inserting the power cords.

Connect to the console port on the first Fabric Interconnect, which will be designated as the A fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

Start your terminal emulator software.

Create a connection to the COM port of the computer’'s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

Open the connection just created. You may have to press ENTER to see the first prompt.

Configure the first Fabric Interconnect, using the following example as a guideline:

--—-- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values, complete input till
end of section and answer no when prompted to apply configuration.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [yl: vy

Enter the password for "admin":

Confirm the password for "admin":

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no)
[n]: yes
Enter the switch fabric (A/B) []: A

Enter the system name: HXHV-FI-A
Physical Switch MgmtO IP address : 10.29.149.203
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Physical Switch MgmtO IPv4 netmask : 255.255.255.0
IPv4 address of the default gateway : 10.29.149.1
Cluster IPv4 address : 10.29.149.205

Configure the DNS Server IP address? (yes/no) [n]: yes
DNS IP address : 10.29.149.222

Configure the default domain name? (yes/no) [n]: yes

Default domain name : hxhvdom.local

Join centralized management environment (UCS Central)? (yes/no) [n]: no

Following configurations will be applied:

Switch Fabric=A
System Name=HXHV-FI-A

Enforced Strong Password=no

Physical Switch MgmtO IP Address=10.29.149.203
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=10.29.149.1

Ipv6 value=0

DNS Server=10.29.149.222

Domain Name=hx.lab.cisco.com

Cluster Enabled=yes

Cluster IP Address=10.29.149.205

NOTE: Cluster IP will be configured only after both Fabric Interconnects are ini-
tialized

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok

Cisco UCS Fabric Interconnect B

To configure Fabric Interconnect B, follow these steps:

1.

Connect to the console port on the first Fabric Interconnect, which will be designated as the B fabric device.
Use the supplied Cisco console cable (CAB-CONSOLE-RJ45=), and connect it to a built-in DB9 serial port, or
use a USB to DB9 serial port adapter.

Start your terminal emulator software.

Create a connection to the COM port of the computer’s DB9 port, or the USB to serial adapter. Set the termi-
nal emulation to VT100, and the settings to 9600 baud, 8 data bits, no parity, and 1 stop bit.

Open the connection just created. You may have to press ENTER to see the first prompt.

Configure the second Fabric Interconnect, using the following example as a guideline:

--—-- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to
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the Fabric interconnect and its clustering mode is performed through these steps.
Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values,

complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric inter-
connect will be added to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: 10.29.149.204
Peer Fabric interconnect MgmtO IPv4 Netmask: 255.255.255.0
Cluster IPv4 address : 10.29.149.205

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO
IPv4 Address

Physical Switch MgmtO IP address : 10.29.149.204
Apply and save the configuration (select 'no' if you want to re-—-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

Cisco UCS Manager

Log into the Cisco UCS Manager environment and follow these steps:

1. Open a web browser and navigate to the Cisco UCS Manager Cluster IP address, for exam-
ple https://10.29.149.205
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Figure 53 Cisco UCS Manager
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2. Click the “Launch UCS Manager” HTML link to open the Cisco UCS Manager web client.

3. At the login prompt, enter “admin” as the username, and enter the administrative password that was set dur-
ing the initial console configuration.

4. Click No when prompted to enable Cisco Smart Call Home. This feature can be enabled at a later time.

Cisco UCS Configuration
Configure the following ports, settings, and policies in the Cisco UCS Manager interface prior to beginning the
HyperFlex installation.

Cisco UCS Firmware

Your Cisco UCS firmware version should be correct as shipped from the factory, as documented in Table 6 | that
lists the hardware component options for the HX240c-M5L server model.

Table 44 HX240c-M5L Server Options
HX240c-M5L Options Hardware Required

Processors Chose a matching pair of Intel Xeon Processor Scalable Family CPUs
192 GB to 3 TB of total memory using 16 GB, 32 GB, 64 GB, or 128 GB DDR4 2666 MHz
Memory 1.2v modules
Disk Controller Cisco 12Gbps Modular SAS HBA
SSDs Standard One 240 GB 2.5 Inch Enterprise Value 6G SATA SSD
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HX240c-M5L Options Hardware Required
HDDs Standard One 3.2 TB 2.5 Inch Enterprise Performance 12G SAS SSD
Network Cisco UCS VIC1457 VIC MLOM
Boot Device One 240 GB M.2 form factor SATA SSD
microSD Card One 32GB microSD card for local host utilities storage
Optional Cisco QSA module to convert 40 GbE QSFP+ to 10 GbE SFP+

This document is based on Cisco UCS infrastructure, Cisco UCS B-series bundle, and Cisco UCS C-Series
bundle software versions 4.0(4d). If the firmware version of the Fabric Interconnects is older than this version, the
firmware must be upgraded to match the requirements prior to completing any further steps.

To upgrade the Cisco UCS Manager version, the Fabric Interconnect firmware, and the server bundles, refer to
the Cisco UCS Manager Firmware Management Guide, Release 4.0.

NTP

To synchronize the Cisco UCS environment time to the NTP server, follow these steps:

1.

In Cisco UCS Manager, click Admin.

2. Inthe navigation pane, select All > Time Zone Management, and click the carat next to Time Zone Manage-
ment to expand it.
3. Click Timezone.
4. In the Properties pane, select the appropriate time zone in the Time Zone menu.
5. Click Add NTP Server.
6. Enter the NTP server IP address and click OK.
7. Click OK.
8. Click Save Changes and then click OK.
Uplink Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect are all capable of performing several functions, such as
network uplinks or server ports, and more. By default, all ports are unconfigured, and their function must be
defined by the administrator. To define the specified ports to be used as network uplinks to the upstream network,
follow these steps:

1.

2.

In Cisco UCS Manager, click Equipment.

Select Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

Select the ports that are to be uplink ports, right- click them, and click Configure as Uplink Port.

Click Yes to confirm the configuration and click OK.
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5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

6. Select the ports that are to be uplink ports, right-click them, and click Configure as Uplink Port.
7. Click Yes to confirm the configuration and click OK.
8. Verify all the necessary ports are now configured as uplink ports, where their role is listed as “Network.”

iure 54 Uplinks Ports

| All - Equipment / Fabric Interconnects / Fabric Interconnect A (p... / Fixed Module [ Ethernet Ports
v Equipment Ethernat Ports
Chassis To Advanced Fiter 4 Export @ Print | [] Al [ ] Unconfigured Network || Server [ |FCoE Uplink [ | Unifed Uplink
¥ Rack-Mounts Slot Aggr. Port D Port ID MAC If Role If Type Overall Stat..  Admin State
v Fabric Interconnects 1 0 48 00:3A:9C:3..  Network Physical t* uUp + Enabled
* Fabric Interconnect A (primary) & 1 0 50 00:3A:9C:3..  Metwork Physical + up t Enabled

» Fans

¥ Fixed Module

» FC Pors

Uplink Port Channels

If the Cisco UCS uplinks from one Fabric Interconnect are to be combined into a port channel or vPC, you must
separately configure the port channels, which will use the previously configured uplink ports. To configure the
necessary port channels in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click LAN.
2. Under LAN > LAN Cloud, click the carat to expand the Fabric A tree.
3. Right-click Port Channels underneath Fabric A, then click Create Port Channel.

4. Enter the port channel ID number as the unigue ID of the port channel (this does not have to match the port-
channel ID on the upstream switch).

5. Enter the name of the port channel.
6. Click Next.

7. Click each port from Fabric Interconnect A that will participate in the port channel and click the >> button to
add them to the port channel.

8. Click Finish.
9. Click OK.
10. Under LAN > LAN Cloud, click the carat to expand the Fabric B tree.

11. Right-click Port Channels underneath Fabric B, then click Create Port Channel.
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12. Enter the port channel ID number as the unigue ID of the port channel (this does not have to match the port-
channel ID on the upstream switch).

13. Enter the name of the port channel.
14. Click Next.

15. Click each port from Fabric Interconnect B that will participate in the port channel and click the >> button to
add them to the port channel.

16. Click Finish.
17. Click OK.

18. Verify the necessary port channels have been created. It can take a few minutes for the newly formed port
channels to converge and come online.

Figure 55 Uplink Port Channels

Al - LAN / LAN Cloud / Fabric A / Port Channels / Port-Channel 10
v LAN General Ports Faults Events Statistics
= LAN Cloud
. Status
* Fabric & Propearties
» Port Channels Owverall Status © 4 Up D 10
Additional Info : none . ’
Port-Channel 10 Fabric ID A
N Port Type . Aggregation
Eth Interface 1/49 Actions
nrersce Transport Type : Ether
Eth Interface 1/50 Mame
Uplink Eth Interfaces Disable Port Channel Deserition
b VLANS Add Ports Flow Corttral Policy . | default v
» VP Optimization Sets LACP Policy . [datant .
» Fabric B Nate: Changing LACP palicy may flap the port-channel if the suspend-individual value changes!
QoS System Class Admin Speed : | 1 Gbps 10 Gbps 40 Gbps 25 Gbps 100 Gbps (#) Auto
Operational Speed(Gbps): 80

» LAN Pin Groups

Server Ports

The Ethernet ports of a Cisco UCS Fabric Interconnect connected to the rack-mount servers must be defined as
server ports. When a server port is activated, the connected server or chassis will begin the discovery process
shortly afterwards. Rack-mount servers are automatically numbered in Cisco UCS Manager in the order which
they are first discovered. For this reason, it is important to configure the server ports sequentially in the order you
wish the physical servers and/or chassis to appear within Cisco UCS Manager. For example, if you installed your
servers in a cabinet or rack with server #1 on the bottom, counting up as you go higher in the cabinet or rack,
then you need to enable the server ports to the bottom-most server first, and enable them one-by-one as you
move upward. You must wait until the server appears in the Equipment tab of Cisco UCS Manager before
configuring the ports for the next server.

Auto Configuration

A new feature in Cisco UCS Manager 3.1(3a) and later is Server Port Auto-Discovery, which automates the
configuration of ports on the Fabric Interconnects as server ports when a Cisco UCS rack-mount server is
connected to them. The firmware on the rack-mount servers must already be at version 3.1(3a) or later in order
for this feature to function properly. Enabling this policy eliminates the manual steps of configuring each server
port, however it does configure the servers in a somewhat random order. For example, the rack-mount server at
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the bottom of the stack, which you may refer to as server #1, and you may have plugged into port 1 of both
Fabric Interconnects, could be discovered as server 2, or server 5, and so on. In order to have fine control of the
rack-mount server or chassis numbering and order, the manual configuration steps listed in the next section must
be followed.

To configure automatic server port definition and discovery, follow these steps:

1. In Cisco UCS Manager, click Equipment.

2. In the navigation tree, under Policies, click Port Auto-Discovery Palicy

3. In the properties pane, set Auto Configure Server Port option to Enabled.
4. Click Save Changes.

5. Click OK.

6. Wait for a brief period, until the rack-mount servers appear in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

Figure 56 Port Auto-Discovery Policy

Policies - Policies | Port Auto-Discovery Policy

* Policies Actions

Port Auto-Discovery Policy

Properties

Owner - Local

Auto Configure Server Port - | #) Disabled () Enabled

Manual Configuration

To manually define the specified ports to be used as server ports and have control over the numbering of the
servers, follow these steps:

1. In Cisco UCS Manager, click Equipment.

2. Select Fabric Interconnects > Fabric Interconnect A > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

3. Select the first port that you want to be a server port, right-click it, and click Configure as Server Port.
4. Click Yes to confirm the configuration and click OK.

5. Select Fabric Interconnects > Fabric Interconnect B > Fixed Module or Expansion Module as appropriate >
Ethernet Ports.

0. Select the matching port as chosen for Fabric Interconnect A that that you want to be a server port, right-click
it, and click Configure as Server Port.
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7. Click Yes to confirm the configuration and click OK.

8. Wait for a brief period, until the rack-mount server appears in the Equipment tab underneath Equipment >
Rack Mounts > Servers, or the chassis appears underneath Equipment > Chassis.

9. Repeat steps 1-8 for each pair of server ports, until all rack-mount servers and chassis appear in the order

desired in the Equipment tab.

Server Discovery

As previously described, when the server ports of the Fabric Interconnects are configured and active, the servers
connected to those ports will begin a discovery process. During discovery, the servers’ internal hardware
inventories are collected, along with their current firmware revisions. Before continuing with the HyperFlex
installation processes, which will create the service profiles and associate them with the servers, wait for all of the
servers to finish their discovery process and to show as unassociated servers that are powered off, with no errors.

Deploy HX Data Platform Installer on Hyper-V Infrastructure

To deploy HX Data Platform Installer using Microsoft Hyper-V Manager to create a HX Data Platform Installer virtual
machine, follow these steps:

1.

Locate and download the HX Data Platform Installer.vhdx zipped file (for example, Cisco-HX-Data-Platform-
Installer-v4.0.1b-33133-hyperv.vhdx.zip) from the Cisco Software Downloads site.

2. Extract the zipped folder to your local computer and copy the .vhdxfile to the Hyper-V host where you want
to host the HX Data Platform Installer. For example,
\\hyp-v-host01\....\HX-Installer\Cisco-HX-Data-Platform-Installer-v4.0.1b-33133-
hyperv.vhdx.zip

3. In Hyper-V Manager, navigate to one of the Hyper-V servers.

4. Selectthe Hyper-V server, and right-click and select New > Create a virtual machine. The Hyper-V Manager

New Virtual Machine Wizard displays.

Figure 57 Hyper-V Manager - New Virtual Machine
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5. In the Before you Begin page, click Next.

6. Inthe Specify Name and L

ocation page, enter a name and location for the virtual machine where the virtual

machine configuration files will be stored. Click Next.

Figure 58 Hyper-V Manage

r - Specify Virtual Machine Name

EH Mew Virtual Machine Wizard

e Spedfy Name

Before You Begin

Spedfy Name and Location

Spedify Generation
Agsign Memary
Configure Metwarking
Connect Virtual Hard Disk
Installation Options

Summary

and Location

Choose a name and location for this virtual machine.

The name is displayed in Hyper-V Manager. We recommend that you use a name that helps vou easily
identify this virtual machine, such as the name of the guest operating system ar workload.

Mame: |HKDP—InsEIIer|

You can create a folder or use an existing folder to store the virtual machine. If you don't select a
folder, the virtual machine is stored in the default folder configured for this server.

[] store the virtual machine in a different location

D:\Hyper-vi

A

‘ﬁ As a best practice, st

ore the virtual machine together with the . vhdx file.

7. In the Specify Generation page, select Generation 1. Click Next.

Figure 59 Hyper-V Manager - Specify Virtual Machine Generation

Bl Mew Virtual Machine Wizard

Before You Begin

Spedfy Name and Location

Assign Memory

Configure Metworking

Connect Virtual Hard Disk
Instalation Options

Summary

4 Specify Generation

Choase the generation of this virtual machine,

(®) Generation 1

This virtual machine generation supports 32-bit and &4-bit guest operating systems and provides
virtual hardware which has been available in all previous versions of Hyper-V.

O Generation 2

This virtual machine generation provides support for newer virtualization features, has UEFI-based
firmware, and requires a supported 64-bit guest operating system.

& Once a virtual machine has been created, you cannot change its generation.

‘ﬁ If you select Generation 2, the virtual machine may not boot.
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8. In the Assign Memory page, set the startup memory value to 4096 MB. Click Next.

Figure 60 Hyper-V Manager - Assign Virtual Machine Memory

Bl New Virtual Machine Wizard

N7

= Assign Memory

Before You Begn Spedfy the amount of memory to alocate to this virtual machine, You can spedfy an amount from 32
; ’ MB through 12582912 MB. To improve performance, specify more than the minimum amount

Specfy Name and Location recommended for the operating system.

Speafy B Startup memory: MB
a =

Use Dynamic Memor is virtual machine.
Configure Networking Y
: When you dedde how much memory to assign to a virtual machine, consider how you intend to
Connect Virtual Hard Disk o use the virtual machine and the operating system that it will run.
Installation Options

9. Inthe Configure Networking page, select a network connection for the virtual machine to use from a list of ex-
isting virtual switches. Click Next.

Figure 61 Hyper-V Manager - Configure Virtual Machine Networking

Bl Mew Virtual Machine Wizard >
Configure Networking
Before You Begin Each new wirtual machine includes a network adapter. You can corfigure the network adapter to Lse a
Specify Name and Location vir tusal wm. or it can remain disconnected.
Spedfy Generation Connection: | Team-Ext-5W W
Assion Memory

Configure Metworking

10. In the Connect Virtual Hard Disk page, select Use an existing virtual hard disk, and browse to the folder on your
Hyper-V host that contains the .vhdx file. Click Next.
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Figure 62 Hyper-V Manager - Connect Virtual Hard Disk

EH Mew Virtual Machine Wizard

= | Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system. You can specify the

storage now or configure it later by modifying the virtual machine’s properties,
Spedfy Mame and Location - - U Fying s

() Create a virtual hard disk
IUse this option to create a YHDX dynamically expanding virtual hard disk.

Spedfy Generation
Assign Memory

Configure Metworking AMme H¥DP-Installer. vhdx

Connect Virtual Hard Disk

ocation: |Di:\Hyper-ViWHDsY

Summary
Size 127 GB (Maximum: 64 TE)

(®) Use an existing virtual hard disk
IUse this option to attach an existing virtual hard disk, either YHD or YHDX format.

Tyl g Bl b \Cisco HY -Data-Platform-Installer-v4.0. 1b-33133-hyperv. vhd x| [ =

() Attach a virtual hard disk later
IUse this option to skip this step now and attach an existing virtual hard disk later.

11. In the Summary page, verify that the list of options displayed are correct. Click Finish.

12. After the virtual machine is created, edit settings, and assign four virtual CPUs as shown below.
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Figure 63 Hyper-V Manager - Assign Virtual CPUs
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]

Resource control
You can use resource controls to balance resources among virtual machines,

[ o]

Virtual machine reserve (percentage):
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13. Review the final configuration summary and click Finish.

14. Right-click the virtual machine and choose Connect.

15. Choose Action > Start (Ctrl+S).

16. When the virtual machine is booted, login as ‘root” with default password. The default password is ‘Cisco123’

(without quotes).

17. After logging in with default password, you are prompted to change the default password for root.
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Figure 64 HXDP Installer
=_:| HxDP-4.0.1b on HEXHVIMFRA - Yirtual Machine Connection
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HyperFlex-Installer login: _

Assign a Static IP Address to the HX Data Platform Installer Virtual Machine

During a default installation of the virtual machine, the HXDP Installer will try and automatically obtain an IP address
using DHCP. To ensure that you have the same IP address on every boot, you can assign a static IP address on
the virtual machine.

To configure your network interface (/etc/network/interfaces) with a static IP address. Make sure you change the
relevant settings to suit your network and follow these steps:

1. Log into your Installer machine via the Hyper-V Console.

2. Type ‘Ifdown ethO’ to shoutdown the interface.

W

Edit the ‘/etc/network/ethO.interface’ file and add the following lines to the file:

auto ethO

iface eth0O inet static
metric 100

address 10.104.252.48

netmask

gateway 10.104.252.1
dns-nameservers 10.104.252.48
dns-search hxhvdom2.local

4. Press ‘ESC’ to exit the insert mode and type “wqg’ to save and quit the VI.
5. Type ‘Ifup ethO’ to bring up the interface.
6. Reboot the virtual machine for changes to take effect.

7. Verify the settings as shown in the following figures.

99


http://255.255.255.0/

Installation

Figure 65 Show Interfaces
root@HyperFlex—Installer:™# ifconfig
Link encap:Ethernet HWaddr 00:15:5d:fc:33:1e
inet addr:10.104 _Z5Z 48 Bcast:10.104_Z5Z_7255 Mask:Z55.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
R packets:59075803 errors:0 dropped:14 overrunsz:0 frame:0
TX packet=:503044Z errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
R¥X bytes:23680472001 (23.6 GB) TX bytes:34042337833 (34.0 GB)

Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

UP LOOPBACK RUNNING MTU:65536 Metric:1

R packets:3794673 errors:0 dropped:0 overruns:0 frame:0

TX packet=:3794673 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1

R¥X byte=:19882985351 (19.8 GB) TX bytes:19882985351 (19.8 GB)

Figure 66 Routing Table

root@HyperFlex—Installer:™# route —m

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.104.252 .1 0.0.0.0 UG 0 0 0 ethd

10.104.252.0 0.0.0.0 255.255.255.0 U 0 0 0 ethd
239.255.255.253 0.0.0.0 255.255.255.255 UH 0 0 0 ethd
root@HyperF lex—Installer:™# _

Figure 67 /etc/resolv.conf file for Nameserver and Search Domain
root@HyperFlex—Installer:™# cat rsetcsresolv.conf

#t Dynamic resolv.conf(5) file for glibc resoluer(3) generated by resoluconf (8]
it DO NOT EDIT THIS FILE BY HAND —- YOUR CHANGES WILL BE OUVERWRITTEN
mamezerver 10.104.257.138

naneserver 10.104.252 .44

nameserver 172.18.1.44

search HXHUDOMZ .LOCAL hxhudoml . local
root@HyperF lex—Installer:™#

HyperFlex Installer Web Page

The HyperFlex installer is accessed via a webpage using your local computer and a web browser. If the HyperFlex
installer was deployed with a static IP address, then the IP address of the website is already known.

If DHCP was used, open the local console of the installer virtual machine. In the console, you will see an interface
similar to the example below, showing the IP address that was leased:
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Figure 68 HyperFlex Installer Virtual Machine IP Address
=_:| HxDP-4.0.1b on HEXHVIMFRA - Yirtual Machine Connection

File Action Media Clipboard View Help

@O unmn T

Uersion 4.001h)

You can start the installation by wvisiting
the following URL:

hitp:--10.104 . 252 .48

(300 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 3030630630 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 - 30000 e e e e e 00

HyperFlex-Installer login: _

To access the HyperFlex installer webpage, follow these steps

1. Open a web browser on the local computer and navigate to the IP address of the installer virtual machine. For
example, open

2. Click accept or continue to bypass any SSL certificate errors.

3. Atthe login screen, enter the username: root

4. At the login screen, enter the password.

5. Verify the version of the installer in the lower right-hand corner of the Welcome page is the correct version.

6. Check the box for “I accept the terms and conditions” and click Login.
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Figure 69 HyperFlex Connect

afra]n
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- HyperFlex

4.0(1b)

HyperFlex Installation

The HyperFlex installer will guide you through the process of setting up your cluster. The Windows OS is not
factory installed and requires the customer to provide media for the installation. It will configure Cisco UCS
policies, templates, service profiles, settings and install Windows Server 2016/2019, as well as assigning IP
addresses to the HX servers after the OS installation. The installer will deploy the HyperFlex controller virtual
machines and software on the nodes, add the nodes to the Windows failover cluster, then finally create the
HyperFlex cluster and distributed filesystem. All these processes can be completed through a single workflow
from the HyperFlex Installer webpage.

To install and configure a HyperFlex cluster, follow these steps:

1. On the HyperFlex installer webpage click “Cluster Creation with HyperFlex (FI).”
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Figure 70 HyperFlex Installer - Workflow
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Select a Workflow

® _
g ® ¢ _9®
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Advanced Option & | know what I'm doing, let me customize my workflow

2. On the Credentials page:

a. Under the “UCS Manager Credentials”, enter the Cisco UCS Manager Host Name or IP Address, UCS
Manager User Name and Password.

g. Under the “Domain Information”, enter the AD Domain Name, DNS Server IP Address, HX Service Ac-
count user name and password. It is recommended to select “Configure Constrained Delegation now” and
select “Use HX Service Account” if HX service account is member of AD Domain Admin group, else pro-
vide Domain Admin credentials (which is a one-time requirement). To configure Constrained Delegation
later, refer the appendix section of this document.

h. And, under “Advanced Attributes (optional)”, enter the Domain Controller IP address and the distinguished
name of Organization Unit (OU). Providing distinguished name of the OU is required, if you want the Com-
puter objects created to be placed under a specific OU instead of the default built-in “Computers” OU.

3. Optionally, you can import a JSON file that has the configuration information, except for the appropriate pass-
words.
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il HyperFlex Installer
Credentialz Server Selection JCSM Configuration Hypervisor Configuration P Addreszes Cluster Configuration
Configuration -
UCS Manager Credentials e -
UCS Manager Host Name UCS Manager User Name Password
10.65.121.240 admin Mbv12345

Domain Information

1 1
1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

Domain Mame T DN5 Server(s) 1 1
1 1

1 1

HXHVDOMZ LOCAL 10.104.252 133 1 H

] 1

1 1

1 1

H¥ Service Account Password : :
1 n =ar 1

hadmin HyperFlexi1 : :

! Select a File :

— Configure Constrained Delegation now (recommended) Configure Constrained Delegation later : :
1 1

1 1

1 1

¥/ Use HX Service Account I : :

1 1

1 1

1 1

1 1

1 1

N N ! !

~ Advanced Attributes (optional) ! !
1 1

1 1

Domain Controller T Organization Unit T 1 1
1 1

1 1

10,104 252 138 QU=HXHV1 DC=HXHVDOMZ,DC=LOCAI 1 1

1 1

1 1

1 1

Sy gy g S 4

4. Click Continue.
5. In the Server Selection page:

a. Select the Unassociated HX server models that are to be used in the new HX cluster and click Continue.
We have selected three nodes to demonstrate deployment of 3-node hx cluster.

If the Fabric Interconnect server ports were not enabled in the earlier step, you have the option to enable
them here to begin the discovery process by clicking the Configure Server Ports link.

ﬁ HyperFlex for Hyper-V only supports M5 Servers for converged nodes.
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iy HyperFlex Installer °

Server Selection

Server Selection Configuration

Configure Server Ports Refresh
© HXfor Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.
Credentials
Unassociated (4)
0.65.121.240
G- Server Name Status Mode Serial Assoc State Actions
adm
| Server 1 unassociated HXAF240C-M55X WZP22020L9E none none HXHVDOMZ LOCAL
F 5 W, 5 hxadmin
| Server 2 unassociated HXAF240C-M55X WZP220216WY none none
true
. Server 3 unassociated HXAF240C-M55X WZP2202019 none none
India Standard Time
& Server 4 unassociated HXAF240C-M35X WZP22020L98 none none 10.104.252.138

10104252138

OU=HXHV1, DC=HXHVDOM2,0C
=LOCAL

Administrator

# Using the option to enable the server ports within the HX Installer will not allow you to finely control
the server number order, as would be possible when performing this step manually before installing
the HyperFlex cluster. To have control of the server number order, perform the steps outlined earlier
for manually configuring the server ports. The server discovery can take several minutes to complete,
and it will be necessary to periodically click the Refresh button to see the unassociated servers ap-
pear once discovery is completed.

6. On the UCSM Configuration page:

a. VLAN Configuration - HyperFlex needs to have at least 4 VLANSs to function; each VLAN needs to be on
different IP subnets and extended from the fabric interconnects to the connecting uplink switches, to
make sure that traffic can flow from Primary Fabric Interconnect (Fabric A) to Subordinate Fabric Intercon-
nect (Fabric B).

b. Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple comma separated
VLAN IDs for different guest virtual machine networks are allowed here.

# Do not use VLAN 1, since it is not a best practice and can cause issues with disjoint layer 2.
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.S

vm-network can have multiple VLAN IDs added as a comma separated list (as shown in the below
screenshot).

Renaming the 4 core networks is not supported.

MAC Pool - Enter the MAC Pool prefix, only enter the 4" byte value, for example: 0A.

‘hx’ IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

Cisco IMC access Management (Out of band or inband) - Select the recommended ‘in band’ option for
faster installation of hypervisor OS on all the hx nodes.

The Out-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line.

VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and ID.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be in-
stalled on the servers that will comprise this cluster. Note that for HXDP 4.0(1b) release with M5 genera-
tion servers running on 2nd Generation Intel® Xeon® Scalable Processors, the supported and recom-
mended version of UCS FI firmware’s is 4.0(4d).

Enter a unique Org name for the HyperFlex Cluster.

The Cisco UCS B and C packages must exist on the Fabric interconnect otherwise the installation will
fail. If the right version is not available in the drop-down list, then upload it to Cisco UCS Manager
before continuing.

iISCSI/FC Storage (optional) - iISCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

Important: When deploying a second or any additional clusters, you must put them into a different
sub-org, use a different MAC Pool prefix, a unique pool of IP addresses for the CIMC interfaces, and
you should also create new VLAN names for the additional clusters. Even if reusing the same VLAN
ID, it is prudent to create a new VLAN name to avoid conflicts. For example, for a second cluster
change the VLAN names, use a unique MAC Pool prefix, IP address pool, Cluster Name and Org
Name so as to not overwrite the original cluster information.
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HyperFlex Installer

WLAN Configuration

VLAN Tor Myparvisor and HyperFlex management

Configuration +
WLAN Tor HyparFlex storags trafiic Credentials
VLAM Hamg WLAN ID WLAN Hamic WLAN ID
055121240
- gl E13 -5 3Tz
WLAN For WM Live Migration WLAN Tor VM Network haadmin
VLAN Namg WLAN ID VLAN Namip WLAN ID[s}
1 3173 wrn-netwark 3 ~dia Stan i
MAC Pool
OU=HEHY1,0C
MAC Fool Prefix
Server Selection
'fe’ IP Pool for Cisco IMC FeC
IF Blocks Subriet Mask Gabeway
10104 10.104.252.1
Cisco IMC access managernent (Out of band aor Inband)
# In band (recommended) O Out of band T
WLAN for inband Cisco IMC connectivity
VLAN Hamp WLAM 1D
- 613
> 150CSl Storage
» FC Storage
Advanced
{ Back
UCE Server Firmware Versian HyperfFlex Cluster Mame arg Mami
4 024} ¥ o

LS

HIHWA

7. Click Continue.

8. On the Hypervisor Configuration page:
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a. Bare Metal Configuration - If Windows Server 2016/2019 is not installed on the nodes, select “Install Hy-
pervisor (Hyper-V)”, drag or click browse to upload OS media file in the box and select the radio button to
choose OS you want to install.

b.  Configure Common Hypervisor Settings - Enter the subnet mask, gateway, DNS Server IP Address.

C. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned via Serial over Lan (SolL) through Cisco UCS
Manager to the Hyper-V host systems as their management IP addresses.

d. Primary DNS Suffix - Add any additional DNS suffixes.
9. Click Continue.
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A HyperFlex Installer
Hypervisar Conligur atios
Bare metal configuration Configuraticn -
Cradantials
W Install Hypervisor (Hyper-¥)
g - 10.65.121.240

admin

1 ]

1 ]

i i

1 1 AT L O
HEXHVDOMZLOCAL

] 1

N e e e e T e e e e e e e e e e e e e e e e e e e e e e e e e e T T T e T T e e e e o) hamadmin
Select the Operating System you want to install s
Windows Server 2016 Datacenter *  Desktop Experience ndia Standard Time

*  Windows Server 2019 Datacenter 10.104.252.138

10.104.252.138

DL-HXHWM, DC-HEHVDOM
- - - 2,DC-LOCAL
Cenfigure common Hypervisor Settings

Adrministralo

Subnet Mask Gateway DIMS Server(s)

Server Selection
255255 2850 10.104.252.1 10.104 252 138

WZPI2020L9L0 F HXAFZADC-MEEX
WIZP220216WY F HXAF240C-M5SX
WIZP22020L96 F HXAF220C-MSEX

Hypervisor Settings )
UCSM Configuration

o [ake |P Addrezzes and Hostnames Sequential

hx-inband-mgmit
E13
& Mame Seria Static IP Address Hostname

m-sturage-dala
72

Server 1 WZPZZ020L9E 10.104.252.127 hechw11
Ewermigrale

Server2 WIPZ20216WY 10.104.252 128 hehn12
ri-nelwark

Server3 WZPZ2020L96 10.104. 252,129 hodv13

Prifmary DNS Suffix T Additional DNS Suffixes

HXHVDOMZ LOCAL

Hypervisor Credentials

Lowal Bebeminigacarar |lgae b Lol Bl jstrarne I

10. On the IP Addresses page:

a. Assign the hostnames for the Storage Controllers Management that were created in the pre-installation
phase.

ﬂ If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked, then the in-
staller will automatically fill the rest of the servers sequentially.
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b. Assign the additional IP addresses for the Management and Data networks as well as the cluster IP ad-
dresses, then click Continue.

ﬁ A default gateway is not required for the data network, as those interfaces normally will not com-
municate with any other hosts or networks, and the subnet can be non-routable.

afi]i
LTt HyperFlex Installer
Credentials Server Selection UCSM Configuration Hypervisor Configuration |2 Addrezzes Cluster Configuration
B Addresses Add Server Configuration -
¢l Make Hypervisor Name and IP Address Sequential Credentials
JCS Manager Host Name 10.65.121.240
Management - VLAN 613 Data - VLAN 3172
HXHVDOM2.LOCAL (Hostname or IP Address) UCS Manager User Name admin
Domain Mame HXHVDOMZ LOCAL
Mame Hypervisor T Storage Controller © Hypervisor E Storage Controller @
HX Service Account headmin
F'%Z:éé_?i'.:' true
Server 1 o I - o
hxhv11 hxhv11scvm 182.168.11.127 192.188.11.131 Time Zone Indlis Seandard Time
DMS Server(s 10.10£4252.138
Server 2 hxhv12 hachw12scvm 192.165.11.128 192.166.11.132 Darnain Contralle 10104252138
Domain Controlle 104.252.13
t OU=HXHV.DC=HXHVDOM
Server 4 2,DC=LOCAL
erver= hxhv14 hachv14scvm 192.168.11.130 192.166.11.134
Local Agmimistrator Use: ame Administrator
Server Selection
Management Data Serve WZIP22020L5E f HXAF240C-M55X
Server 2 WZIP220216WY J HXAFZA0C-M55X
Cluster Address hxhvicip 192.168.11.135
Server 4 WZPZ2020L5E f HXAF240C-M55X
UCSM Configuration
Subnet Mask 255.255.255.0 255.255.255.0
hz-inband-mgmt
613
Gateway 10.104.252.1

hux-storage-data

17. On the Cluster Configuration page:
a. Cisco HX Cluster - Enter the Cluster Name (SMB Access Point). Select a Replication Factor from the
drop-down list and enter a Windows Failover Cluster Name that was created in the pre-installation phase.
b. Controller virtual machine - Enter the Password that will be assigned to the Controller virtual machines.

c. System Services - Enter the AD DNS server IP address, and make sure to use the Active Directory do-
main name for NTP Server for Controller virtual machines to synchronize time with the Active Directory.

d. Time Zone - Select a time zone from the drop-down list.

e. Auto Support - Enable Connected Services to enable management via Cisco Intersight and enter the
email address to receive service ticket alerts, then scroll down.
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f.  Advanced Configuration - Jumbo Frames should be enabled to ensure the best performance, unless the
upstream network is not capable of being configured to transmit jumbo frames. It is Not necessary to se-
lect Clean up disk partitions for a new cluster installation, but an installation using previously used con-
verged nodes should have the option checked.

12. Click Start.

tiseo HyperFlex Installer

Credentials Server Selection LSk Configuration Hypervizor Configuration P Addreszes Cluster Configuration

Cisco HX Cluster Configuration -
Cluster Name (SME Access Point) Replication Factor Failover Cluster Mame (T Credentials
huh 1smb 3 v hahwfc JCS Manager Host Name 10.65.121.240
s Uzer Mame admin
Domain Mame HYHVDOMZ LOCAL
Controller Vi
H. headmin
Create Admin Password Confirm Admin Password s

me Zone Irvdia Standard Time

5 Servers 10.104.252.138

Domain Controller 101042521328

System services Organization Unit  OU=HXHV1 DC=HXHVDOM

2,DC=LOCAL

DNS Server(s) MTP Sarvers)
ocal Administrator User Name  Administrato
10.104.252.138 10.104.252.128 r
Server Selection
Time Zone
. R . _ Server 1 WIPZ22020L3E / HEAF2A0C-M55
(UTC+035:30) Chennai, Kolkata, Mumbai, Mew Delhi LA
Server?  WEZP220218WY 7 HXAFZA0C-MSS:
Server 3 WIRZZ020L36 ¢ HYAF2A0C-MS5S:
Auto support UCSM Configuration
Auto Support Send service ticket notifications to - e finzand-mgme
Enable Connected Services LAN ID 513
(Recommended) -

LAN Name hx-storage-data
When Connected Services are enabled. Cisco periodically collects information about the cluster and its deployment environment fior
the purposs of delivering a beter product snd support experience. LANIL E1b

LA ame hax-livemigrate

Web Proxy Settings for Connected Services LAMIC 3173
\se Prosy Server O —ame VrenEmars:
LA ID(s 31743175
AC Pool Pref 00:25:B5:DA
~ Advanced Configuration P Rlncks NI P52 TATE
Jurnbio Frames Disk Partitions ¢ Back |7|

Enable jJumba Frames on -

; 7 g vions
Diata Network + Clean up disk partition

13. Validation of the configuration will now start. If there are warnings, you can review them and click “Skip Vali-
dation” if the warnings are acceptable. If there are no warnings, the installer will automatically continue on to
the configuration process.
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.S

The initial validation will always fail when using new Cisco UCS 6332 or 6332-16UP model Fabric In-
terconnects. This is due to the fact that changes to the QoS system classes require these models to
reboot. If the validation is skipped, the HyperFlex installer will continue the installation and automati-
cally reboot both Fabric Interconnects sequentially. If this is an initial setup of these Fabric Intercon-
nects, and no other systems are running on them yet, then it is safe to proceed. However, if these
Fabric Interconnects are already in use for other workloads, then caution must be taken to ensure
that the sequential reboots of both Fabric Interconnects will not interrupt those workloads, and that

the QoS changes will not cause traffic drops. Contact Cisco TAC for assistance if this situation ap-
plies.

HyperFlex Installer

Configuration

S

Configuration Credentials
drmiin
» UCSM Configuration in Progress FAHVDOMTLOCAL
headmin
True
Validations r ndia Standard Time
Validations - Qverall Cluster Manazement IP Mot Used
Cluster Data P Mot Used
OlU=HyperFlex.DC=hxhvde
Verify DMS Servers m1DC=lacs
Verify NTP Servers Administrato
Verify SMTP Server
Server Selection
UCSM Validation Hardware
Hardware
Hardware hx-inband-memi
613
ne-rtorage-data
372
UCS Manager ERTTmeaeE
hz-livemigratz
3173
Qo5
m-networ
3174
QoS

14. After the pre-installation validations, the HX installer will proceed to complete the deployment and perform all
the steps listed at the top of the screen along with their status. The process can also be monitored in Cisco
UCS Manager while the profiles and cluster are created.
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The figure below shows the Cisco UCS Manager service profile association in progress:

alvaln
cisco

s?a All

UCS Manager

v Servers
Service Profiles
v root

¥ Sub-Organizations

v HyperFlex

v

v

v

»

rack-unit-1 (HXCLUS)
rack-unit-2 (HXCLUS)
rack-unit-3 (HXCLUS)

Sub-0Organizations

v Service Profile Templates

¥ root

¥ Sub-Organizations

v HyperFlex

v

v

¥ Policies

v root

Service Template compute-no
Service Template compute-no
Service Template hx-nodes

Service Template hx-nodes-n

Sub-Organizations

» Adapter Policies

» BIOS Defaults

Servers /

Service Profiles

Service Profiles

n Failed Passive Pending Hierarchica Pending Activities
Yo Advanced Filter 4 Export 4 Print
Name User Label o  Overall Status Assoc State Server
| Service Profle rack-unit-1 HXCLUS O Config o Associating X ek
Service Profile rack-unit-2 HXCLUS o Config ) Associating e e
Service Profile rac CLUS O config i

Associative State

# Add ) Delete @ Info

Assovisting

The figure below shows the UCSM > Equipment > Inventory > CIMC with two images in mounted state during the
Hypervisor configuration stage in HyperFlex Installer. One is Windows Server 2016 1SO image for OS installation
and the second one (latest.img) image file for preparing the system for hx installation after the OS installation is

complete.
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« Equipment

w» Che

5

= b 10 Modules
==
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@ * Sarvers
b Server 1
= b Server 2
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* Server 5
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Package Version . 4.0{1b)C
Backup Ver : 3.(3g)
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y 1
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Remate Path images User - root
Status Mounted Pdount Failure Reason - None
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The figure below shows the HyperFlex Installer > Hypervisor Configuration in progress:
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‘eisre. HyperFlex Installer

Progresz

Configuration

Hypervizor
n Configurstion

Credentials

agmin
'ﬁ) Hypervisor Configuration in Progress HXHVDOM1 LOCAL
hxagamin

rue

India Standard Time

Hypervisor Configuration T
erfs 10.104.252.44
Hypervisor Configuration - Owverall Login to LICS ARI

- T AEAmA e A
00 2

In Progress Domain Controlle 4 252,44

Setting up configuration for 05 installation
tion Unit  OlU=HyperFlex, DC=hxhvdo

Creating temporary boot policy for 05 install on M5 m1,DC=loca
Imventorying physical servers Lo rlUser Mame  Administrate
Logout fram LICS API

Server Selection
CONFIGURATION COMPLETED SUCCESSFULLY

Server 2 WEZPZ20218WWY / HMAFZA0C-M55X

Waiting for all servers to install and acquire |P address...
HMAFZAICMSSX

HYAFZADC-MEEY

rack-unit-1 Setting up nade for OS5 installation

In Progress

Powering off zarer

LA ame Nx-inbDano-mgmt
Changing boot policy

LAN ID 613
Mounting remote videdia image

LAM Mame M-storags-dats
Powering on server

LAM ID N72
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Waiting for BIOS boot message

LAN ID 3173
Waiting for = rtoinstall and acquire IP address..
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LAN ID(s 3174

rack-unit-2 . - .
Setting up node for 05 installation

The figure below shows the OS installation in progress in the background during the Hypervisor configuration
stage of HyperFlex Installer:
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A A HX-5AM) / root / HyperFlex / rack-unit-2[HXCLUS] (Rack -2) - KVM Console(Launched By: admin) — m}
File View Macros Tools Virtual Media Help File View Macros Tools Virtual Media Help

.Y shutdown Server < Reset _.Y, shutdown Server %/, Reset
KVM Console l Properties KVM Console l Properties

oy Windones Seb
Trestalling Wincenes

.

Capying Wissicows s (0%
[ 1 addy e install

Setup is starting

10.104.252.74| | adm 10.104.252.75 || admin || 2.0 fps || 9.21KB/s MNUM

(@ Connected to IP: 10,104,252.74
I s

{3 Connected to IP: 10,104.252.75 5

The figure below shows the HyperFlex Installer > Deploy in progress:
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Cisco

HyperFlex Installer

Progress

( Deploy in Progress

Deploy Validation - Owerall

hexbv 1 HXHVDOM1.LOCAL

15. Review the Summary screen after the installation completes by selecting Summary.

Deploy C

Deploy Validation T

Cluzter Managemant [P resolvezble

MNodes Compatible check

Storage Controller Management IP List Mame Resolution Check
Storage Controller Dats [P List Name Resolution Chedk
Hypervisor Mznagement |F List Mame Resolution Check
Hypervisor Data IP List Mame Resolution Check
Hypervisor hast check

Hypervizor max chester size check

Data Pz specfied check

Data IP subnet specified check

Diata Network |P's in the same subnet

[Management IP's specified check

IManagement P suonet specified check

[Management Netwark [P’z in the zame subnet

MNTP reachability

DS reachabilioy

Hyper¥ authentication and reachability check

17

Configuration

Credentials

i g

020196

DZ0L3E

FERTEl
0124,

Unit  OU=HyperFlex DC=hxhvdo

m1,DC=local

= Administrato

HXAF240C-M55)

HXAF2A0C-MS55)

Nx-sn0and-mgmt

613

Nx-storage-oata
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Him
CIsco

16.

“luster Name hxhv1smb

Version

Cluster Management IP Address

Cluster Data IP Address

Replication Factor

Available Capacity

Servers

Madel Serial Number

HXAF240C-ME5K

HXAF240C-M55K

HXAF240C-ME5K

HyperFlex Installer

WIZP220200L98
WZP220200L9E

WZP220216WY

Management Hypervisor

10.104.252.130

10104252127

10.104.252.128

4015-33133

hxhw cip HXHVDOMZ2 LOCAL

182.168.11.135

Three copies

8.0TE

Summary

Management Storage Controller

10104252134

10.104.252.131

10.104.252.132

Domain Name

Failover cluster Mame

DMNS Server(s)

NTP Server(s)

192.168.11.130

192.168.11.127

192168.11.128

Data Network Hypervisor

Back to Workflow Selection

HXHVDOM2. LOCAL

b Twific

10.104.252.138

10.104.252.138

Data Network Storage Controller

19216811134

192.168.11.131

192.168.11.132

Launch Hyperflex Connect

After the install completes, you may export the cluster configuration by clicking on the downward arrow icon in

the top right of the screen. Click OK to save the configuration to a JSON file. This file can be imported to save
time if you need to rebuild the same cluster in the future and be kept as a record of the configuration options
and settings used during the installation.

[ HyperFlex Installer

hxhvismb

Version

Cluster Management IF Address

Cluster Data IP Address

Replication Factor

Available Capacity

Podhv 1 i, BXHVDOM2.LOCAL

192.168.11.135

Thres copies

10.7TE

Domain Namse

Failowver chuster MName

DNS Server{s)

MNTP Servar(s)

10104252138

10.104.252.128

17. After the installation completes, you can click Launch HyperFlex Connect to immediately log into the HTML5S

management GUI.
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You can go to the cluster expansion immediately after this standard cluster deployment:

hxhv1smb

@ Dashboard "' OPERATIONAL STATUS

v .

¥/ Online
MONITOR
0w RESILIENCY HEALTH

arms Ma, - + 1 Node failure can be tolerated
/= Healthy oreEEn

ﬁf Events
Activity CAPALITY STORAGE

= 8TB OPTIMIZATION
AMALYZE

NODES 3 HAAF24ADC-MESK

bﬂl Performance g " T

== 3 Converged OO
MAMNAGE
= System [nformation JPS Last 1 hou Conwergad u Pead Max: 0 MinD Avg: 0 = Wiite Max: 3.3 Min2 & Avg: 2.97

| Datastores R e R .-\__—\_\_/
T Upgrade S
. - — e —

Post Installation Tasks

Create Datastores

Create a datastore for storing the virtual machines. This task can be completed by using the HyperFlex Connect
HTML management webpage. The Datastores created using HX Connect creates a SMB share which the
HyperFlex Hyper-V nodes can use it to store virtual machine files. To configure a new datastore through the
HyperFlex Connect webpage, follow these steps:

‘& Cisco recommends an 8K block size for best performance and as few datastores as possible for ease of
management.

1. Use a web browser to open the HX cluster IP management URL.
2. Enter the credentials.
3. Click Login.

4. Click Datastores in the left pane and click Create Datastore.
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Figure 71 HX Connect - Datastores

= Expand/Collapse left menu Connect hxhvlismb

@ Dashboard Datastores Last refreshed am 08/28/2018 ¢

MONITOR & Create Datastore
Q Alarms
MName ~  Status Size Used Free
T,;T_ Events
_ No records found
Activity
ANALYZE

[[Ih Performance

MANAGE

System Information

i Datastores

5. Inthe popup, enter the Datastore Name and size. For most applications, leave the Block Size at the default of
8K. Only dedicated Virtual Desktop Infrastructure (VDI) environments should choose the 4K Block Size option.

Figure 72 HX Connect - Create Datastore

Create Datastore

Datastore Name

hoeds1
Size Block Size
5 TB - 2K -

Cancel Create Datastore

6. Click Create Datastore.
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Figure 73 HX Connect - Datastore Status
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Constrained Delegation (Optional)

Windows provides a safer form of delegation that could be used by services. When it is configured, constrained
delegation restricts the services to which the specified server can act on the behalf of a user. In other words.
Constrained Delegation gives granular control over impersonation. When the remote management requests are
made to the Hyper-V hosts, it needs to make those requests to the storage on behalf of the caller. This is allowed
if that host is trusted for delegation for the CIFS service principal of HX Storage.

Constrained Delegation requires that the option for the security setting User Account Control: Behavior of the
elevation prompt for Administrators in Admin Approval Mode is set to Elevate without Prompting. This will prevent
the global AD policy from overriding policy on HX OU.

ﬂ This step must be performed only if Constrained Delegation was not configured during initial installation.
It is recommended that you perform this procedure using the HX Installer and not as part of post-
installation.

To configure constrained delegation using the domain administrator, follow these steps on each Hyper-V host in
the HX Cluster and also on management hosts (with RSAT tools from where you want to remotely perform
administrator tasks):

1. Open the Active Directory Users and Computers snap-in. (From Server Manager, select the server if it is not
selected, click Tools >> Active Directory Users and Computers).

2. From the navigation pane in Active Directory Users and Computers, select the domain and double-click the
Computers folder.

3. From the Computers folder, right-click the computer account of the source server and then click Properties.
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Figure 74 Active Directory Users and Computers

] Active Directory Users and Computers
File Action View Help
=9 20 {0/ XEoR BEtaETER
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4. From the Properties tab, click the Delegation tab.

5. On the delegation tab, select Trust this computer for delegation to the specified services only and then select
Use any authentication protocol.
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Figure 75 Active Directory Users and Computers - Server Properties

HXHV11 Properties ? >

Location Managed By Object Security Dial-n Attribute Editor
General Operating System Member Of Delegation Password Replication

Delegation is a securty-sensitive operation, which allows services to act on
behalf of another user.

(") Do not trust this computer for delegation
() Trust this computer for delegation to any service (Kerberos only)
(®) Trust this computer for delegation to specified services only

i) Uze Kerberos only

{®) Use any authentication protocol

Services to which this account can present delegated credentials:

Service Type  User or Computer Port Service M;

cifs Fechv 1smb HXHVDO ..

cifs Fochv 11

WSMAN HXHWV11

£ >
[ ] Expanded Add.. Remave

Cancel Aoy Help

10.

Click Add.

From Add Services, click Users or Computers.

From Select Users or Computers, type the name of the destination server.

Click Check Names to verify it and then click OK.

From Add Services, in the list of available services, do the following and then click OK:

a. To move virtual machine storage, select cifs. This is required if you want to move the storage along with

the virtual machine, as well as if you want to move only a virtual machine's storage. If the server is config-
ured to use SMB storage for Hyper-V, this should already be selected.

b. To move virtual machines, select Microsoft Virtual System Migration Service.
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Figure 76 Active Directory Users and Computers - Constrained Delegation
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Location Managed By Object Securty DiglHn Attribute Editor
General Operating System Member Cf Delegation Password Replication

Delegation is a securnty-sensitive operation, which allows services to act on
behalf of another user.

(") Do not trust this computer for delegation
() Trust this computer for delegation to any service (Kerberos only)
(®) Trust this computer for delegation to specified services only

i) Use Kerberos only

{®) Use any authentication protocol
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Service Type |User or Computer
cifs Fochw 1smb HXHVDO .
cifs Fochw 11

Microsoft Virtual System Migration Service | HXHW12

Microsoft Virtual System Migration Service | HXHW13
WSMAN HXHV11

[ ] Expanded Add... Remove

Cancel Aply Help

11. On the Delegation tab of the Properties dialog box, verify that the services you selected in the previous step
are listed as the services to which the destination computer can present delegated credentials. Click OK.

12. From the Computers folder, select the computer account of the destination server and repeat the process. In
the Select Users or Computers dialog box, be sure to specify the name of the source server.

Assign IP Addresses to Live Migration and Virtual Machine Network Interfaces

To assign a static IP address to Live Migration and Network Interfaces, log into each Hyper-V node and execute
the following commands in PowerShell, follow these steps:

1. Use the following PowerShell command (from a remote management station) to check if there is vSwitch cre-
ated for Live Migration network on Hyper-V hosts by the HX installer:

Invoke-Command -ComputerName hxhvll, hxhv12, hxhvl4 -ScriptBlock {Get-VMSwitch -
name * select PSComputerName, Name} Format-Table -AutoSize
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Figure 77 PowerShell - Get VMSwitch

wswitch-hx- e hxhv1z eB-7 bcoc9216bfs
wswitch—hx- k hxhviz 7262 bcocozi6bfs
vswitch-hx-11 i hxhviz 0 e bcoc9z1ebfs
wswitch-hx- 4 hxhvi4 ddc2dezo-d

wswitch-hx- hxhvi4 ddc2de20-d3c7-4co

wswitch-hx- e ion hxhvis ddczdezo-d3c7 -

vswitch-hx- d hxhvis ddc2dez0-d3c7-4co

wvswitch-hx- k hxhvii bc454esa-58Fe-45a5-a247-40465649b814
wvswitch-hx-inband-mgmt  hxhvii bc4s4esa-58Te-45a5-a 40465649814
vswitch-hx-storage-data hxhvil bc454esa-58Te-45a5-a247-40465649b814
vswitch-hx-Tivemigration hxhvii bc454esa-58fFe-45as5-a; 0465649b814

2. Optional - remove the vSwitch named ‘vswitch-hx-livemigration” using the following PowerShell command:

Invoke-Command -ComputerName hxhv1ll,hxhvl12,hxhvl4 -ScriptBlock {Remove-VMSwitch -
Name vswitch-hx-livemigration}

Figure 78 PowerShell - Remove VMSwitch

PS C:\Users\Admimistrator> Invoke-Command -ComputerName hxhvii,hxhviz,hxhvi4 -scriptBlock {Get-VMSwitch -name * | select PSComputerName,Name} | Format-Table -AutoSize

PSComputerName Ru

vswitch-hx-inband-mgmt  hxhvi

vswitch-hx-storage-data hxhviz
wswitch-hx- . hxhviz
vswitch-hx-vm-network  hxhvii

wvswitch-hx-inband-mgmt hxhvil

vswitch-hx-storage-data hxhvii bcc-2cee-4eaz-b3se-ce 9ccoTa
vswitch-hx-vm-network  hxhvis 3ca68630-3192-486d-3087-7d748dB6edba
vswitch-hx-storage-data hxhvia 3ca68630-31! 486d-90 8dasedba
vswitch-hx-inband-mgmt hxhvi4 3cac8630-31! gdBeedba

3. Assign a static IP address to the teamed interface named “team-hx-livemigration” or “vswitch-hx-
livemigration” using the following PowerShell command:

Invoke-Command -ComputerName hxhvll -ScriptBlock {New-NetIPAddress -ifAlias
"team-hx-livemigration" -IPAddress 192.168.73.127 -PrefixLength 24}

Figure 79 PowerShell - Assign Static IP

PS C:h\Users\Administrator> Invoke-Command -ComputerName hxhwvil -ScriptBlock {New-NetIPAddress -ifAlias "team-hx-livemigration"” -IPAddress 1 .73. -PrefixLength 24%

ifIndex H S
PSComputerName : hxhvii
Runspaceld : 1le20leB-0654-416e-a32e-62
Caption E
Description

ElementName

InstancelDd

Communicationstatus
Detailedstatus

Healthstate

InstallDate

Name

OperatingStatus

OperationalStatus

PrimarysStatus

scriptions
AvailableRequestedStates
Enabledpefault

CreationClassName
SystemCreationClassName

NameFormat
OtherTypeDescription
ProtocolIFType
ProtocolType

Addr

IPv4Address
IPveAddress

4. This step is optional. If there is a requirement for the Hyper-V host also to communicate on virtual machine
network, then assign a static IP address to “team-hx-livemigration” using the following PowerShell command:

Invoke-Command -ComputerName hxhv1ll -ScriptBlock {New-NetIPAddress -ifAlias
"vswitch-hx-vm-network" -IPAddress 172.18.1.127 -PrefixLength 16}
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5. Repeat steps 3 and 4 to assign static IP addresses to the live migration and VM networks on all the Hyper-V
hosts

6. Verify the jumbo frame settings on the live migration network adapters using the below command:

Invoke-Command -ComputerName hxhvll,hxhvl2,hxhvl4 -ScriptBlock {Get-
NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object {$ .DisplayName -
Match "Jumbo*"}}

Figure 80 PowerShell - Verify jumbo frame settings

PS C:\Users\Administrator> Invoke-Command -ComputerName hxhvii,hxhviz,hxhvi4 -scriptBlock {G tAdapterAdvancedProperty -name hv-livemigrate= | where-object {$_.pisplayName -Match "Jumbo="}}
vord Registryvalue PSComputerName

vemigrate-a = hxhvii

vemigrate-b = e { ¥ hxhvii
igrate-b 4 * acke! E hxhviz
igrate-a Jumbo 4 = e 1 [
vemigrate-b Jumbo < = * oPack: 1 hxhvid
vemigrate-a Jumbo Packet *JumboPacket {1514} hxhvid

7. Configure the jJumbo frame settings on the live migration network adapters using the below command to set
the mtu size to 9014 Bytes.

Invoke-Command -ComputerName hxhvll,hxhv12,hxhv1l4 -ScriptBlock {Set-
NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014}

Figure 81 PowerShell - Configure jumbo frame settings

nistrator> Invok mand -ComputerName hxhvii,hxhviz,hxhvis -ScriptBlock {Set-NetAdapterAdvancedProperty -Name "hv-Tivemigrate*" -RegistryKeyword "+JumboPacket" -Registryvalue 9014}

8. Verify and validate the jumbo frame setting using the below ping command:

PS C:\

Pinging 192.168.73.128 wi 72 bytes of data:
Reply from : : by time<lms
Reply +rom : - 1E .128: by 72 time<lms
Reply +rom
Reply from

round trip times
= @ms, P

m m m
(i

Pinging 192.168

Reply from 1 v time<lms
Reply from : . 1F . rte: 72 time<lms
Reply +rom : ; N time<lms
Reply +rom : 1€ ] N

e round trip tim
mum = @ms, Maximum =
\administ
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Rename the Cluster Network in Windows Failover Cluster - Optional

To rename the default cluster network names assigned during cluster creation to more meaningful names, run the
following PowerShell commands from any one HyperFlex Hyper-V host:

1. Run the “Get-ClusterNetwork” from one of the Hyper-V nodes as shown below to view information about the
cluster network.

Figure 82 PowerShell - Get Cluster Network
[hxhwll]: ps C:\usershadministrator.HxXHvVDOM2\DoCuments:> Get-ClusterNetwork

Name State Metric Role

Cluster Network 1 69600 ClusterAndClient
Cluster Network 2 29600 Cluster
Cluster Network 3 29601 Cluster

2. Run the below PowerShell command to rename the cluster networks:

Get-ClusterNetwork | Where-Object {$ .Address -eq "10.29.149.0"}).Name = "hx-
inband-mgmt"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "192.168.11.0"}) .Name = "hx-
storage-data"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "192.168.73.0"}) .Name =
"LiveMigration"

(Get-ClusterNetwork | Where-Object {$ .Address -eq "172.18.0.0"}) .Name = "vm-
network"

here-object {f_.Address -eq "10.104.252.0"}).Name = "hx-inband-mgmt"
'hx-storage-data"

igration™

3. Verify now the cluster network using the “Get-ClusterNetwork” command:

Figure 84 PowerShell - Verify Cluster Network

[hxhvi1i]: P5s C:YZUsershadministrator.HXHVDOM2\Documents:> Get-ClusterNetwork

Name State Metric Role

hx—1inband-mgmt Up &9600 ClusterAndClient
hx-storage-data Up 29601 Cluster
LiveMigration Up 29602 Cluster
vm-network Up 2EB0D0 Cluster

Configure the Windows Failover Cluster Network Roles

Cluster networks are automatically configured during the cluster creation. To manually configure the cluster
network roles based on their type of function, run the following PowerShell commands on any one HyperFlex
Hyper-V host:

1. Execute the following PowerShell commands to configure the cluster networks roles:

(Get-ClusterNetwork -Name "hx-inband-mgmt").Role = 3
(Get-ClusterNetwork -Name "hx-storage-data").Role = 0
(Get-ClusterNetwork -Name "LiveMigration").Role = 1
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(Get-ClusterNetwork -Name "vm-network") .Role = 0

Figure 85 PowerShell - Configure Cluster Network Roles

[hxhvii]: PS5 C:%Use inistrator.HXHVDOM2\Documents> (Get-ClusterNetwork -Name "hx-inband-mgmt"}.Role
(Get-ClusterNetwo -Name -storage-data™).Role = 0

et-ClusterNetwo —MName iveMigration").Role = 1
(Get-ClusterNetwork -Name "wvm-network™).Role = 0

Role = 0 to disable cluster communication
Role = 1 to enable only cluster communication
Role = 3 to enable both cluster & client communication

Figure 86 Failover Cluster Manager - Networks

&5 Failover Cluster Manager — O =

File Action View Help
«=| 2o @

‘:}E Failover Cluster Manager | RFEARes i 4 Actions
v B8 HXHVIWFCHXHVDO o o [ N
__;i‘ Roles R .
51 MNodes Mame Status Cluster Uss Information % Live Migrati..
u.a Storage ii‘ recinband-mgmt '@:‘ Up Cluster and Client View 3
i Networks 37 hocstorage-data () U Mone I
Cluster Events ;'_' g = P [G] Refresh
g3 LiveMigration ':‘!':' Up Cluster Only E Help
&3 vm-netwaork 'f‘i':' Up Mone _
hx-inband-mgmt &
- & Informatic...
v 3?@ hocinband-mgmi Show Critic...
MName Status Cwner Node Inform D Properties
& B fodvl1 - vawitchdeeinband-mamt (® Up Fechv 11 H Hep
= @ hocw12 - vawitch+m-inband-magmt I@) Up Fochv 12
[+ B hochw13 - vswitch+-inband-magmt .@) Up Fochv13
= B b 14 - vswitch+u-inband-magmt I@) Up rochv 14

Configure the Windows Failover Cluster Network for Live Migration

To make sure that you are using the appropriate cluster network for Live Migration traffic configure the Live
Migration settings by following these steps:

1. Run the PowerShell command shown below to configure the cluster network for live migration traffic:
Get-ClusterResourceType -Name "Virtual Machine" | Set-ClusterParameter -Name

MigrationExcludeNetworks -Value ([String]::Join(";", (Get-ClusterNetwork | Where-
Object {$ .Name -ne "LiveMigration"}).ID))

Figure 87 PowerShell - Configure Live Migration Network

mistrator HXHVWDOMZ\Documents> Get—ClusterResourceType -Name "Virtual Machire” | Set-ClusterParameter -Name MigrationExcludeNetworks -Value ([Stringl::Join(";",(Get-Clusterietwork | Where-Object {§_.Name -re "LiveMigration"}).1D))
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Figure 88 Failover Cluster Manager - Live Migration Settings
>

Live Migration Settings

Metwarks for Live Migration

Select one or maore networks for virtual machines to use for live migration,
LIse the buttons to list them in order from most preferred at the top to
least preferred at the bottom.

Mame Up
o

[] &5 hx-inband-mgmt B
[] 58 hx-storage-data
L] 84 vm-network

Cancel Apply

Create Folders on the HX Datastore
To create folders on the newly created HX Datastore, follow these steps:

1. To create a folder, log in to a HyperFlex Hyper-V node and run the following command:

mkdir \\hxhvlsmb.hxhvdom.local\hxdsl\<folder Name>

Figure 89 Create a Folder on SMB Share
o 54 \ = - 4 xas lll'll
cds1\Hyper-V\VHDs

Directory: ‘\\hxhvlsmb.hxhvdom?.local\hxds1\Hyper-v

LastWriteTime Length Name

Ps C:\Users\administrator . HXHVDOMZ2> _

2. Create folders for different purposes and requirements.
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Configure the Default Folder to Store Virtual Machine Files on Hyper-V
By default, Hyper-V stores virtual machine files at the following specified locations:
o “C:\ProgramData\Microsoft\Windows\Hyper-V” for virtual machine configuration files
e “C:\Users\Public\Documents\Hyper-V\Virtual Hard Disks” for virtual hard drives

To store the virtual machine files on the newly created highly available HX Datastore as the default folder, follow
this step on each HyperFlex Hyper-V hosts:

Run the following PowerShell command from a remote management station to set/change the Hyper-V default

store location for virtual hard disk and virtual machine configuration files on all the Hyper-V hosts and verify the
settings as shown below:

Shosts = "hxhv1l","hxhv12", "hxhv13"

Invoke-Command -ComputerName S$hosts -ScriptBlock {SET-VMHOST -virtualharddiskpath
"\\hxhvlsmb.hxhvdom2.local\hxdsl\Hyper-V\VHDs" -virtualmachinepath
"\\hxhv2smb.hxhvdom2.local \HXDS1\Hyper-vV\"}

igure 90 PowerShell - Configure Virtual Machine Files Store Location

PS C:\Users\Administrator> $hosts = "hxhvii®,"hxhviz", "hxhvia®

ers\Administrator> Invoke-Command -ComputerName $hosts -ScriptBlock {SET-WMHOST -virtualharddiskpath "\\hxhvismb. hxhvdomZz.local\hxdsi\Hyper-VAVHDs" -virtualmachinepath "\\hxhvismb.hxhvdom2.local\hxdsi\Hyper-v"}

sers\Administrator>

Figure 91 PowerShell - Configure Virtual Machine Files Store Location

PS C:\Users\Administrator> Invoke-Command -ComputerName $hosts -ScriptBlock {Get-WMHost | Select-Object -Property ComputerName, VirtualHardDiskPath, VirtualMachinePath}

ComputerName : HXHV1Z2

virtualHardDiskpath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-v\VHDs
VirtualMachinePath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-V
PSComputerName : hxhv12

RunspaceId : 53d20d3a-8907-48d0-ac63-1e97b5d80f e

ComputerName : HXHVI1

VirtualHardDiskPath : \\hxhvlsmb.hxhvdom2.local \HXDS1\Hyper-V\VHDs
VvirtualMachinePath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-V
PSComputerName : hxhvll

RunspaceId : 2077babb-fe03-4ab2-98e5-f0cc6ffOcfal

ComputerName : HxXHV14

VirtualHardDiskPath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-V\VHDs
virtualMachinePath : \\hxhvlsmb.hxhvdom2.local\HXDS1\Hyper-Vv
PSComputerName : hxhvl4

RunspaceId : beef39cl-ee2c-43be-bdf6-b7e726503dfc

Figure 92 Hyper-V Settings - VHD Store Location

| Hyper-V Settings for HXHY11 — et
%_Server . Virtual Hard Disks
I virtual Hard Disks
Vhexhw 1smb. hchwdom 2. localthxds. . Spedify the default folder to store virtual hard disk files.
% | Virtual Machines | Whahv 1smb., hxhvdom 2. localhxds 1Hyper-vi\WHDs
hixchv 1smb. hxchvdom2. localthxds. ..

3 mumMa spanning Browse..,

Allowy MUMA Spaninin

Validate the Windows Failover Cluster Configuration

It is a good practice to validate the Windows failover cluster by running the Validate a Configuration Wizard from
the Failover Cluster Manager, or the Test-Cluster Windows PowerShell cmdlet and fix any errors or warnings
reported in the results page. Figure 93 shows the command to run the cluster validation.
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is supported by

and all
ator.HX 31" e 8 8.htm

lidation Report 2

Configure Quorum in Windows Server Failover Cluster

The quorum is automatically configured during the creation of a new cluster based on the number of nodes and
the availability of shared storage. However, as a best practice, run the cluster validation tool as shown in the above
section and review the quorum configuration and fix any warnings related to quorum configuration.

Review the information about quorum resources using the “Get-ClusterQuorum” PowerShell cmdlet or from the
Summary page of failover cluster manager as shown below:

Figure 94 PowerShell - Get Cluster Quorum

Ps C:\Users‘Administrator> Get-ClusterQuorum —-Cluster hxhvlwfc.hxhvdom2.local

Cluster QuorumResource

HXHVIWFC

Figure 95 Failover Cluster Manager

5 Failover Cluster Manager _ 0
File Action View Help

= = | il 7

%4 Failover Cluster Manzger Cluster HXHVWEC. HXHVDOM.LOCAL Actions

w 5 HXHWRC HXHVDOM.LOC

- ) HXHVWEC, HXHVDO,
7] Roles _-3‘:"! Summary of Cluster HXHVWFC :
& Modes EFL HXHVWFC has 0 clustersd roles and 4 nodes. e et
= f:“"gtks Name: HXHVWFC HXHVDOM LOCAL Metworks: Chuster Network 1, Cluster Netwode | 88 validate Cluster.
iﬁ“m?n Cument Host Server hoiwd Subnets: 4 [Pvd and 0 IPyE 8 View Validation F
1 Cluster Bvents =

Recent Cluster Events: None in the [ast 24 haSorage Spaces Direct (S20): Dsatled F Add Node...

Witmese: hong
Close Connectio

&) Reset Recent Eve

J

-

-
B Mere Actions

(+) Configure

Run the following PowerShell command to configure the cluster quorum by placing the witness on a file share:

Set-ClusterQuorum -NodeAndFileShareMajority "\\fileserver\fsw"

Figure 96 PowerShell - Configure Cluster Quorum
PS C:\Users\Administrator> Set-ClusterQuorum —Cluster hxhvlwfc.hxhvdom2.local -NodeAndFileShareMajority “\\hxhv2dc\Cluster_Fsw

HXHVIWFC File Share Witness
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Figure 97 Failover Cluster Manager - Quorum Configuration

3’2-; Failover Cluster Manager
File Action View Help

=75 HE

i_if' Failower Cluster Manager
W 4515‘1 HXHVIWFC.HXHVDO
@ Roles
_:_ﬂ Modes
L Storage
_15| Metworks
Cluster Events

Cluster HXHV1WFC.HXHVDOM2.LOCAL

4150 Summary of Cluster HXHVIWFC
L " HXHVIWFC has 9 dustered roles and 4 nodes.

Name: HXHVIWFC HXHVDOMZ LOCAL MNetworks: hwx-inband-mgmt, h-storage-data, L
Current Hest Server: hxhv1l Subnets: 4 |Pv4and 0 IPvE

Recent Cluster Events: MNone in the last 24 hours

Witness: File Share Witness (Wodw2dc \Cluster_FSW)

(+) Configure

(v) Navigate '

() Cluster Core Resources

MName Status Irformation
= % Name: HXHV1WFC @ Online
__:]': IP Address: 10.104.252.136 @ Online

File Share Witness
(@3 File Share Witness (Whehv2dchCluster_FSW) @ Online
Cluster Infrastructure

‘ﬁ It is recommended to place the file share witness on a server outside of the cluster. Windows Server
2019 supports using a USB drive connected to a network (router) device as a file share witness for failo-

ver clustering.

Initial Tasks and Testing

In order to perform initial testing and learn about the features in the HyperFlex cluster, create a test virtual machine

stored on your new HX

Ready Clones

datastore in order to take a snapshot and perform a cloning operation.

HXDP ReadyClones in a Hyper-V environment are created using a PowerShell Script that is available for download
from Cisco CCO web site. Basically, two or three steps take place in the background when ReadyClone VMs are
created. In the first step, the original VM is exported to a temporary folder and in the second step the saved VM is
imported to a new location and registered. Later the VM is added to the cluster if that option is chosen. After the
successful creation ReadyClone VMs, the exported temp folder will be deleted automatically

To create ReadyClones from a running VM, follow these steps:

1. Download the Cisco HyperFlex Data Platform Hyper-V ReadyClone PowerShell Script from the below location:

nttps://software.cisco.c

om/download/home/286305544/tvpe/286305994/release/4.0(1D)
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2. Log into a HX Hyper-V node or a remote management station with RSAT tools.

3. Open PowerShell and run the downloaded script as shown below:

HxClone-HyperV-v4.0.1b-33133.psl -VmName <VM Name> -ClonePrefix <Prefix> -
CloneCount <number> -AddToCluster <$false/Strue>

Figure 98 PowerShell - Create Ready Clones
| s\

RCVM1

b.hxhvdom2.local\h

LastWriteTime

5fb3833.vmcx

PS C:\Users\administrator.HXHVDOM2> _

4. From the Failover Cluster manager or Hyper-V manager, select the ReadyClone VM and turn ON as it will be
in the saved state.
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Figure 99 Failover Cluster Manager - Roles View

= Failover Cluster Manager - O *
File Action View Help
= xn7 H
%Failoverclusterl\danager Roles (1) Actions
> S HXHVIWRCHXHVDO Queri Roles 1
v B8 HXHV2WFC.HXHVDOI - L f Qe ~ il ~ B : _ =
% Roles Mame Status a Type Owner Node &‘5 Configure Role...
5l Nodes g, a4 (®) Running Virtual Machine hchv21 Virtual Machines..  »
» |y Storage
—iﬂ Networks [ Create Empty Role
Cluster Events < 3 View »
|G Refresh
Prefered Owners:  Any node ﬂ Help
o -
- = Connect..
Running
0% Up Time: | | @ start
1146 MB Assigned Me| | (@) Save
10.0.14393 Heartbeat: | | @) shut Down
WINAJSOVOHGKIH ~ Operating S
9/11/2019 7:16:36 FM Operating 51 ® Tumoff
90 2 Settings...
3 Manage...
o éﬂ Replication »
Replication State: Not enabled B Move ’
ﬁ Cancel Live Migration
4y Change Startup Prio... #
»
< 3 ||| Summary [Resources g Information Details... 4
Table 45 Script Parameters
PowerShell Script Parameters Information
VmName Enter the Name of the running VM used for creating
ReadyClones
ClonePrefix Enter a prefix for the guest virtual machine name.

This prefix is added to the name of each ReadyClone

created.
CloneCount Enter a value to create that many number of ReadyClones
AddToCluster Sfalse - creates standalone VMs (only visible in Hyper-V
Manager)

Strue - creates a highly available clustered ReadyClone
VMs (visible in Failover Cluster Manager and Hyper-V
Manager as well)

Auto-Support and Notifications

Auto-Support should be enabled for all clusters during the initial HyperFlex installation. Auto-Support enables Call
Home to automatically send support information to Cisco TAC, and notifications of tickets to the email address
specified. If the settings need to be modified, they can be changed in the HyperFlex Connect HTML management
webpage.
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A list of events that automatically open a support ticket with Cisco TAC are as follows:
e Cluster Capacity Changed
e Cluster Unhealthy
e  Cluster Health Critical
e Cluster Read Only
e Cluster Shutdown
e Space Warning
e Space Alert
e Space Critical
e Disk Blacklisted
e Infrastructure Component Critical
e Storage Timeout
To change Auto-Support settings, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Auto-Support Settings.

2. Enable or disable Auto-Support as needed.
3. Enter the email address to receive alerts when Auto-Support events are generated.

4. Enable or disable Remote Support as needed. Remote support allows Cisco TAC to connect to the HX cluster
and accelerate troubleshooting efforts.

5. Enter in the information for a web proxy, if needed.
6. Click OK.

Figure 100 HyperFlex Connect - Auto Support Settings

Auto-Support Settings

B &nsble Auto-Support (Recommended) ~ g

Send service ticket notifications to
Enable Remote Support -

Web Proxy Settings

Use Proxy Server

—
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ﬁ Email notifications that come directly from the HyperFlex cluster can also be enabled.

To enable direct email notifications, follow these steps:

1. From the HyperFlex Connect webpage, click the gear shaped icon in the upper right-hand corner, and click
Notifications Settings.

2. Enter the DNS name or IP address of the outgoing email server or relay, an email address the notifications will
come from, and the recipients.

3. Click OK.

Figure 101 HyperFlex Connect - Notification Settings

MNotifications Settings

r

B :end email notifications for alarms
Mall Server Address authoumnd.cisco.com
From Address HXHV@hxlab.cisco.com

ted) I Ecisco.com

Recipient List (Comma separ

(=1

“

Cancel ﬂ

Smart Licensing

HyperFlex 2.5 and later utilizes Cisco Smart Licensing, which communicates with a Cisco Smart Account to
validate and check out HyperFlex licenses to the nodes, from the pool of available licenses in the account. At the
beginning, Smart Licensing is enabled but the HX storage cluster is unregistered and in a 90-day evaluation period
or EVAL MODE. For the HX storage cluster to start reporting license consumption, it must be registered with the
Cisco Smart Software Manager (SSM) through a valid Cisco Smart Account. Before beginning, verify that you have
a Cisco Smart account, and valid HyperFlex licenses are available to be checked out by your HX cluster.

To create a Smart Account, go to Create Smart Accounts.

To activate and configure smart licensing, follow these steps:

1. Log into a controller virtual machine. Confirm that your HX storage cluster is in Smart Licensing mode by en-
tering the following:

stcli license show status
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Figure 102 Storage Controller Virtual Machine - View License
root@nxhvllscvm:~# stcli license show status

Smart Licensing 1s ENABLED

Registration:
Status: UNREGISTERED _
Export-Controlled Functionality: Not Allowec

License Authorization:
Status: EVAL MODE
Evaluation Period Remaining: 64 days, 2 hr, 23 min, 45 sec
Last Communication Attempt: NOMNE

License ;nnversinﬂ;
Automatic Conversion Enabled: true
Status: NOT STARTED

Export Authorization Key:
Last request status:
Features Authorized:

Last return status:
Return Keys 1n process:

Utilaty:
Status: DISABLED

Transport:
Type: TransportCallHome
root@xhvllscvm:~#

‘& Feedback will show Smart Licensing is ENABLED, Status: UNREGISTERED, and the amount of time
left during the 90-day evaluation period (in days, hours, minutes, and seconds).

2. Navigate to Cisco Software Central (https://software.cisco.com/) and log in to your Smart Account
3. From Cisco Smart Software Manager, generate a registration token.

4. In the License pane, click Smart Software Licensing to open Cisco Smart Software Manager.

5. Click Inventory

6. From the virtual account where you want to register your HX storage cluster, click General, and then click New
Token.

7. Inthe Create Registration Token dialog box, add a short Description for the token, enter the number of days
you want the token to be active and available to use on other products, and check Allow export-controlled
functionality on the products registered with this token

8. Click Create Token

9. From the New ID Token row, click the Actions drop-down list, and click Copy
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10. Log into a controller virtual machine.

11. Register your HX storage cluster, where idtoken-string is the New ID Token from Cisco Smart Software Man-
ager.

# stcli license register --idtoken idtoken-string

12. Confirm that your HX storage cluster is registered.

# stcli license show summary

HyperFlex Cluster Expansion

The process to expand a HyperFlex cluster can be used to grow an existing HyperFlex cluster with additional
converged storage nodes, or to expand an existing cluster with additional compute-only nodes to create an

extended cluster.

Expansion with Converged Nodes

The HX installer has a wizard for Cluster Expansion with Converged Nodes. This procedure is very similar to the
initial HyperFlex cluster setup. The following process assumes a new Cisco HX node has been ordered, therefore
it is pre-configured from the factory with the proper hardware and firmware installed.

Prerequisites

Refer to IP Addressing, Prepopulate AD DNS with Records, and Cabling in the “Installation” section before
continuing with the following steps.

To add converged storage nodes to an existing HyperFlex cluster, follow these steps:

1. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Converged Node.
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b HyperFlex Installer

Woirkchow

Select a Workflow

® ® ®_ v

Expand Chuster =

Converged Node

Compute Node

Advanced Option & | know what I'm doing, let me customize my workflow

2. On the Cluster Page:

a. Enter the HX Cluster Management IP address, Cluster Admin User name and password. You can select
the option to see the passwords in clear text.

b.  Optionally, you can import a JSON file that has the configuration information, except for the appropriate

passwords.
ufily HyperFlex Installer
Cluster o 5 C5h Conf Conf Conf
Configuration -
HX Cluster Management [P HX Service Account (D Password
| A
10.104.252.135 hxadmin

Select a File
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3. Click Continue.
4. On the Credentials Page:

a. Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or IP address, the admin
usernames, and the passwords.

b. Domain Information - Enter the HX Service Account user name and password. It is recommended to se-
lect “Constrained Delegation” here to avoid configuring it manually after the installation completion. Then
select “Use HX Service Account”, if HX service account is member of AD Domain Admin group, else pro-
vide Domain Admin credentials (which is a one-time requirement).

el HyperFlex Installer

Credentais ode Selection CSM Configuration Hypervisor Configuraton

Configuration -
Connected to: 10.104.252.135 Cluster
State: OMLINE
Health: HEALTHY Management Cluste 101048252135
Size: 3
hxadmin

IUCS Manager Cradentials

LICS Manager Host Mame UICS Manager User Name Password

10.85.121.240 admin e

Domain Information

HX Service Account Password
headmin
Configure Constrained Delegation now (recommended) Configure Constrained Delegation later

# Use HX Service Account

< Back

5. On the Node Selection page:

a. Select the Unassociated HX servers you want to add to the existing HX cluster.
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cisen HyperFlex Installer

Mode Selection JCEM Configuration Hypervisor Configuration

Server Selection Configure Server Ports Refresh Conflguratlon -

@ Hx for Hyper-V only runs on M5 servers. The list below is restricted to MS servers.

. . Cluster
Unazzociaed (1)

10.104.252.135
L e Zerver Mame Status Model Seria fszoc State Acdons
hxadmin
) Sarver 3 unaszocisted HXAF2ADC-MSEX WZP22020L56 none none -
Credentials
anager Hast Name 10.65.121.240
admin
HX Service Account hxadmin

true
Time Zone Indiz Standard Time

eznization Unit OU=HXHV1 DC=HXHVDOM2,DC
=LOCAL

Administrator

6. Click Continue.
7. On the Cisco UCS Manager Configuration page:
a.  VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple
comma-separated VLAN IDs for different guest virtual machine networks are allowed here.
c. MAC Pool - Enter the MAC Pool prefix, only enter the 4th byte value, for example: 00:25:B5:0A.

d. ‘hx"IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

e. Cisco IMC access Management (Out-of-band or inband) - Select the recommended ‘in band’ option for
faster installation of hypervisor OS on all the hx nodes.

f. The Out-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line.

g. VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and ID.

ISCSI/FC Storage (optional) - iSCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be in-
stalled on the servers that will comprise this cluster. Enter a unique Org name for the HyperFlex Cluster.
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Installer

WLAN Configuration Configuration =
WLAN for Hypervisor and HyparFlex management WLAN Tor HyperFlex storage traffic Cluster
WLAN Namc WLAN ID VLAN Hamc WLAN ID
10.104.252.1
1 E13 172
Credentials
WLAN Tor WM Live Migration WLAN Tor WM Network -
WLAM Mamic WLAN ID VLAN Hamic WLAN IDjs}
-livemigrate T3 wT-netwark 3TE31T4
MAC Poal -
DIU=HEHY 1. DC=HHWD
MaC Fool Prefix
Made Salection
WIPZZOZ0L9E | HEAFZA0C- M3
'’ IP Poal for Cisco IMC
IF Blocks subinet Mask Gateway

255

Cisco IMC access management (Qut of band or Inband)

& In band [recommended) T Out of band T

VLAN for inband Cisco IMC connectivity

WLAN Name WLAM 1D

»15C51 5torzge

» FC Storage
Advanced
€ Back
UCS Server Firmware Version Hyperflex Cluster Name arg Namic
40744} LR HCLUS HXHW

8. Click Continue.

9. On the Hypervisor Configuration page:
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a. Bare Metal Configuration - If Windows Server 2016 is not installed on the nodes, select “Install Hypervisor
(Hyper-V)”, drag or click Browse to upload OS media file in the box and select the radio button to choose
OS you want to install.

b. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned through Serial over Lan (SolL) through Cisco
UCS Manager to the Hyper-V host systems as their management IP addresses.

c. Hypervisor Credentials - this field is pre-populated and can’t be edited.

dfinle HyperFlex Installer

Cluster Credentials ode Selection UCSM Configuration Hypervisor Configuration ode Configuraticn
Bare metal configuration Configuration -
Cluster
# Install Hypervisor (Hyper-V)
P L T T e T e T L - anagement Cluster 10104252135
1 1
i Drag the ISO file here or click to browse H User name hxadmin
1 Last uploaded file: en_windows_server_2019_x64_dvd_4cb967d8.iso 1
i Last upload completed: 10/09/2019 02:44:35 pm i Credentials
1 1
b e e s ——o - - 4 UCS Manager Host Name 10.65.121.240
Select the Operating System you want to install ICS Manager User Name admin
Windows Server 2016 Datacenter ® Desktop Experience HX Service Account hxadmin
® Windows Server 2019 Datacenter -
ained Ueleganon true

me Zone India Standard Time

Organization Unit  OU=HXHW, DC=HXHVDOM
2,DC=LOCAL

Local Administrator Account Administrator
Hypervisor Settings

MNode Selection

# Make IP Addresses and Hostnames Sequential Server 3 WEZP22020L96 / HXAFZ40C-M55X

UCSM Configuration

Mame Serial Static IP Address Hostname
MName hu-inband-mgmt
server3 WIP22020L96 10.104.252.129 13 e 513
Mame hx-storage-dats
M ID 3172
MName hue-livemigrame
Hypervisor Credentials LAN ID 3173
Local Administrator Account Password = vm-netwark
Administrater s N ID(s 755174 B

10. Click Continue.
17. On the Node Configuration Page:

a. Hypervisor Settings - Here enter the Subnet Mask, Gateway, and DNS Server IP addresses.

b. Failover Cluster Name - Enter the Windows failover cluster name.
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c. IP Addresses - If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked,
then the installer will automatically fill the rest of the servers sequentially.

d. Assign the additional IP addresses for the Management and Data networks as well as the cluster IP ad-

dresses.

e. (Optional) At this step you can manually add more servers for expansion if these servers already have
service profiles associated and the hypervisor is ready, by clicking on Add Converged Server and then
entering the IP addresses for the storage controller management and data networks.

f. Advanced Configuration - Select Clean up disk partitions in case if the server has been used previously.

e HyperFlex Installer

Hypervisor Settings

Subnet Mask Gateway

255.255.255.0 10.104.252.1

Failover Cluster Name (D)

hachw 1w

IP Addresses
# Make Hypervisor Name and IF Address Sequential
Additional DNS Suffixes

Primary DNS Suffix (T

HXHVDOM2 LOCAL

Management - VLAN 613
HXHVDOM2.LOCA

MName Hypervisor T Storage Controller

Server 3 hachvl3 hxhv3scvm

Advanced Configuration

Disk Partitions

# Clean up disk partitions

12. Click Start.

DNS Server(s)

10.104.252.138

Add Converged Server

Data - VLAN 3172
(Hostname or IP Address)

Hypervisor T Storage Controller

192.168.11.129 192.168.11.133

Mode Configuration

Configuration

Cluster
t Cluster 10.104.252.135
n User name hzadmin
Credentials
anager Host Mame 10.65.121.240
nager User Name admin
HX Service Account hzadmin

strained Delegation trus
Zone ndizs Standard Time

nit  QU=HXHY1,DC=HXHVDOM
Z,DC=L0CAL

r Account Administrator
Node Selection
Server 3 WZPZ22020L96 / HXAF2A0C-MS5X
UCSM Configuration
h-inband-mgmt
B13
hu-storage-data
3172
hu-livernigrane
2173
wm-network

31753174

< Back

13. Validation of the configuration will now start. If there are warnings, you can review and click “Skip Validation” if
the warnings are acceptable (e.g. you might get the warning from Cisco UCS Manager validation that the
guest VLAN is already assigned). If there are no warnings, the validation will automatically continue on to the

configuration process.

The HX installer will now proceed to complete the deployment and perform all the and list their status.
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alialn
cisco

HyperFlex Installer

Prograzs

' UCSM Configuration in Progress

UCSM Configuration - Owerall

ucsM

Login o UCS AR

Inwentorying physical ssrvers
Validate UCS firmware version
Setming flags for firrmware validation
Corfiguring UICS fabric interconnect
Configuring Fl server ports
Configuring QoS claszes
Configuring org for the H¥ custer
Configuring in-band CIMC
Configuring VLAMN:

Configuring host firmware policy

UCSM Configuraion

Configuration

Cluster

Indiz Standard Time

t OU=HXHV1,DC=HXHVDON
2DC=LOCAL

tor Account Administrator

OL96

LAM Name ha-inband-mgmt
AM ID 613
AN Marne hx-storage-data

14. You can review the summary screen after the installation completes by selecting Summary.
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i
CIsCo

15.

Version

HyperFlex Installer

ster Name hxhvismb

Cluster Management IP Address

Cluster Data IP Address

Replication Factor

Available Capacity

Servers

Model

HXAFZA0C-MEEX

HXAFZA0C-MEEX

HXAFZA0C-MEEX

HXAFZA0C-MEEX

Serial Number

WZP22020L596

WZP22020L5B

WZP22020L5E

WZPZ20216WY

= Summary
4.0.16-33133 Domain Name HXHWDOMZ LOCAL
hived cip HXHVDOM 2. LOCAL Failover cluster Name hochn T wific
192.168.11.135 DNS Server(s) 10.104.252.138
Three copies MNTP Server(s) 10.104.252133
107 TE
Management Hypervisor Management Storage Controller Data Network Hypervisor Data Metwork 5torage Controller
10.104.252.129 100104252133 152.1658.11.129 152.168.11.133
10.104.252.130 100104252134 152.1658.11.130 182.168.11.134
10104252127 100104252137 19216811127 192.168.11.131
10104252128 100104252132 152.1658.11.128 152.168.11.132

Back to Workflow Selection

After the installation has completed, the new converged node is added to the cluster, and its storage, CPU,

and RAM resources are immediately available. Launch HyperFlex Connect to verify the expansion of the clus-
ter using converged node in the Dashboard, Activity and System Information sections.
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' HyperFlex Connect hxhv1smb

€ Dashboard Filter F
MONITOR
ACtiVity T Monitor progress of recent tasks on the HX storage cluster.
0 alarms
W Events ~ Collapse All
B Activity
~ Expand Hx Cluster
Status: Success
ANALYZE v Add to 2K Ensemble: Add to 7K ensemble DADSF723-20E4-CA4B-ALIF-AET4F] 9

09/10/2019 5:44:07 PM
v HuxCluster nade join: HxCluster node join
bh Performance

192.168.11.123 v
MANAGE
Z‘ System Information
~ Walidating if we can Expand & Cluster.
w1
E Datastores Status: Success
o 192.168.11.133 v
— 09/10/2019 5:43:26 PM
T Upgrade v
v
~ Create Hx Cluster
Status: Success
o hihwismb «  IKensemble: HxClusy
08/29/2019 3:18:28 AM
v crypted Hyperl
v nit Management e: HeCluster Init M.
v ge HxCluster: Storage HxCluster
v tem Datastore: System Datastore
v Firewall Configuration: Firewsal
ey 11 soum HXHVDD.. v HxCluster node join: HxCluster node join
0... v HuxCluster nade join: HxCluster node join
Q. HxCluster node join- HxCluster node join
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casco  Hyperflex Connect

hxhvismb

6 Dashboard

MONITOR

O Alarms
T;,{ Events
=] Activity
ANALYZE

H][ Performance

MAMNAGE

System Information

Datastores

System Overview Modes Disks
hxhvismb
OMLINE
me 12 days, 15 hours, 0 minutes, 42 second - : Hermeeft IIJ\IiS‘TgaEZ;Ecer Z ;;:: ﬁ
= HXDP Version 40.1b-33133 3

Actions

10,104

10.104.

252138

Enabled

hxhv11 HXHVDOM2 LOCAL | HXAF240C-MS5SX | 11 Disks (1 Caching, 10 Persistent)

40016)

Hyper Convel

Hypervisor 5tatus Online | Hypervisor Address 10.104.252.127

hxhv12 HXHVDOM2 LOCAL | HXAF240C-MS5SX | 11 Disks (1 Caching, 10 Persistent)

2.0078)

Hyper Comverged

Hypervisor 5tatus Online | Hypervisor Address 10.104.252.128

hxhv13 HXHVDOM2 LOCAL | HXAF240C-M55X | 11 Disks (1 Caching, 10 Persistent)

5

Online ®
D on 2.0078)

Hyper Comvel

Hypervisor 5tatus Online | Hypervisor Address 10.104.252.129

hxhv14 HXHVDOMZ2 LOCAL | HXAF240C-M55X | 11 Disks (1 Caching, 10 Persistent)

Online @

40018)

Hyper Comvel

16. Launch Failover Cluster Manager to verify the expansion of the Windows cluster also.
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n

i%

File

Failover Cluster Manager

Action  View Help

&= 7= HE

% Failover Cluster Manager | YRS Fo (4)

% Roles

_jj Modes MName Status Assigned Vote Cument Vote Site
3 _L;l] Storage . w11 () Up 1 1
LS5 Networks =i U 1 1
Cluster Events j @ °
2 b 13 () Up 1 1
2 b 14 (® Up 1 1

Status: Up

Node 1D: 4

Uptime: 1:.7:30

Memory: 295 GB Available, 383 GB Total

Processors: (36} Intel{R) Xeon(R) Gold 6240 CPU @ 2.60GHz
CPU Usage: 1%

Operating System: Microsoft Windows Server 2015 Datacenter
> || Summary | Metwork Connections | Roles | Disks | Pools | Physical Disks

17. For more information, refer to section Assign IP Addresses to Live Migration and Virtual Machine Network In-
terfaces.

Expansi

on with Compute-Only Nodes

The following technical guidelines must be followed when adding compute-only nodes to a Cisco HyperFlex
cluster:

The number of compute-only nodes cannot exceed the number of HyperFlex converged nodes within a
single HyperFlex cluster.

The Cisco UCS infrastructure firmware revision, which provides the firmware for Cisco UCS Manager and
the Fabric Interconnects, must be maintained at the minimum version required for the HyperFlex converged
nodes, or higher, at all times.

The version of Microsoft Hyper-V installed on the compute-only nodes must be compatible with the Cisco
HyperFlex version in use, and it must match the version installed on the HyperFlex converged nodes.

While the CPU models and memory capacities between the compute-only nodes and the HyperFlex
converged nodes do not have to match, configuring the nodes to have similar capacities is recommended.

Care must be taken that the addition of the compute-only nodes will not significantly impact the HyperFlex
cluster by creating additional load, or by consuming too much space. Pay close attention to the space
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consumption and performance requirements of any net-new virtual machines that will run on the additional
compute-only nodes and note the current cluster performance and space utilization. If no new virtual
machines will be created, then the current cluster performance will not be impacted.

e Mixing different models of compute-only nodes is allowed within the same cluster. Example: using Cisco
UCS B220 M4, B200 M5 and C220 M5 servers as compute-only nodes is allowed.

e Connectivity between compute-only nodes and the HyperFlex cluster must be within the same Cisco UCS
domain and must be 10 GbE or 40 GbE. Connecting compute-only nodes from a different Cisco UCS
domain is not allowed and connecting standalone rack-mount servers from outside of the Cisco UCS
domain is not allowed.

e Blade servers installed in the Cisco UCS 5108 Blade Chassis can connect through 10 GbE or 40 GbE
chassis links, using the Cisco UCS 2204XP, 2208XP, or 2304 model Fabric Extenders. The Fabric
Extenders, also called 1/O Modules (IOMs), are typically installed in pairs, and connect the 5108 chassis to
the Fabric Interconnects, which provide all the networking and management for the blades. Care must be
taken not to oversubscribe and saturate the chassis links.

¢ Mixing CPU generations will require configuring Processor Compatibility in order to allow Live Migration to
work between the compute-only nodes and the converged nodes. Enabling Processor Compatibility
typically requires all virtual machines to be powered off. If it is known ahead of time that Processor
Compatibility will be needed, then it is easier to enable it on the Hyper-V Manager prior to installing
HyperFlex as shown below:

% Settings for ubul-fio-hxhvreo1-1-cloneld on HXHVRCON —

ubul-fio-hxhvreol-1-clonell ~| 4 [ ]
# Hardware & [ compatibility Configuration
!" Add Hardware
A EIos Processor compatibility
Boot from CD You can limit the processor features that a virtual machine can use. This improves
) the wirtual machine's compatibility with different processor versions.
. Security
Key Storage Drive disabled TelE s . - L i - -
Wl Memory
2043 MB . ) ) . . '
& Some settings cannot be modified because the virtual machine was in the following
= I:I Processor state when this window was opened: running.
2 Virtual processors To modify a setting thatis unavailable, shut down the virtual machine and then

Compatibility recpen this window,

I numa

e Compute-only nodes can be configured to boot from SAN or local disks. No other internal storage should
be present in a compute-only node. Manual configuration of the boot policy will be necessary if booting
from any device other than M.2 drive.

Prerequisites

Refer to IP Addressing, Prepopulate AD DNS with Records, and Cabling in the “Installation” section before
continuing with the following steps. The HX installer has a wizard for Cluster Expansion with converged nodes and
compute-only nodes, however the compute-only node process requires some additional manual steps to install
the Windows Server 2016 on the nodes. To expand an existing HyperFlex cluster with compute-only nodes,
follow these steps:

1. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Compute Node.

150



Installation

H-,-p:rrll::-; Installer

lua]
Cisco

® L
® ® ®.

| Expand Cluster N

onverged Node

Compute Node

Advanced Option & | know what I'm doing, let me customize my workflow
2. Select “Run UCS Manager Configuration” as shown below:

i HyperFlex Installer

Workllaw

Select a Workflow

¥  Run UCS Manager Configuration

i@ Show me the standard workflows

3. Click Continue and click Confirm and Proceed on the warning pop-up message.

4. On the Credentials Page:
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— Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or P address, the
admin usernames, and the passwords.

L HyperFlex Installer

Credentisls Server Selection

Configuration

UCS Manager Cradentials

UCS Manager Host Mame UCS Manager User Mame Pazsword

10.86.121.240 admimn ssesem

Select a File

5. On the Server Selection page:

— Select the unassociated server/s you want to add to the existing HX cluster. In this case UCSC-C220-
MbSX is selected.

A1 HyperFlex Installer

Server Selection

Server Selection Configure Server Ports Refresh Configuration -
@  Hx for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.
Credentials
Unassocisted (1)

""" 10.65.121.24

- - Server Name Status Maoded Serial Assor State Actions
S Manager Uszer Name admin
] Server S unassociated UCSC-CI20-MESK WZP22100)228 none nene f3lzs

Administrator

6. Click Continue.
7. On the Cisco UCSM Configuration page:

a. VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple
comma-separated VLAN IDs for different guest virtual machine networks are allowed.

b. MAC Pool - Enter the MAC Pool prefix, only enter the 4th byte value, for example: 00:25:B5:0A.
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‘hx’ IP Pool for Cisco IMC - Enter the IP address range, subnet mask and gateway to be used by the
CIMC interfaces of the servers in this HX cluster.

Cisco IMC access Management (Out of band or inband) - Select the recommended ‘in band” option for
faster installation of hypervisor OS on all the hx nodes.

The Qut-Of-Band network needs to be on the same subnet as the Cisco UCS Manager. You can add
multiple blocks of addresses as a comma separated line.

VLAN for Inband Cisco IMC Connectivity - Enter a VLAN name and ID.

iISCSI/FC Storage (optional) - iISCSI Storage and FC Storage are used for adding external storage to the
HyperFlex cluster. Not defined for this setup.

Advanced - If multiple firmware packages exist on the Fabric Interconnect, choose the version to be in-
stalled on the servers that will comprise this cluster. Enter a unique Org name for the HyperFlex Cluster.

153



Installation

cidco HyperFlex Installer

WLAN Configuration

WILAN for Hypervisor and Hy perFlex management WILAN for HypesFlax storage traffic

WLAM Marmne VLAM 1D WLAM Mamc VLAM ID
ha-inband-mgmt 613 hx-storage-data 172

WILAN for WM Live Migration WILAN far VI Matwork

WLAN Mamc VILAM 1D WLAN Mamc WLAM Dis)
ha-lvemigrate 3173 vim-rbwork, 31743175

WAC Pool

MAC Pool Frofia

O,

'hx' IF Pool for Cisco IMC

P Elocks Subnet Mazk Gateway

10,104,252 81 2535.255.255.0

Cisco IMC access management {Out of band or Inband)

= In band (recommended) T Out of band (T

WLAN for inband Cisco IMC connectivity
WLAN Mame WLANID

ha-inband-cmc 13

> 15051 5torage

> FC Storage

Advanced

WLS Serwer Firmware Version HyperFlex Chuster Mame Org Mame
4.002d) _r

T HXCLUS 1XHYT

8. Click Start.

Configuration +

Credentials

Server Sedection
WIFZZ100{8E F UCSC-CZ20-M55:

UCSM Configuration

9. Validation of the configuration will now start. After validation, the installer will create the compute-only node

service profiles and associate them with the selected servers.
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QLD HyperFlex Installer

cisco
Progress
Configuration +
. "= : T -_._-__-=___ Credentials
5 Manager Host Name 10065.121.240
5 Manager User Name sdmin
UCSM Confi ti g ssful Constrained Delegation false
Vi LONTIEUration SuUcCessTu
Local Administrater User Mame  Administrato
Server Selection
UCEM Cenfiguration v
Server 5 WIZPZ2100/88 F UCSC-C220-MBEX
UCSM Configuration - Overall . .
Loginte UCS API UCSM Configuration
nwentorying physical servers AR Harme Fuinband-mgmt
Validate UCS firmmvare version . .
ANID B13
Seeting flags for firmware validation
= 7F LA ame Fe-storage-data
Downloading firmware bundle ARIIE 2rmm

10. If the Hyper-V hypervisor has not been previously installed on the compute-only nodes, refer to the Appendix,
section B: Install Microsoft Windows Server 2016.

11. If the hypervisor is already installed, then continue with the next steps in this section.

12. You might need to “start over” since the previous workflow was finished. Click the gear icon in the top right
corner and select Start Over.

HyperFlex Installer

Log Out (root)

Canfiguration

e Credentials
10.65.121.240
adrmin
UCSM Configuration Successful Talse
Addrminislrato
Server Selection
UCSM Configuration T
WZP22Z100]3E f UCSC-CI20-M5EX
UICSM Configuration - Cverall e UCSM Configuration
Lagin Lo LICS AP
hx-inbaned-mgmi

Irveentorying physical servers

13. On the HyperFlex installer webpage click the drop-down list for Expand Cluster, then click Compute Node.
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i:lu:-lz!:- H','p:rrh::q; Installer

. o 8®"

| Expand Cluster N

onverged Node

Compute Node

Advanced Option & | know what I'm doing, let me customize my workflow

14. On the Select a Workflow page, select “Is OS installed on the node”. With this selection, Run Hypervisor Con-
figuration, Deploy HX Software and Expand Cluster are also automatically selected.

cisco HyperFlex Installer

Workflow

Selact a Workflow

o Iz 05 installed on the Node

L Run Hypervisor Configuraton

L Deploy HX Sofoware

Create HX Cluste Li Expand HX Cluster
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15. Click Continue and click Confirm and Proceed on the warning pop-up message.
16. On the Cluster Page:

a. Enter the HX Cluster Management IP address, Cluster Admin User name and password. You can select
the option to see the passwords in clear text.

b.  Optionally, you can import a JSON file that has the configuration information, except for the appropriate
passwords.

HyperFlex Installer

Cluster Credentials ode Selection Hypervisor Configuration

Configuration

HX Cluster Management [P HX Service Account (T Password

10.104.252.135 hecadmin

Select a File

17. Click Continue.
18. On the Credentials Page:
a. Cisco UCS Manager Credentials - Enter the Cisco UCS Manager DNS hostname or IP address, the admin

usernames, and the passwords.

b. Domain Information - Enter the HX Service Account user name and password. It is recommended to se-
lect “Constrained Delegation” here to avoid configuring it manually after the installation completion. Then
select “Use HX Service Account”, if HX service account is member of AD Domain Admin group, else pro-
vide Domain Admin credentials (which is a one-time requirement).
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Eacn HyperFlex Installer
Cluste Credentials ode Selection Hypervisor Configuration ade Configuration
Configuration -

Connactad to: 10.104.252.135 Cluster
State: OMLIME
Health: HEALTHY Cluster 10104252135
Size: E|
UCS Manager Credentials
UCS Manager Host Mame UCS Manager User Name Password

10:85.121.240 admin
Domain Information
HX Service Account Password

h=admin
2 Configure Constrained Delegation now (recommended) Configure Constrained Delegation later

¥ Usa HX Service Account T
< Back

19. On the Node Selection page:

— Select the unassociated HX servers you want to add to the existing HX cluster.
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LIS HyperFlex Installer

Nede Selection

Server Selection Configure Server Ports

@  HX for Hyper-V only runs on M5 servers. The list below is restricted to M5 servers.

Associated (1)
- Server Name Status Made Serial Assoc State Service Profile

UCSC-C220-
MESX

=.rootiare-HEXHW -
Server S ok WEPZ2100/88  associated  O'ETOoUorE-HXHVIfs

rack-unit-5

20. Click Continue.

21. On the Hypervisor Configuration page:

Refresh

Actions

Actions

Configuration

Cluster

Credentials

10104252135

10.65.1217.240

aamin

hxadmin

rus

India Seandard Time

nit QU=HXHW1 DC=HXHVDOM2.DC

=LOCAL

Administrator

a. VLAN Configuration - Enter the VLAN names and VLAN IDs that are to be created in Cisco UCS, multiple
comma-separated VLAN IDs for different guest virtual machine networks are allowed here.

b. Hypervisor Settings - Enter IP addresses and hostnames for the Hypervisors that were created in the pre-
installation section phase. The IP addresses will be assigned via Serial over Lan (SolL) through Cisco UCS

Manager to the Hyper-V host systems as their management IP addresses.

c. Hypervisor Credentials - this field is pre-populated and can’t be edited.
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iseo HyperFlex Installer

Credentials ode Selection Hypervizor Configuration ode Configuration

VLAN Configuration Configuraticn -
VLAN for Hypervisor and HyperFlex management WLAN for HyperFlex storage traffic Cluster
VLA Mame VLAM ID WLAM Name VLAM 1D
nagement Cluster 10.104.252.135
hiz-inband-mgmt 8§13 hz-storage-data 3172

ICS Manager Host Mame 10.65.121.240

VLAM for WM Live Migration WLAN for VM Network e

ICS Manager Uszer Mame admin

VLAMN Name VLAM 1D WLAM Mame WLAN ID4sh
HX Service Account hezadmin

hue-livemigrate 373 wmn-network 3743175 N

ained Delegation rue
Time Zone India Standard Tims
i . Organization Unit QU=HXHV1,DC=HXHVDOM2 DC
Hypervisor Settings =LOCAL

- - Local Administrabor Account Administrator
# Make IP Addresses and Hostnames Sequential B

Node Selection

ame Seria Sraric P Address Hostname Server 5 WZP22100J88 / UCSC-C220-M55X
servers e 10.104.252.87 hadnicol
Hypervisor Credentials
Local Administrator Account Password

Administrator

22. Click Continue.
23. On the Node Configuration Page:

a. Hypervisor Settings -Enter the Subnet Mask, Gateway, and DNS Server IP addresses.
b. Failover Cluster Name - Enter the Windows failover cluster name.

c. IP Addresses - If you leave the checkbox, Make IP Addresses and Hostnames Sequential as checked,
then the installer will automatically fill the rest of the servers sequentially.

d. Assign the IP address for the Hypervisor Management and Data networks.

e. (Optional) At this step you can manually add more servers for expansion if these servers already have
service profiles associated and the hypervisor is ready, by clicking Add Compute Server and then entering
the IP addresses for the storage controller management and data networks.
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il HyperFlex Installer
Cluster Credentials ode Selec Hypervisor Configuration MNode Configuration
Hypervisor Settings Configuration )
Subnet Mask Gateway DINS Server(s) Cluster
255.255.255.0 10.104.252.1 10.104.252.138 Management Cluste 10.104.252.135
Failover Cluster Name T Credentials
[e—— UCS Manzger Host Mame 10L65.121.240
% Manager User Name admin
HX Service Account hxzdmin
IP Addresses Add Compute Server Constrained Delegation trug
#  Make Hypervizor Name and |P Address Seguential Time Zone Indiz Standard Time
Organization Unit  QU=HXHW1, DC=HXHVDOM
Primary DNS Suffix T Additional DNS Suffixes ZDC=LOCAL
HXHVDOM2 LOCAL Local Administrator Account  Administrator
Node Selection
Management - VLAN 813 Data - VLAM 3172
HXHVDOM2.LOCAL (Hostname or IF Address) Server 5 WZP22100J88 / UCSC-C220-MSSX
Hypervisor Configuration
- MName Hypervisar 0 Storzge Controller T Hypervisor @ Storage Contraller @
LAMN Mame het-inband-mgmt
Server 5 LA &2
hzhvicel 182.168.11.87
LA ame hx-storage-data
LAN D 3172
LAN Name - lvemigrate
LAN D 3173
< Back

24. Click Start.

25. Click Continue on the warning pop-up message.

26. Validation of the configuration will now start. If there are warnings, you can review and click “Skip Validation” if
the warnings are acceptable (such as, you might get the warning from Cisco UCS Manager validation that the
guest VLAN is already assigned). If there are no warnings, the validation will automatically continue on to the

configuration process.

27. The HX installer will now proceed to complete the deployment and perform all the steps listed at the top of the
screen along with their status.
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HyperFlex Installer

Pragress
- Configuration
S
Ehuzter Clustar
Expansion
TLI0AZ52135
Credantials
M Cluster Expansion in Progress 05 Mamager Hazz Mame 1065121240
—
Deploy ¥ ained Delegs rug

Drapioy - Chverall

Adrr rab
hixhvbee2 HKHVDOMY.LOCAL Hypery Hos A
Mode Selection
Geming Taady o Copy Raguired Powersnell, Task and XML Tiles 1o Windows Hast
Serve FOHZ141)BRY / UCSE-B200-M5
Waldams Hypery Hoss
el 5 WIPZI0ET T3 ¢/ DCEC-CRI0-MSEN
Main Playbook [HyperV Hos Configuratian]
_ . - . Hypervizor Configuration
Main Playbook [Storage Controller Wids Configuraton]
_ I -G rg-mgm
Generats Host Dats Facis Reated [FON Flas
E13

Generats CantralieY Dats Facts Related |50N Filey

28. You can review the summary screen after the install completes by selecting Summary on the top right of the
window.
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L HyperFlex Installer
Surtanar

Cluster Name hxhvismb [ENTTE RN
Version 40.18-33133 Domain Mame HXHVDOM2.LOCAL
Cluster Management IP Address huhwl cip HEHVDOME. LOCAL Failowver cluster Name hodhnelwc
Cluster Data IP Address 19216811135 DMS Server(s) 10.104.252.138
Replication Factor Three copies MTF Server(s] 10.104.252.138
Available Capacity 10.7 T8
Servers

Model Serial Mumber Manzgement Hypervisor Management Storage Controller Data Metwork Hypervisor Data Network Storage Contraller

HAEAFZADC-MESX WIPZ2020L%6 10.104.252.129 10.104.252.133 192.168.11.129 192.168.11.133

HAAFZADC-MEEX WZIPZ2020L2E 10.104.252.127 10,104.252.131 19216811127 1921681111

HAEAFZADC-MESK WIPZ20ZOLSE 10.104.252.130 10.104.252.134 152.168.11.130 15216811134

UCSC-C220-M55 WIPZ2100|28 10.104.252 87 192.168.11.87

HAAFZADC-MEEX WIPZ20Z16WY 10.104.252.128 10.,104.252.132 192.1€8.11.128 19216811132

Back to Workflow Selection Launch HyperAex Connect

29. After the install has completed, the new converged node is added to the cluster, and its CPU, and RAM re-
sources are immediately available. Launch HyperFlex Connect to verify the expansion of the cluster using
converged node in the Dashboard, Activity and System Information sections as shown below.
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osee  Hyperfex Connect

hxhwvlsmb

€ Dashboard

MONITOR

C‘. Alarms

A

W Events

E Artiviny

ANALYIE

H]] Ferformance

MAMAGE

B System Infarmation
Dartastores

= Expand/Collapse left menu  Conmect

“*  Healthy

CAPALC

1077 ‘
—= WODE 4 HNAFLADC-LASEN
| m— a
== 5 Converged
- LY -

hxhv1smb

ot o ) HHWDORE LOCAL A

@ Dashboard

MOMITOR
O Alarms
ﬁ Events

£ Activity

ANALYZE

[lﬂl Performance

MANAGE

E System Information
| Datastores

'? Upgrade

Filter Filter listed tasks

ACtiViT‘y’ D Monitor progress of recent tasks on the HX storage cluster.

~ Collapse All

~ Expand HyperV Cluster - COMPUTE

5: SuUCCess

Stat

09/29/2019 44346 PM

~ Check Expand HyperV Cluster
SCarus: SucCess
05/29/20719 4:48:21 PM

placement succes
to 1921681

113 c

Expand Cluster

A

uccessful

uy

Resolve Cluster Data IP: Cluster data |P is successfu

y resoliv

There is no controller virtual machine deployed on the compute-only node. Instead, the SMB client
on it is redirected to an existing controller vm on a converged node.
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fmern Connect

vlsmb

€ Dashbeard

MONITOR

E Activity

ANALYZE

fdh Performance
MANAGE

El Sy=stem Information
: ]' Datsstores

Upgrade

System Overview Modes

hxhvismb
OMLIME

r%, 33 minis

Disks

Actions

10.104.252.138

Online &

Hypervisor Status Online

hochne 1 1. HEHVDOMZ LOCAL

HEAF240C-M55X | 11 Disk= (1 Caching, 10 Persistent)

Hypervisor Address 10.104.252.127

Online @

Hypervisor Status Online

haxhw] ZHXHVDOMZ LOCAL | HXAF240C-M55X | 11 Disks (1 Caching, 10 Persistent)

Hypervisor Address 10.104.252.128

Online @

Hyper Converged

Hypervisor Status Online

hahv] 3. HXHVDOM2 LOCAL | HXAF240C-MSSX | 11 Disks (1 Caching, 10 Persistent)

Hypervisor Address 10.104.252.129

Online &

Hypervisor Status Online

hochne] 4. HEHVDOMZ LOCAL

HEAF240C-M55X | 11 Disk= (1 Caching, 10 Persistent)

Hypervisor Address 10.104.252.130

Online &

Micrasaft Winam:

hxtvl col . HXHVDOMZ.LOCAL | UCSC-C220-MESX

= Sorver 2
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hxhvismb
€3 Dashboard System Overview Modes Disks P
MONITOR v | Filer
Q Alzrms
Node “  Hypervisor Hypervisor Controller Controller Model Version Disks
ﬁ Events Address Status Address Status
% Activity hxtwlcol. HKHYDOMZLOCAL  10.104.252.87 Online UCsC-
{220-
MaSX
AMALYZE
- . hoche 1. HAHVDOMZ LOCAL 10.104.252.127  Online 10.104.252.131  Online HXAFZA0C-  4.0(10) 1
hﬂ] Performance MESK
MAMAGE hochn] 2. HXHVDOM2 LOCAL 10104252128  Online 10104252132 Online HXAF240C-  4.0{10) 1"
MESX
System Information
- hoch 3.HAHVDOMZ LOCAL 100104252129 Online 10104252133 Online HXAFZ40C-  4.0(10) 1
= 1 Datastores M55
T Upgrade Fochv 4. HXHVDOM2.LOCAL 10.104.252.130  Online 10.104.252.134  Online HXAF240C-  4.0(18) 11
MESK
30. Log into the Windows failover cluster manager to verify the compute nodes are now part of the Windows Fail-
over cluster.
E Failover Cluster Manager - O X
File  Action View Help
sl AN1:al( N 7|
.ﬁ Failover Cluster Manager | JVEY, 93 (5) Actions
7 %?%?HRV:WFC'HKHVDO eries v |kd v|(v] | Nodes -
cles -
_Eﬁ Modes Name Status Assigned Vote Cument Vote s f Add Node...
» Lb Storage 2, hed11 ® Up 1 i View 3
53 Metworks 3 ok
; w12 U 1 1
Cluster Events ?" @ ? [G] Refresh
2 hev13 ® e 1 1 H Hep
= fhv14 Up 1 1
?‘ @ hxhvlcol -
= hedhwlcol (® Up 1 1 -
. , j‘, Pause 4
i, Resume [
v hodww lcol B RemoteDe...
Status- Up B Informatio...
Node 1D- 5 id| Show Critic...
Uptime: 1:15:22 More Actions #
Memory - 122 GB Awvailable, 128 GB Total ﬂ Hel
Processors: (32) Intel(R) Xeon(R) Gaold 6130 CPU @ 2.10GHz =P
CPU Usage: 1%
Operating System: Microsoft Windows Server 2019 Datacenter
Version: 10.0.17763
Service Pack: Ma Service Pack Installed
System Type: x6d-based PC
Manufacturer: Cisco Systems Inc
Meodel - UCSC-L220-MB5X

166




Installation

31. For more information, refer to section Assign IP Addresses to Live Migration and Virtual Machine Network In-
terfaces.

32. After assigning IP addresses, verify the jumbo frame settings on the live migration network of newly expanded
compute node using the below PowerShell cmdlet:

a. From local host, use the following command:

Get-NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object
{$_.DisplayName -Match "Jumbo*"}

b. From a remote management host, use the following command:

Invoke-Command -ComputerName hxhvlcol -ScriptBlock {Get-
NetAdapterAdvancedProperty -name hv-livemigrate* | Where-Object {$_ .DisplayName -
Match "Jumbo*"}}

PS C:\Users\Administrator> Invoke-Command -ComputerName hxhvlcol -ScriptBlock {Get-NetAdapterAdvancedProperty -name hv-livemigrate® | where-Object {$_.DisplayName -Match "Jumbo*"}}
DisplayName Displayvalue Registrykeyword Registryvalue PSComputerName

ivemigrate-a Jumbo Packet 514 *JumboPacket {1514} hxhvlcol

: Byt
hv-Tivemigrate-b Jumbo Packet Bytes 1514 *JumboPacket {1514} hxhvicol

33. For better performance of live migration of VMs, configure the mtu size to 9014 as shown below:

a. From local host, use the following command:

Set-NetAdapterAdvancedProperty —-Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014

b. From aremote management host, use the following command:

Invoke-Command -ComputerName hxhvlcol -ScriptBlock {Set-
NetAdapterAdvancedProperty -Name "hv-livemigrate*" -RegistryKeyword
"*JumboPacket" -RegistryValue 9014}

ps C:\Users\Administrator> Invoke-command -Computername hxhvicol -scriptBlock {Set-NetAdapterAdvancedProperty -Name "hv-Tivemigrate*" -Registrykeyword "*JumboPacket” -Registryvalue 9014}

34. On the newly added Compute node, open Server Manager > Local Server and click Enabled next to the NIC
Teaming.

35. On the NIC Teaming window, right-click “team-hx-livemigration” and click properties under the “Adapter and
Interfaces” section as shown below:
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@ MIC Teaming

= SERVERS
l. All Servers | 1 total

Fs
MName Status

Server Type Operating System Version

Teams

Microsoft Windows Server 2019 Datacenter 4

HXHV1€O1 () Online

Physical

TEAMS
All Teamns | 4 total

ADAPTERS AND INTERFACES

TASKS W

Network Adapters

Team Status Teaming Mode Load Balancing Adap

Fs
team-hx-inband-mgmt @ QK Switch Independent Hyper-V Port 2 Name Primary VLAN  State Team
team-hx-livemigration @ QK Switch Independent Hyper-V Port 2 4 team-hx-inband-mgmt (1)
team-hx-storage-data @ OK Switch Independent Hyper-V Port 2 team-hx-inband-mgmt Yes 613 @ Connected team-hx-inband-mgmt
team-hx-vm-network @ 0K Switch Independent Hyper-V Port 2

4 team-hx-livemigration (1)

' Connected team-hx-livemigration

team-hu-livemigration

4 team-hx-storage-data

team-hx-storage-data Yes Default @ Connected team-hx-storage-data
4 team-hx-vm-network (1)
team-hx-vm-network Yes Default @ Connected team-hx-vm-network

36. Select “Specific VLAN” and enter a VLAN ID used for live migration network in the NIC Teaming Adapters
Properties window. Also make sure the name under General information is exactly “team-hx-livemigration” as
shown in the below:

MNIC Teaming

Network Adapter Properties

Show All
General = General information

Team interface =

|team—hx-livemigrat|'ur‘

Description: Microsoft Metwork Adapter Multiplexor Driver
#4
Permanent address: 00-25-B5-0A-B8-05

Team interface

Team: team-hx-livemigration

Type: Primary interface

VLAM membership

) Default
The default interface handles all traffic that is not claimed by other
VLAM-specific interfaces.

® Specific VLAN:

| oK || Cancel || Apply |

37. Verify the configuration in the main NIC Teaming window as shown below:
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& NIC Teaming — [m|

= SERVERS
. All Servers | 1 total TASKS w

Namg Status Server Type Operating System Version Teams

HXHV1CO1 @ Online Physical Microsoft Windows Server 2019 Datacenter 4

TEAMS ADAPTERS AND INTERFACES
All Teams | 4 total TASKS = TASKS
Team * Status Teaming Mode Load Balancing Adap Metwork Adapters

-

team-hx-inband-mgmt @ OK  Switch Independent Hyper-V Port Name Primary WLAN = State Team

team-hx-livemigration @ OK  Switch Independent Hyper-V Port 4 team-hx-inband-mgmt (1)

team-hx-storage-data (1) OK  Switch Independent Hyper-V Port team-hx-inband-mgmt Yes 613 @ Connected team-hx-inband-mgmt

[T T T ¥

team-hx-vm-network @ OK  Switch Independent Hyper-V Port

4 team-hx-livemigration (1)

team-hx-livemigration 3173 @ Connected team-hx-livemigration

4 team-hx-storage-data (1)
team-hx-storage-data Yes Default @ Connected team-hx-storage-data

4 team-hx-vm-network (1)

team-hx-vm-network Yes Default @ Connected team-hx-vm-network

38. Test/validate by pinging the LM network interface of another hx node from the newly added compute node if
jumbo frame is working as shown below:

ping -1 8972 —-f 192.168.73.128

from

from
from
from 18

39. Open Hyper-V Manager on the newly added compute node, select the server and in the Actions pane, click
Hyper-V Settings > Live Migrations.
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B Hyper-V Settings for HXHY1CO1 — *
& Server ﬂ‘l Live Migrations
o Virtual Hard Disks
C:W=ers\Public\Documents\Hyper-... Enable incoming and outgeing live migrations
= Virtual Machines
C:\ProgramDataMicrosoft\Winda. .. Simultaneous live migrations
[ numa spanning Spedify how many simultaneous live migrations are allowed.

Allow NUMA Spanning Simultaneous live migrations:
ElR Live Migrations
2 Simultaneous Migrations
,ﬁ Storage Migrations Incoming live migrations
2 Simultaneous Migrations

IF Enhanced Session Mode Policy () Use any available network for live migration

Mo Enhanced Session Mode (®) Use these IP addresses for live migration:
Eﬁ’ Replication Configuration
Mot enabled as a Replica server Add
& User -
Edit
= keyboard
Use on the virtual machine Mave Lip
{25 Mouse Release Key
CTRL+ALT HEFT ARROW Mowe Down
IF Enhanced Session Mode
=g if available Remove

QI_;II Reset Check Boxes

Reset check boxes
Incoming live migrations are blocked because no IP addresses are specfied. To fix
this, add addresses or allow any available network.

40. Under Incoming live migrations, select “Use these IP addresses for live migration:” and click Add to add the IP
address assigned to the live migration network interface on this host as shown below and click OK.

ER P Address X

Specify the IP address range to use.

IP Address [192.168.72.87/32) |

Examples:

192.168.0.12
192.168.1.0/24
2001 :8e6c:6456: 1c99:./64

Carce

41. The following screenshot shows the IP address added under “use these IP addresses for live migration:” in the
above steps.
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-] Hyper-V Settings for HXHV1CO1 — *
% _Server EE Live Migrations
o Virtual Hard Disks
C:\Users\Public\Documents\Hyper-... Enable incoming and outgoing live migrations
= Virtual Machines
C:'ProgramData\Microsoft\Windo... Simultaneous live migrations
[ nUMA Spanning Spedfy how many simultaneous live migrations are allowed.
M o Simultaneous live migrations:
E . Live Migrations
2 Simultaneous Migrations
Jﬂ Storage Migrations Incoming live migrations
2 Simultaneous Migrations
[I,-ln Enhanced Session Mode Policy i) Use any available network for live migration

lo Enhanced Session Mode (®) Use these IP addresses for live migration:

Eﬁ Replication Configuration

A User
o Keyboard

197,168.73.87/32 Add

as a Replica server

Edit

42. Verify the configuration by live migrating a VM from a converged node to a compute node.

PS C:\Users\administrator.HXHVDOM2> Get-VM
CPUUsage(%) MemoryAssigned(M) Uptime Version

Running 00:00:35.9470000 Operating normally
Running 73728 6.09:23:45.3590000 Operating normally
Running 2048 00:33:16.8980000 Operating normally
Running 8192 6.09:17:27.6200000 Operating normally
Running 8192 6.09:17:14.1760000 Operating normally

PS C:\Users\administrator.HXHVDOMZ> Measure-Command { Move-VM -Name DemoVM -DestinationHost HXHV1CO1l }

s 795
37955036
4.39294398148148E-05
TotalHours 0.00105430655555556
TotalMinutes 0.0632583933333333
TotalSeconds 3.7955036
TotalMilliseconds 3795.5036

43. Make sure the following VM setting is selected before live migration if there exists different processor version
between source and target hosts.
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E Settings for DemoVM on hxhvl13

# Hardware

l" Add Hardware
= Firmware
Boot fram File

. Security

Secure Boot enabled
W# Memory
4096 MB
= ] Processor
2 Virtual processors
[ compatibility
] numa

= &l scsI Controller

D Compatibility Configuration

Processor compatibility

You can limit the processor features that a virtual machine can use. This improves
the wirtual machine's compatibility with different processor versions.

Migrate to a physical computer with a different processor version
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I ————————————

HyperFlex Connect

Cisco HyperFlex Connect provides robust, secure, and simple management in an intuitive user interface. It lets you
manage and monitor your clusters anywhere, anytime, and delivers metrics to support your entire HyperFlex
management lifecycle. HyperFlex Connect is an HTML5 web-based GUI tool which runs on all of the HX nodes
and is accessible through the cluster management IP address.

To manage the HyperFlex cluster using HyperFlex Connect, follow these steps:

1. Using a web browser, open the HyperFlex cluster’'s management IP address via HTTPS, for exam-
ple, https://10.29.149.230

2. Enter alocal credential, such as admin, and the password.
3. Click Login.

The Dashboard view will display after a successful login.

Figure 103 Cisco HyperFlex Connect - Login Page

et
CISCcOo

Cisco HyperFlex Connect

HyperFlex

4.0(1b)
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Figure 104 Cisco HyperFlex Connect - Dashboard

hxhvismb
€ Dashboard \‘/ OPERATIONAL STATUS
Y/ Online
MONITOR
A RESILIENCY HEALTH
0D alarms J\pe Healthy ; ¥ 1 Node failure can be tolerated
ﬁ Events
T~ CAPACITY g . y Compre: 20%
Activity | 1.0 stomace (0 prassior 1
'\._. 10.778 56.7 GB Used 0.6 TB Free OPTIMIZATION Decuplication o cis
ANALYZE
W Performance = NODES 4 HXAF240C-MSSX O 0OOo
== 4 Converged
MAMAGE

E‘ System Information

Fl
+ 1 Datastores

T Upgoce A _._ - — N\

Dashboard

From the Dashboard view, the following elements are presented:
e Cluster operational status, overall cluster health, and the cluster’s current node failure tolerance.

e Cluster storage capacity used and free space, compression and deduplication savings, and overall cluster
storage optimization statistics.

e (Cluster size and individual node health.

o Cluster IOPs, storage throughput, and latency for the past 1 hour.

Monitor

HyperFlex Connect provides for additional monitoring capabilities, including:

e Event Log: The cluster event log can be viewed, specific events can be filtered for, and the log can be
exported.

e Activity Log: Recent job activity, such as ReadyClones can be viewed and the status can be monitored.
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Figure 105 Cisco HyperFlex Connect - Events

6 Dashboard
MOMITOR

Q‘» Alarms

":\LJ.' Events

& Activity
AMALYZIE

Lﬂl Performance

MAMNAGE
E‘ System Information

. |
= 1 Datastores

'?'

Upgrade

Analyze

O 00 00O

info: License is in EVAL mode.
0872972019 3:18:45 AM IST

info: Mode 192.168.11.132 is ready for 10.
0B8/29/2019 31812 AM 5T

info: Cluster policy compliance is satisfied.
0B8/29/2019 31812 AM 5T

info: Cluster hxhw1smb is healthy.
0B8/29/2019 31812 AM 5T

info: Cluster hixhvismb is online and serving I/0s. NF5 datastores are reachable.
0B8/29/2019 31812 AM 5T

info: Mode 192.168.11.134 is ready for 10.
0B8/29/2019 31812 AM 5T

info: Mode 192.168.11.131 is ready for 10.
0B8/29/2019 31812 AM 5T

The historical and current performance of the HyperFlex cluster can be analyzed via the built-in performance
charts. The default view shows read and write IOPs, bandwidth, and latency over the past hour (1) for the entire
cluster. Views can be customized to see individual nodes or datastores, and change the timeframe shown in the

charts.
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Figure 106 Cisco HyperFlex Connect - Performance

hxhv1smb

@ Dashboard

Cluster h Sep 25, 2019 - Sep 25, 2019 Last refreshed ac 0%/25/2019 11:17:36 PM
MOMITOR Cluste

[ MNodes 0
O Alarms o
ﬁ Events
Activity

Datastores

AMALYZE e o . o
bl Performance —_— T T e __.------.___M
MAMAGE

= System Information

© 1 Dtestores " f/\JN_
| | — R T - I s T
T Upgrade 7 N T

Manage

HyperFlex Connect presents several views and elements for managing the HyperFlex cluster:

e System Information: Presents a detailed view of the cluster configuration, software revisions, hosts, disks,
and cluster uptime. Support bundles can be generated to be shared with Cisco TAC when technical support
is needed. Views of the individual nodes and the individual disks are available. In these views, nodes can be
placed into HX Maintenance Mode, and disks can be securely erased, as described later in this document.

e Datastores: Presents the datastores present in the cluster, and allows for datastores to be created,
mounted, unmounted, edited or deleted, as described earlier in this document as part of the cluster setup.

e Upgrade: Upgrades to the HXDP software and Cisco UCS firmware can be initiated from this view.
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Figure 107 Cisco HyperFlex Connect - System Information

hxhw1smb

@ Dasnboard System Overview Nodes Disks 2520 18:33
MONITOR
hxhwlsmb A
O Alarms OMLINE
icrasal o
W Evenss : 27 days, 19 s, 56 minutes, 13 sk o
- o Enatiled
% Activity
ANALYZE hxhw11.HXAHVDOMZLOCAL | HXAF240C-MSSX | 11 Disks (1 Caching, 10 Persistent)
f_:ﬂ]_ Performance Online @
MANAGE Type  HyperC

System Information

Slot Number 12

1 Hypervisor Status Online | Hypervisor Address 10.1
+ 1 Datastores

—_
T Upgrade hxhv12. HXHVDOMZ.LOCAL | HXAF240C-MSSX | 110 FAMED

Online @

Hyper C

Hypervisor Status Online | Hypervisor Address 10,1

hxhw13 HEHVDOM2 LOCAL | HXAF240C-M55X | 11 Disks (1 Caching, 10 Persistent)

Online ®

Hyger €

Hypervisor Status Online | Hypervisor Address 10.104.252.129

hxhw14 HXHVDOMZ2 LOCAL |~ HXAF240C-M55X | 11 Disks (1 Caching, 10 Persistent)

Online ®

Hyger Converg

Configure Remote Management Stations for Managing VMs in HX Cluster

By default, only the Hyper-V nodes in the HX Cluster have access to the SMB share exposed by the HX
datastore. Hence, these nodes require no additional configuration for deploying and managing virtual machines in
HX cluster.

For deploying and managing virtual machines in HX cluster from a remote management station (running Windows
Remote Server Administration Tools - RSAT, System Center VMM, and so on) requires opening of port 445 to
provide access to the SMB share exposed by HX Datastore.

To allow access to SMB share on remote management stations, follow these steps:

1. SSHinto one of the HX Storage Controller VMs and find out the ensemble members in the cluster by execut-
ing the below command:

cat /etc/springpath/storfs.cfg | grep crmZKEnsemble
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pringpath/storfs

2181,192.168.11.

2. To allow access to the SMB share on remote management station, execute the following command without
any parameters as shown below:

python /opt/springpath/storfs-hyperv/FixScvmmAccess.py

root@hxhvllscvm:~# python fuptfspr gpath/storfs-hyperv/FixScvmmAccess . py
Enter Ip address of SCUHP: 10 . 10: 2. 77

PING 10.104.252.77 (10.104.252.77) 56(84) bytes of data

64 bytes from 10.1684. A7: icmp_seg=1l ttl=128 time=0.230 ms

B i ping statistics ---
s pa:kuts transmltted 1 received, 0% packet loss, time Oms
rtt min/avg/max/mdev = 0.230/0.230/0.230/0.000 ms
root@hxhvllscvm:~# [

2

3. From the remote management station execute the below PowerShell script to verify access to the SMB
share:

Test-Path \\FQDN HX SMB Access Point>

PS C:\Users\administrator.HXHVDOM2> test-path \\hxhvlsmb.hxhvdom2.local\hxds

False
PSs C:\Usershadministrator.HXHVDOM2 >

4. If the output of the above command is “false”, edit/modify the hosts file on the remote management station by
adding an entry to map the FQDN of HX SMB Access point with its IP address for name resolution as shown
below:
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PS C:\Users\administrator.HXHVDOM2> Get-Content C:\Windows\System32\drivers\etc\hosts
Copyright (c) 1993-2809 Microsoft Corp.

This is a sample HOSTS file used by Microsoft TCP/IP for Windows.

This file contains the mappings of IP addresses to host names. Each
entry should be kept on an individual line. The IP address should

be placed in the first column followed by the corresponding host name.
The IP address and the host name should be separated by at least one
space.

Additionally, comments (such as these) may be inserted on individual

lines or following the machine name denoted by a '#' symbol.
For example:

102.54.94, rhino.acme.com source server
X.acme.com x client host

localhost name resolution is handled within DNS itself.
127.0.0.1 localhost
S localhost

16.164.252.135 hxhvlismb.hxhvdom2.local
PS C:\Users\administrator.HXHVDOM2>

5. Verify the above configuration using the “test-path” PowerShell command and/or by accessing the SMB share
using file explorer as shown in the following screenshots:

PS C:\Usershadministrator.HXHVDOM2> test-path \\hxhvlsmb.hxhvdom2.local\hxds1
True
PS C:‘\Usershadministrator.HXHVDOMZ >

|+ = | Hyper-V

I Home Share View

« i | Yhhvlsmb.hxhvdom?2.localhxds 1
Mame Date modified Type

#F Quick access

Backup 0/5/2019 5:45 AM File folder

Deskto

L P [50s /16,2019 1:42 Ab File folder
¥ Downloads VHDs 9/6/2019 1:06 AM  File folder
= Documents Virtual Machines 9/6/2019 1:29 AM  File folder

Microsoft Hyper-V Manager

Hyper-V Manager is a free GUI-based administration tool for managing Hyper-V hosts and virtual machines, both
locally and remotely. By default, the management tool is installed locally on Windows Servers where the Hyper-V
role is enabled. To manage Hyper-V hosts from remote Windows client/server, Remote Server Administration
Tools (RSAT) feature needs to be installed

To manage Hyper-V hosts from a remote management station, follow these steps:
1. Install the RSAT tools for Hyper-V using the following PowerShell command:
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Install-WindowsFeature rsat-hyper-v-tools

2. Complete the steps described in the above section " Configuring Remote Management Stations for Managing
VMs in HX Cluster."

Basic management functions like changing the default store location for virtual machine files and creating virtual
machines are described in the following sections. For more information about managing Hyper-V using Hyper-V
manager refer to the Microsoft website.

Change the Default Location to Store the Virtual Machine Files using Hyper-V Manager

To change the default location, follow these steps:

1. Open the Server Manager dashboard and click Tools. Click Hyper-V Manager. The Hyper-V Manager console
appears.

Figure 108 Hyper-V Manager - Connect to Server

24 Hyper-V Manager -
File  Action View Help
&= |7 H
Hyper-¥ Manager i
% L - Hyper-\ Manager provides the tools and information you can LS
use to manage a vitualization server. Hyper-V Manager
E Connect to Server...
Introduction (=) View
A virttualization server is a physical computer that provides the E Help
resources required to run virtual machines. You can use Hyper-\
Mananarts arata seefinies ond manoas tha vidial mashinas sn

2. Inthe left pane, select Hyper-V Manager and click Connect to Server....

Figure 109 Hyper-V Manager - Select Computer

Select Computer by

Connect to vitualization server

() Local computer

(@ Another computer: |}‘nd'w1'l| Browse...
[] Connect as another user: <none> Sat Use

3. Inthe Select Computer dialog box, select Another computer and type in the name of the Hyper-V node (for
example, HXHV1) that belongs to the Hyper-V cluster. Click OK.

4. Repeat steps 1-3 for each Hyper-V node in the HyperFlex cluster.
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Figure 110 Hyper-V Manager - View
2 & Hyper-V Manager — O >
File Action View Help
=5
% Hyper-V Manager Actions
Virtual Machines
B HxHV11 - HXHV11 -~
% HXHV12 Mame State CPU Usage Assigned Memory Uptime
B HxHV12 . g New »
E StCHVM Running 0% 73728 MB 3.03:45:01 )
BR HxHv14 < [ Import Virtual...
] Hyper-V Setti..
| Checkpoints [] Hyper-V et
 — EB Virtual Switch...
The selected virtual machine has no checkpoirts. L irtual SAM .
ea Edit Disk...
' Inspect Disk...
| StCtivM m) Stop Service
X Remove Server
Created: 8/29/2013 2:35:53 AM Clustered: Mo
Configuration Version: 5.0 Heartbeat: OK © Refresh
Aep View »
Generation: 1
Notes: HCLUSTERINVARIANTE Help
82a3i%e1feb6-443c-B2ad-8
a0163eccd%} SR -
-E Connect...
e Mamnnr | Mahundinn | Ranlicatinn
< > ||« > E¥ Settings...

‘ﬁ For a fresh installation, the storage controller virtual machine (StCtIVM) in the only virtual machine
that appears in Virtual Machines pane in the Hyper-V Manager console. Virtual machines appear in
the list under this pane as they are added in each node.

5. Select a Hyper-V server and click the Hyper-V settings and change the default folder location to store the vir-
tual hard disk and virtual machine files as shown below.

Figure 111 Hyper-V Manager - Virtual Machine VHD Location

| Hyper-V Settings for HXHV11

-

I, virtual Hard Disks

= Virtual Machines

& Physical GPUs
Manage RemoteFX GPUs

Whahv 1smb., hxhwdom 2. localthxds. ..

Vhachw 1smb. hxhvdom 2. localthads. ...

Virtual Hard Disks

Spedfy the default folder to store wirtual hard disk files.

| VWhixchw 1smb. hxchwdom 2. localthxds 1\Hyper-v\WHDs

181

Browse...



Management

Figure 112 Hyper-V Manager - Virtual Machine Configuration Files Location

[ Hyper-V Settings for HXHV11

% Server = | Virtual Machines
o Virtual Hard Disks
Whichy 1smb. hxhvdom2. localthxds. ..

i.' Virtual Machines “ﬁh}d’w 1smb. hxchwdom2.localthds 1\Hyper-v

Spedfy the default folder to store virtual machine configuration files,

Vhahy 1smb. hxhvdom 2. localthxds. .
& Physical GPUs Browse. ..
Manage RemoteFX GPUs

Create Virtual Machines using Hyper-V Manager

To create Virtual machines using the Hyper-V manager, follow these steps:

1. Open Hyper-V Manager from the Server Manager > Tools.

2. Select a Hyper-V server, and right-click and select New > Create a virtual machine. The Hyper-V Manager
New Virtual Machine wizard displays.

Figure 113 Hyper-V Manager - Create New Virtual Machine
§§ Hyper-Y¥ Manager

File Action View Help
=5 == H

ﬁ Hyper-Y Managei

|| | Wirtozl Machinac

HxHY11
% LV Mew ¥ YVirtual Machine... ﬁ
F. 1ory ptirr
Import YVirtual Machine... Hard Disk...
Bl HxHV 12 P 8104
Floppy Disk...

Hyper-Y Settings...
Virtual Switch Manager...
Virtual SAM Manager...

3. In the Before you Begin page, click Next.

4. In the Specify Name and Location page, enter a name for the virtual machine configuration file. The location
for the virtual machine click Next.
5. In the Specify Generation page, choose either Generation 1 or Generation 2.

6. Inthe Assign Memory page, set the start memory value (For example - 2048 MB). Click Next.
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Figure 114 Hyper-V Manager - Assign New Virtual Machine Memory

7.

EH Mew Virtual Machine Wizard >

2 Assign Memory

Before You Begin Spedify the amount of memary to allocate to this virtual machine. You can specify an amount from 32
ME through 12582912 ME. To improve performance, specify more than the minimum amount
recommended for the operating system.

Specfy Generation Startup memary: M

Specify Mame and Location

[] use Dynamic Memary for this virtual machine.
Configure Metworking

When you dedde how much memory to assign to a virtual machine, consider how you intend to

Iriemoons snilas use the virtual machine and the operating system that it will run.

Installation Options

Sumrnary

In the Configure Networking page, select a network connection for the virtual machine to use from a list of ex-
isting virtual switches.

Figure 115 Hyper-V Manager - Configure Networking

8.

s

E Mew Virtual Machine Wizard ;

t Configure Networking

Before You Begin Each new wirtual machine indudes & network adapter. You can configure the netwark adapter to use a

virtual switch, or it can remain disconnected.
Specify Mame and Location !

Specify Generation Connection: Mot Connected w

Mot Connected
vawitch-hx-inband-mgmt
vawitch-hx-storage-data

Assign Memary

Configure Metworking iteh-h o
VEW x-vm-netwaork

Connect Virtual Hard Disk
Installation Options

Summary

In the Connect Virtual Hard Disk page, select Create a Virtual Hard Disk page, and enter the name, location
and size for the virtual hard disk. Click Next.
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Figure 116 Hyper-V Manager - Connect VHD to New Virtual Machine
EH Mew Virtual Machine Wizard

Ea Connect Virtual Hard Disk

Befare You Beqin A virtual machine requires storage so that you can install an operating system. You can spedfy the

storage now or configure it later by modifying the virtual machine’s properties.
Specify Name and Location - g y modifying prop

(@) Create a virtual hard disk
Use this option to create a VHDX dynamically expanding virtual hard disk.

Specify Generation

Assign Memory
Configure Networking VSR = Virtual Machine. vhds |
Connect Virtual Hard Disk Location: |'n,'n,l'uxhvsmb.hxhvdu:um1.||:|ca|'|,I-IXDS 1\Hyper-ViWHDsY, | Browse...

Installation Options
Size: GB (Maximum: 564 TE)

Summary

() Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, either YHD or VHDX format.

Vhachwvsmb. hxhvdom 1. local\HXDS 1\Hyper-V\WHDsY,

() Attach a virtual hard disk later
Use this option to skip this step now and attach an existing virtual hard disk later.

9. In the Installation Options, you can leave the default option Install an operating system later selected. Click
Next.

10. In the Summary page, verify that the list of options displayed are correct. Click Finish.

11. In Hyper-V Manager, right-click the virtual machine to perform various operations like Connect, Edit Settings,
Start/Stop, and so on.

ﬂ By default, virtual machines created using Hyper-V Manager are not highly available and they become
unavailable if the host server goes down for some reason. However, you can convert these standalone
(non-highly available) virtual machines into clustered virtual machine roles using failover cluster manager
for high availability.

Windows Failover Cluster Manager

Cisco HyperFlex DataPlatform installer creates the Hyper-V Failover Cluster during the deployment of HX Cluster,
and this can be managed both remotely and locally using the Failover Cluster Manager. It is installed when you
install the Failover Clustering Tools, which you can do either through a full Failover Cluster installation or a tools-
only installation on a remote Windows 10 or 2016 Server.

ﬂ By default, virtual machines created using Failover Cluster Manager are highly available and are treated
as clustered virtual machine roles. You can also convert a standalone virtual machine into a clustered role
using failover cluster manager. By creating clustered virtual machines, you can consolidate multiple serv-
ers on one physical server without causing that server to become a single point of failure. Instead, if that
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server, or cluster node, fails or requires scheduled maintenance, then another node begins to run the vir-
tual machines instead through a process known as failover.

To manage the Hyper-V Failover Cluster in HyperFlex System from a remote management host, follow these
steps:

1. Install the RSAT tools for Failover Cluster using the below PowerShell command:
Install-WindowsFeature RSAT-Clustering-MGMT

2. Complete the steps described in the above section " Configuring Remote Management Stations for Managing
VMs in HX Cluster"

To create the clustered virtual machine role using the Failover Cluster Manager, follow these steps:

‘ﬁ For more information about managing Hyper-V Cluster using Failover Cluster Manager refer to the
Microsoft website.

1. In the Failover Cluster Manager console, under the Actions pane, click Connect to Cluster...

Figure 117 Failover Cluster Manager - Connect to Cluster

3_’_25 Failowver Cluster Manager —

File Action View Help

= | H
= Failover Cluster Mananer IW Betane
Validate Configuration.., .
3, validate hardware for potential Failover Cluster Manager
Create Cluster... I ST I R E j@ Validate Configuration

Connect to Cluster... -
B2 Create Cluster...

L= ’ 554; Connect to Cluster...
Refresh iwdependent computers that work View
ability of server roles. The
Properties e poes fals wmwther node G} Refresh
Help his process is known as failover. D Properties

2. Inthe Select Cluster dialog box, click Browse to navigate to the Hyper-V cluster name. Click OK.
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Figure 118 Failover Cluster Manager - View

Z Failover Cluster Manager — O x
File Action View Help
= xnm |
R Cge MBS LR B Cluster HXHVIWFC.HXHVDOM2.LOCAL Actions
W .ﬁ; HAHVIWFC . HXHVDO HXHVIWEC HY .. -
T Roles 3" Summary of Cluster HXHVIWFC : e
3 Modes =5 &9 Configure ...
.?ﬁ HXHV1IWFC has 9 clustered roles and 4 nodes. -
> e ?::;;91 Name: HXHVIWFC HXHVDOM2LOCAL Networks: hinband-mant, hicstorage- | 1 Validate Clu...
S Networks Cimvent Host Server- o1l Subnets: 4 IPv4 and 01Pv6 B View Valida...
Cluster Events )
Recent Cluster Events: None in the last 24 hours 5’,‘- Add Node...
Witness: File Share Witness (\\odhv2dcCluster_FSW) .
4 Close Conn...
. ' Reset Rece..
() Configure o
More Actions #
B Wiew b
() Navigate
| Refresh
B Properties
(~) Cluster Core Resources
E Help
Mame Status b~
Server Mame
= " Name: HXHVIWFC (#) Orline
j‘; IP Address: 10.104.252 136 @ Online
Fle Share Witness
[@s File Share Witness (\whv2dc \Cluster_FSW) @ Cnline N
3. Inthe left pane, click Roles > Virtual Machines... > New Virtual Machines. ...
Figure 119 Failover Cluster Manager - Create a Role (Virtual Machine)
‘E‘i Failover Cluster Manager — O
File Actiocn View Help
o= |27 H
5% Failover Cluster Manager Roles (0) Actions
SiE]
7 ""ﬁ%ﬁ'}'{“']w“'“wmmmm' eries v |k ¥ |{v]' | Roles
OIES
_Eﬁ Mode Configure Role... Status Type % Configure Role..
5 [ Stora ; ;
*; Netu Virtual Machines... > New Virtual Machine... Virtual Machines...
Clust Create Empty Role D T Create Empty Role

4. In the New Virtual Machine dialog box, search and select the Hyper-V node where you wish to create new
virtual machines. Click OK. The New Virtual Machine wizard appears.
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Figure 120 Failover Cluster Manager - New Virtual Machine Target Host
Mew Yirtual Machine n

Select the target cluster node for Virtual Machine creation.
Look for:

| £ Search | Clear

Cluster nodes:

Mame Status
d hxnet ® up
3 hxhvi2 (¥) Up
d hxwe13 ® up
g hxhvi4 (®) Up

5. In the Before You Begin page, click Next.

6. Inthe Specify Name and Location page, choose a name for the virtual machine, and specify the location or
drive where the virtual machine will be stored. Click Next.

7. In the Specify Generation page, select the generation of virtual machine you want to use (Generation 1 or
Generation 2) and click Next.

8. In the Assign Memory page, enter the amount of memory that you want for the virtual machine. Click Next.
9. In the Connect Virtual Hard Disk page, enter the name, location and hard drive size. Click Next.
10. In the Installation Options page, select the install location for the OS. Click Next.

11. In the Summary page, review the options selected and click Finish.
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Figure 121 Failover Cluster Manager - New Virtual Machine Summary
EH new Virtual Machine Wizard *

i | Completing the New Virtual Machine Wizard

Before You Begin You have successfully completed the Mew Virtual Machine Wizard. You are about to create the

following virtual machine.
Specify Name and Location s

Specify Generation Description:

Assign Memaory Mame: WMo2

Generation: Generation 2

Memory: 4096 MB

Connect Virtual Hard Disk Metwork:  vewitch-hx-vm-netwark

Hard Disk:  YWhxhw 1smb, hxhvdom2. localthxds 1Y Hyper-viWHDs WMO 2, vhdx (VHDX, dynamically expa

Configure Networking

£ >

To create the virtual machine and dose the wizard, dick Finish,

< Previous Cancel

12. After clicking Finish on the Summary page, the VM is configured for high availability as shown in the following
screenshots. Next power ON the VM and install the operating system.
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Figure 122 Failover Cluster Manager - High Availability Wizard

&}] High Availability Wizard >
Summary
Configure High High availability was successfully configured for the role.
Awailability
Result
WMoz Success
Results by Category
Virtual Machine Success
To view the report created by the wizard, click View Report. View Report...

To close this wizard, click Finish.

Figure 123 Failover Cluster Manager - Role View
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9/16/2019 2:55:177 FM Operating System Version: 10.0.10011
9.0
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189



Management

Microsoft System Center Virtual Machine Manager 2019

The Hyper-V Cluster can also be managed using the Microsoft System Center Virtual Manager. At the time of the
publishing this document, there is no HX plug-in or SMI-S integration with the HX Storage. However, the Hyper-V
Cluster can still be managed using the SCVMM without these features.

To manage the Hyper-V Failover Cluster in HyperFlex System using SCVMM, follow these steps:

1. Install System Center VMM 2019 to manage Windows Servers 2016/2019 in VMM fabric. For more details
on system requirement, refer below link

https://docs.microsoft.com/en-us/system-center/vmm/system-requirements?view=sc-vimm-2019

2. Complete the steps described in the above section " Configuring Remote Management Stations for Managing
VMs in HX Cluster"

‘ﬁ Installing Microsoft SCVMM is beyond the scope of this document. The following steps cover the
basic procedure to add the HyperFlex Hyper-V Cluster to SCVMM and configure storage for manag-

ing.

Create Run-As Account for Managing the Hyper-V Cluster

A Run As account is a container for a set of stored credentials. In VMM a Run As account can be provided for any
process that requires credentials. Administrators and Delegated Administrators can create Run As accounts. For
this deployment, a Run As account should be created for adding Hyper-V hosts and clusters.

To create a Run As account, follow these steps:

1. Click Settings and in Create click Create Run As Account.

E Administrator - SCVMM2019.HXHVDOMZ.LOCAL - Virtual Machine Manager (Evaluation Version - 180 days remaining;

—

g | i = e | E¥ PowerShell . v
td & = _ -
328 E Y E [ Jobs )\
Create  Create Run Create Servicing Import Backup N Enable Disable | Delete
User Role As Account Window Console Add-in Lalte
Settings <« Run As Accounts (3)
& General . |
2 User Roles || Mame - | Descrip... | O... | User... | Enabled
MNT AUTHORITY\LocalService O Ves
['E, Run As Accounts .
|E=$ Create Run As Account ||“‘:E & ves
E= Servicing Windows [ NT AUTHORITY\System @ VYes

.3}5 Configuration Provide ~
e VMs and Services

Fabric

Library
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2. In Create Run As Account specify name and optional description to identify the credentials in VMM.

3. In User name and Password specify the credentials. The credentials can be a valid Active Directory user or
group account, or local credentials.

4.

Clear Validate domain credentials if it is not required and click OK to create the Run As account.

Manage Servers and Clusters
To add the HyperFlex Hyper-V Cluster to the SCVMM, follow these steps:

1. Open the SCYMM administrator Console and click Fabric > Servers > All Hosts.
2. Right-click All Hosts and Create a folder for the HyperFlex Hyper-V Cluster.

3. Right-click the newly created folder and click Add Hyper-V Hosts and Clusters.

Figure 124 SCVMM - Create a Host Group
Administrator - SCVMM2019.HXHVDOM2.LOCAL - Virtual Machine Manager (Evaluation Version - 1

Home Folder

ol = = 1 : o~ P o—
L ! I L.t 2
I
Create Add Overview| Fabric | Compliance Scan  Remediate Compliance Upd
- Resources - Resources Properties Age
Create Add Show

SNOW L.ompliance

Fabric < | Hosts (0)

= ﬂ Servers |

1 All Hosts ' = =

= s = | Job Sta... ~ | CPU Avera...
Add Hyper-V Hosts and Clust !

% 54, Infrastructu yperl o ane T E no items fo show in this view

a Add VMware ESX Hosts and Clusters
b - Networking |7

~ Create Host Group |

g Storage Iﬁ%‘- Move

& View Metworking

7S Delete
2% \VMs and Ser e

3. Fabric

4. In the Credentials section, select Use an existing Run As account and select the account created in the previ-

ous section.

5. In the Discovery scope, enter the FQDN of HyperFlex Hyper-V Cluster as shown below.
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Figure 125 SCVMM - Discovery Scope

qﬁ Add Resource Wizard

€ Discovery Scope

Resource Location Specify the search scope for virtual machine host candidates

Credentials Search for computers by whole or partial names, FODMs, and IP addresses. Alternatively, you may
generate an Active Directory query to discover the desired computers.

Discovery Scope
(@ Specify Windows Server computers by names

Target Resources () Specify an Active Directory query to search for Windows Server computers

Host Settings
Enter the computer names of the hosts or host candidates that you want VMM to manage. Each

Summary computer name must be on a separate line.

Computer names:

hudhw 1wic.hxhvdom?2.local

[] Skip AD verification

Examples:  serverl
serverl.contoso.com
10.0.1.1
2a01:110:1e:3:f8ffcfedd:23

Previous || Mext || Cancel

6. Inthe Target Resources page, select all the discovered hosts and click Next.
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Figure 126 SCVMM - Target Resources

*2 Add Resource Wizard *

F Target Resources

Resource Location Select the computers that you want to add as hosts
Credentials
Discovered computers:

Discovery Scope Computer Name Operating System Hypervisor
Target Resources HYXHVIWFC.HXHVDOM2.LOCAL Windows Server 2019 Datacenter Unknown

“ hxhw1 2. HXHVDOM2.LOCAL Windows Server 2019 Datacenter Unknown
Host Settings _

“ hachw 14 HXHVDOMZ. LOCAL Windows Server 2019 Datacenter Unknown
Summary “ hxhwd 1. HXHVDOM2.LOCAL Windows Server 2019 Datacenter Unknown

“ hxhw1 3. HXHVDOM2.LOCAL Windows Server 2019 Datacenter Unknown

Selectall || Refresh || Stop
| Previous | | Mext | | Cancel

7. In the Host Settings page, select the appropriate Host group and click Next.

Figure 127 SCVMM - Host Settings

"ﬁ Add Resource Wizard

£ Host Settings

Resource Location Specify a host group and virtual machine placement path settings for hosts

Credentials
Assign the selected computers to the following host group:

Discovery Scope =
Host group: | # Hyperflex

Target Resources

If any of the selected hosts are currently managed by another Virtual Machine Manager (VMM)

s environment, select this option to reassociate the hosts with this VMM management server.

Summary [] Reassociate this host with this VMM environment

8. In the summary page, confirm the settings and click Finish.

9. A job window pops-up showing the progress of adding virtual machine hosts.
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lobs

Recent Jobs (11)

| Name
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Figure 128 SCVMM - Servers View Showing Virtual Machine Hosts Added

Server Tools
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Networking

HyperFlex installer configures the cluster networking end-to-end. Network teams and Hyper-V virtual switches
are created for the Management, Storage, VM Network and Live Migration networks specified during the installer.

To create the Network Sites and add them to the logical networks created by the installer, follow these steps:
1. Under Fabric -> Networking -> Logical Networks, find the Logical Network created by the installer.

2. Right-click and select ‘Properties’ of the logical network.

Figure 129 SCVMM - Logical Network
| Administrater - SCVMM2019.HXHVDOM2.LOCAL - Virtual Machine Manager (Evaluation Version - 180 da
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3. Under Network Site, add a site so a VLAN can be specified on the Logical Network.
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Figure 130 SCVMM - Network Site

rirt vswitch-hx-vm-network Properties x

Name Network sites
: MNetwork sites can be added to a logical network to associate VLANSs and subnets to host groups.
Network Site
Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29C0:184F:3A2C: /64,

| Add |==m Remove

] vswitch-hx-vm-netwe...  Hoct groups that can use this network site:
= 2 All Hosts
+| P HyperFlex

Aszociated VLANs and IP subnets:

VLAN IP subnet Insert row
374 172.18.0.0116 Delete row
Metwork site name: vawitch-hx-vm-network_0
View Script OK | ‘ Cancel

4. When the network site is created, make sure each host in the cluster has the proper VLAN checked in its
properties. This can be found under the properties of each host, under Hardware -> and scroll to the ‘team-
hx-vm-network’.

Storage

Datastores created in the HyperFlex Connect, presents a SMB share to be used by the HyperFlex Hyper-V nodes
to place Virtual Machine files on it. The naming convention is ‘\\<hxClustername>\<DatastoreName>".

To add the HX Datastores (SMB Share path) to the Hyper-V Cluster nodes, follow these steps:

1. Right-click the Cluster ‘HXHVWFC’, select Properties and click ‘File Share Storage’.
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Figure 131 SCVMM - Cluster Properties File Share Storage

ﬁ HXHVIWFC.HXHVDOM2.LOCAL Properties >
General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
File Share Path Access Status Classification | Free Space Total Capacity

Available Storage

File Share Storage

Shared Volumes
Virtual Switches

Custom Properties

2. Click Add to specify the UNC path for the datastore and enter the File share path.

Figure 132 SCVMM - Cluster Properties Add File Share
Add File Share ® |

Specify a valid SMB share path to use for VM
deployment

File share path: | Ywhxhv1 smb.hxhvdDmE.local‘ghxds'll

To register a file share to this cluster, select a managed file share from the
list or enter the UNC path for an unmanaged file share.

For ranaged shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the YMM
cluster management account have access to the file share,

Te bring a file share into management: in the VMM conscle, open the Fabric
waorkspace, click the Providers node, and then click "Add Storage Device."

QK | | Cancel

3. Click OK.
4. Repeat steps 2 and 3 to add other datastores if you want to deploy new virtual machines from SCVMM.

5. Right-click and click the host cluster and the access status of the file share path turns green as shown below:
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Figure 133 SCVMM - Cluster Properties File Share Storage Status
B HXHVIWFC HXHVDOM2.LOCAL Properties

General File Share Storage
Status The fellowing file shares will be available as storage locations for VMs deployed to nodes in this cluster:
File Share Path Access Status | Classification Free Space Tetal Capacity

Available Storage

File Share Storage

Shared Volumes

Whachw 1smb.hxhvdom2 localhhxds1 Ifz'] Remote Storage 5,091.86 GB 512000 GB

6. Verify the above configuration is applied to all Hyper-V nodes in the cluster by checking their properties by
clicking Storage as shown below.

Figure 134 SCVMM - Host Properties Storage

ﬁ hxhw 11 HXHYDOMZ. LOCAL Properties

#*

General B S‘torage
Status HE Add
El Disk File share path: YWhehvlsmb.hxhvdom2.localhxds1
Hardware . .
. \W\PHVYSICALDRIVED Classification: R_Emcute Storage
Host Access 223.57 GB (9512 GEB... Access to file share: 'ﬂ'

Bl i5CSI1 Arrays
Virtual Machine Paths

=l Fibre Channel Arrays

Reserves
E El SAS Arrays
Storage
El File Shares
Virtual Switches Whahwlsmb.hchvdom...

I
5,120.00 GB (5,001.86...

Migration Settings

Create a Virtual Machine using SCVMM

To create and deploy virtual machines in the System Center - Virtual Machine Manager (VMM) fabric, from an
existing virtual hard disk (VHDX) that has been generalized using Sysprep and copied to the VMM library, follow
these steps:

ﬂ Using SCVMM, you have the option to either create highly available or non-highly available virtual ma-
chines.

1. Click Virtual Machines and Services > Create Virtual Machine > Create Virtual Machine.
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Figure 135 SCVMM - Create a Virtual Machine

Home Falder Virtual Machine

= Virtual Machine Tools Administrator - SCVMM2019.HXHVDOM2.LOCAL -

& F A @ @@ 4

Create Create Host Create VM | Assign | Owerview| VMs |Services VM

Cloud Group MNetwork Cloud MNetwor
| . Create Virtual Machine Cloud Show
VMs and 3’ Convert Virtual Mih Create Virtual Machine
‘K—}Tenants I_
& Clouds . | Marme Status = | Virtual Machine State ™ | Hest
- ﬂg StCHivM Running Running hixhw 11
w5 Azure Subscripti :
& Azure Subscriptions I wmos Runming  Running hbel 1

2. In Create Virtual Machine Wizard > Select Source, click Use an existing virtual machine, virtual machine tem-

plate, or virtual hard disk > Browse. Select an existing VHD.

Figure 136 SCVMM - Select Source for New VM Virtual Machine

E Create Virtual Machine Wizard

Select Source

| Select Source | Select the source for the new virtual machine
Identrty o . . 3 .
(®) Use an existing virtual machine, VM template, or virtual hard disk
Configure Hardware |W2916_Temp.vhdx | | Browse...
Select Destination () Create the new virtual machine with a blank virtual hard disk
Select Cloud
Add Properties
Summary

3. Inldentity, specify the virtual machine name and an optional description. If the VHD you choose is in the .vhdx
format, in the Generation box, select Generation 1 or Generation 2. Click Next.
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Figure 137 SCVMM - Create New Virtual Machine Name and Generation

ﬁ Create Virtual Machine Wizard

Select Source Specify Virtual Machine Identity
Identity ‘
Virtual machine name: |Demu‘u"h'1
Configure Hardware Description:
Select Destination
select Cloud Generation: Generation 2
Add Properties [] Turn on shielding support in the virtual machine after deploying it
Surnmary

4. In Configure Hardware, either select the profile that you want to use from the Hardware profile list or configure
the hardware settings manually. Click Next.

Figure 138 SCVMM - Configure Hardware for New Virtual Machine
E Create Virtual Machine Wizard

Configure Hardware

Select Source Configure hardware for the virtual machine. You can import settings from a hardware pre
Identity new profile based on your settings.
Configure Hardware Hardware profile: | [Default - create new hardware configuration settings]

Select Destination H 2T | !H' New ¢ Remoave

# Compatibility o Compatibility
select Cloud Cloud Capability Profiles
) % General Select the capability profile that will be used to create this virtual machine. ¥
Add Properties R Processor that the settings provided are compatible with this capability profile,
Summary 1 processor MNarme Description %
Memo
- 1024 Mg (1 [=7] ESX Server The built-in fabric capability profil...
% Bus Configuration O [=] Hyper-v The built-in fabric capability profil...

@ €& SCS| Adapter 0
2 Devices attached

9y W2016_Temp.vhdx
7500GB. 100

] Advanced
4 Virtual DVD drive
Mo Media Captured
% Network Adapters

@ Metwork Adapter 1
Mot connected

5. In the Configure Hardware > Advanced > Availability section, you have the option to make the virtual machine
highly available by selecting the ‘Make the virtual machine highly available'.
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Figure 139 SCVMM - Configure Hardware for Highly Available Virtual Machine

E Create Virtual Machine Wizard

Configure Hardware

Select Source

Identity

Configure Hardware

6.

7.

Select Destination
Select Cloud
Add Properties

Summary

Configure hardware for the virtual machine. You can import settings from a hardware profile or save a
new profile based on your settings.

Hardware profile: | [Default - create new hardware configuration settings]

| Save As #Ne‘w 7. Remove

% Compatibility -~

Cloud Capability Profiles
% General

R Processor
2 processors

g Memory
4095 M8

% Bus Configuration

@ €& 5CS| Adapter 0
2 Devices attached

9 e W2016_Temp.vhdx
75.00GB, D0
=] Advanced

&% Virtual DVD drive
No Media Captured

% Network Adapters

B Metwork Adapter 1

Connecfed fo vewiohfw-v...

£ Availability

Availability sets

Use availability sets to identify virtual machines that you want VMM to keep on separate
hasts for improved continuity of service.

Manage availability sets |

High availability

This option places the virtual machine on a virtualization server that is part of a host cluster.
Make this virtual machine highly available

Virtual machine priority

This setting assigns a priority to the virtual machine to be used when the virtual machines are
started or placed on a nede. Virtual machines are started in priority order up to the limits of
the host cluster node.

In Select Destination, place the virtual machine on a host by selecting the destination folder. Click Next.

In Select Host, select a Hyper-V host for the virtual machine or leave with default selection. Click Next.
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Figure 140 SCVMM - Select Host for New Virtual Machine

E Create Virtual Machine Wizard X
Select Source Select a destination for the virtual machine
Identity Destinations are rated based on the virtual machine requirements and on the default placement options,
Configure Hardware ‘ Expected Utilization...
Select Destination
|search J2 v|in | Al Hosts\HyperFlex v
Select Host ‘ ) - . -
Rating Destination Warnings Transfer Type Metwor... ™
Configure Settings Lrorrtd [ hxwl3HXHVDOMZLOCAL = Network
Add Properties Lriririedc [ hehvl1HXHVDOMZ2LOCAL & Network
WOW W W b 12 HXHVDOM2 LOCAL &, Network
Summary
irirdrdrdr B hehvl4HXHVDOM2LOCAL . Network N
Placement has finished calculating ratings for each potential destination of this virtual machine,
(%) Details
Details Rating Explanation Deployment and Transfer Explanation
Description -
Status oK
Operating systemn Microsoft Windows Server 2019 Datacenter
Virtualization software Microsoft Hyper-V
Virtualization software status Up-to-date
Virtual machines StCHivI v
| Previous | | MNext | | Cancel | )

8. In Configure Settings, under locations browse to the HX Datastore SMB share mapped in previous sections
and select a vSwitch for the Network Adapter under Networking. Click Next.
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Figure 141 SCVMM - Configure Settings for New Virtual Machine

E Create Virtual Machine Wizard

Configure Settings

Specify the storage location en the host for the virtual machine files.

Virtual machine path:

H Browse... ‘ ¢

|| Add this path to the list of default virtual machine paths on the host

Whhw1smb.hsthvdom?2. localhxds Ty

X

Select Source Review the virtual machine settings
Identity The following values will be used when the new virtual machine is created:
Configure Hardware 2 Locations

e 1 Virtual Machine Loca...
Select Destination T r——
Select Host & Networking

B\ Metwork Adapter 0
Configure Settings | wewitchtu-vm-network
Add Properties % Fibre EEl:j Select Destination Folder
% Machine

Summary = Virtual Hal  Browsing huhy 13.HXHVDOM2 LOCAL

W2016_Te

i hochw 13 HXKHVDOMZ LOCAL
i1 Available Storage
+-E1 Cluster Shared Volumes
Eﬁﬂ File Shares
Bl “hehvismb hxhvdom? localvhxds 1 [5,091.86 GB free of 5,120.00 GB]

E-E3 HyperV
-4 Backup
0-E£1 1508
£3 VHDs

E-a

Vitual Machines

Explore directory

oK | cCancsl |

9.

In Add Properties section, select appropriate actions and click Next.

10. In the Summary page, review and confirm the settings and click Create.
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Figure 142 SCVMM - Jobs

Jobs — O *
Recent Jobs (162)
| Pl
| MName | Status ~ | Start Time * | Result Name Cwner =
@ Remove resource Completed 9/24/2019 3:02:48 AM Object Deleted HXHVDOM2\administrator ‘é’
9 Crea a [TTTTTTTTTITIT] 80% 9 9 3:02:4 emo D d
P4 lndate the nlarement sattinn Comnlsted 9242018 3-01-16 Ak DNermaoi\fhd HYHWVDOM P adminictratar -
P! Create virtual machine v
Status: (LILLLLELL L 20% | step, Mame | Status | Start Time End Time
Command:  New-5CVirtuzlMachine BN Create virtual machine  [INNNENNENEN 0% 9/24/2019 3:02:48 AM
Result name: Demal/M O 1.1 Create virtual machine ~ Completed 0/24/2019 20240 AM  9/24/2019 3:02:52 AM
Started:  9/24/2019 3:02:48 AM V] 1.2 Deploy file (using Fast Fi..Completed 9/24/2019 30252 AM  9/24/2019 3:03:41 AM
Duration:  00:00:00 @ 13 Deploy file (using LAN) Completed 9/24/2019 3:03:41 AM  9/24/2019 3:03:47 AM
Owner:  HXHVDOMZ\administrator |~ 5, 14 Change properties of vir.| 0% 9/24/2019 3:03:41 AM
V] 1.5 Fix up differencing disks Completed 9/24/2019 3:03:41 AM 9/24/2019 3:03:41 AM
Summary | Details | Change Tracking
Show this window when new objects are created Restart

11. In the VMs and Services page, right-click the newly created VM and power it ON.

Figure 143 SCVMM - Jobs

Virtual Machine Tools Administrator - SCVMM2019.HXHVDOMZLOCAL - Virtual Machine Manager (Evaluation Version - 180 dggs r...
|
- Home Folder Virtual Machine
Power Off ) Reset E & ’ =
¥ @ O g g 1@ @ B | X
o [l Pause |ed Save State Fi)
Create Shut Power - . Create Manage Connect Delete Properties
- Down [P Resume  g5jDis Checkpoint Checkpoints or View -
Create rtual Machine Windo Delete | Properties
VMs and Services < VMs (13)
75-' Tenants - |
-
2 Name Stat.. T [ Mirtwal M... 7 [ Host Cl.. |JobStat.. ~|0Q. ™ |IPAddress 5. | Operating Syste
&5 Clouds
DemoViM Rurning hxhw13 Completed . 172.18.2.29, feB0=8... Windows Servel
| Azure Subscripti :
&8 Azure Subscriptions Uy SCHVM  Running  Running hxhv14 Completed 10.104.252.134, 19.. Unknown
o VM Networks 5 My StCtvM Rurning  Running hxhw13 Completed 10.104.252,133, 19... Unknown
Storage ¥ DemoVM
4 7] All Hosts
— L Virtual machine information Logical networks Recent job
4| | HyperFlex
a ' H¥HVIWEC Status: Running vawitch-hx-vm-network Mame: Refresh
& hhvll Owner; HXHVDOM \;:du:l
- . . . N 2 Metwork adapters : achine
_ “administr fate
% WMs and Services ator 172.18.2.29, feB0:u85ea:1f2e:a183:380a Job status: 100%
'1._' Fabric Processors: 2 Completed
Memory: 4.00 GB
-
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PowerShell

Windows PowerShell is a Windows command-line shell designed especially for system administrators. Windows
PowerShell includes an interactive prompt and a scripting environment that can be used independently or in
combination. It comes installed by default in every Windows, starting with Windows 7 SP1 and Windows Server
2008 R2 SP1. Using PowerShell, the HyperFlex Hyper-V cluster environment can be managed locally or remotely
from a Windows management host running PowerShell (latest version recommended).

The figure below shows an example to create a virtual machine on a HX Hyper-V node from a remote
management station.

Flgure 144 PowerSheII - Create a New Virtual Machine

=51on -ComputerName hxhwz

VM -Name WMOZ -Generation 2 -MemoryStartupBytes 4GB -VHDPath ™\)| wsmb . hxhvdom. Tocal\HXD51Y Hyper - ¥\, VHD:

rating normally

VDOM\DoCuments> Set-\M -Name W02 -ProcessorCoumt 2
SET-VMNETWOrKADapTErylan —WMName WMO2 -Access -vlanid 3174
ator OM\,DOCUmMEnNT: TArT-VM -Name WMDZ
ministrator . KXHVDOM\DOCUmENt s> Gat-VM
Status

stCtivM Running O 3 0000 Operating normally B.
Moz Runming O 09 v 00 Operating normally 8.0

Microsoft Windows Admin Center (WAC)

Microsoft has recently launched a management tool called “Windows Admin Center”. It is a locally deployed,
browser-based app for managing servers, clusters, hyper-converged infrastructure, and Windows 10 PCs. It
comes at no additional cost beyond Windows and is ready to use in production. Windows Admin Center is the
modern evolution of "in-box" management tools, like Server Manager and MMC. It complements System Center
- it's not a replacement.

# Microsoft Windows Admin Center is a management tool launched recently and it is evolving. Cisco has
not extensively tested WAC to manage HyperFlex Hyper-V Cluster.

For more information about Windows Admin Center, refer to VWhat is Windows Admin Center?

To download Windows Admin Center, refer to Hello, Windows Admin Center

To install Windows Admin Center, refer to [nstall \Windows

Connect to Managed Nodes and Clusters

After you have completed the installation of Windows Admin Center, you can add servers or clusters to manage
from the main overview page. To add a single server or a cluster as a managed node, follow these steps:

1. Open a browser and launch the Windows Admin Center.

2. Click + Add under All Connections.
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Figure 145 Windows Admin Center Home Page
< C | A Mot secure | hitps://wachxhvdom2.local Q

Windows Admin Center m Microsoft

Windows Admin Center

All connections

} Add B39 Connect 0§ Manage as Maore 2 items | Search
0 Mame T Type Last connected Managing as Tags
|:| wac [Gateway] Server 5/8/2018, 12:01:57 PM WaACAdministrator
|:| wac.hxhvdom2.local Server Never WA Administrator

3. Choose to add a Server, Failover Cluster connection.

Figure 146 WAC - Add Connections

Windows Admin Center ™ m Microsoft

Choose the connection type

Servers
Windows PCs

Failover clusters

R VL P ¥

Hyper-conwverged clusters

4. Type the name of the server or cluster to manage and click Submit. The server or cluster will be added to
your connection list on the overview page. In this example, Hyper-V cluster is added to manage.
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Figure 147 WAC - Add Failover Cluster Connections

D
oy
10F

Windows Admin Center ™ m Microsoft >

Failover clusters

Connection tags @O

+ Add tags

Add cluster Import clusters

Cluster name *®

hxhw Twichxhvdom2.local

E| Access was denied to "hxhviwfchxhvdomZ.local®. You can still add
it to your connections list, but you'll need to provide administrator
credentials to connect to the cluster.

@ Use my Windows account for this connection

O Use another account for this connection

Username *

Enter username...

Enter password.

A\ To perform a single sign-in using your Windows account, you
might need to set up Kerberos constrained delegation.

Add with credentials Add Cancel

5. Authenticate with a managed node using ‘Single Sign-on’ or ‘Manage As’ by entering the credentials.

6. Select a server/cluster and click Edit Tags to organize your connections. This will help to filter your connection
lists.
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Figure 148 WAC - All Connections

Windows Admin Center

Windows Admin Center

m Microsoft

All connections

} Add B Connect T

Name T

|:| hixhw 11 hehvdom2. local
|:| hixhwl 2 hehvdom2. local
|:| hixhvd 3 hehvdom2. local

hxhv i wic.hxhwdom2.loca

|:| hixhwvinira

|:| hxhwvinfra2

Manage Servers with WAC

W
£
T
W
L7
=]
m
3
]
=]
1]

Server

Server

Server

Failover cluster

Server

Server

Last connected
9/27/2019, &:22:52 PM
9/3/2019, 3:37:42 PM
9/16/2019, 2:15:14 PM
9/16/2019, 1:35:40 PM
Mever

9/14/2019, 9:21:51 AM

§ items W \E

Managing as

hxhvdom2vadministrator
hxhvdom2vadministrator
hxhvdom2hadministrator
hxhvdom2administrator
hxhvdom2administrator

hxhwdom2iadministrator

To add and manage individual servers running Windows Server 2012 or later to Windows Admin Center with a
comprehensive set of tools including Devices, Events, Processes, Roles and Features, Updates, Virtual Machines

and more, follow these steps:

1. Launch WAC from a browser.

2. Click a server under All Connections. The figure below shows the tools available to manage servers.
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Figure 149 WAC - Server Manager

Windows Admin Center  Server Manage a Microsoft

hxhv11.hxhvdom2.local

Tools < Virtual machines > VMO01
Search Toals jol M Turnoff [ Shutdown [ Save  More v
B Firewal -
Properties
I= Installed Apps Il Pause
State Host O
Ry Local Users & Groups Running HXHWV11 L
<= Network ¢ Reset
Last replication Last successful checkpoint
(L 1
Sowershe R ~ 4 (© MNew checkpoint
- £ Settings
fp FTOCEES Generation Memary assigned I
2 2 GB g ¢ Rename
g‘ Registry
s$ Connect
>< Remaote Desktop Status Virtual processors g
Operating normally 2 S { Download RDP file
+3 Roles & Features
Oerstng susterm Opersting system version N ) Set up VM Protection
3 Scheduled Tasks HpErating syste Efating system vers
Windows Server 2016 10.0.14393 10.0.14393
By Senvices Datacenter
B =torage Computer name Clustered Disaster Recovery status
VMO1.HXHVDOMZ.LOCAL Yes -

Elm Storage Migration Service

glg Storage Replica

3. Click Settings under the Tools pane and change the virtual machine files default location as shown below:
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Figure 150 Figure WAC - Server Manager - Settings

Windows Admin Center  Server Manager = Microsoft

hxhv11.hxhvdom2.local

. General
Tools < Settings
- | This server is a member of the following cluster: hxhv Twichxhvdom2.local
- - ] Enera
Search To. -
Environment variables Virtual Hard Disks Bath * ()
;| Cregrview Monitori lert
onitanng alerts ‘hahvlsmb, hxhvdam?2.local\hxds 1\Hyper-\VAWHDs Browse
A Azure bybrid Power configuration
senvices Virtual Machines Path® (3}
- Remote Deskiop
= - E 1
B Agure File Sync Whxhvlsmb, hxhvdom2.localhxeds T\Hyper-\V

Role-based Access Control
,E‘ Backup
Liyper-V Host Settings Hypervisor Scheduler Type ()

9 Certificates @ Core Scheduler (Recommendsd)

General
[ Deyices . O Classic Scheduler
— Enhanced Session Mode
B events NUMA Spanning
[&l Files Live Migration
= Storage Migration
I {53 Semings Save

Manage a Failover Cluster with WAC

To manage a failover cluster with WAC, follow these steps:

1. Add Failover clusters to view and manage cluster resources, storage, network, nodes, roles, virtual machines
and virtual switches.

2. Launch WAC from a browser.

3. Select and click the cluster under All Connections. The figure below shows the tools available to view and
manage Cluster.
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Figure 151 WAC - Failover Cluster Manager

Windows Admin Center  Failover Cluster Manager & Microsoft

hxhviwfc.hxhvdom?2.local

Tools < Overview

Search Tools o] " Validate cluster [Preview) [il Remave cluster (Preview) 0 Validation reports

Search Tools -~ I
B Overview Marne Current host Clustered roles

HXHVIWFCHXHVDOM 2. LOCAL hxhv11.HXHVDOMZ2.LOCAL g
B Disks
. Metworks Digk= Witness
-4 Metworks — .
4 0 File Share Witness
;| Modes
¢ Roles Cluster resources
(2] Upastes 4 items O
= Virtual Machinez Name Status Type
S s . ~ Server name
3 Virtual Switches
« Marne: HXHVIWEFC Cnline Metwork Mame
15 Address: 10.104.252.126 Crline P Address
Infrastructure
Virtual Machine Cluster WM Cnline Wirtual Machire Cluster Wil Provider
< Other resources
Filz Shars Witnezs Criline File Share Quorum Witness

Figure 152 WAC - Failover Cluster Manager - Roles View

Windows Admin Center  Failover Cluster Manager = Microsoft
hxhviwfc.hxhvdoma2.local
Tools ¢ Roles
- q = New Mare 9 items C
Search Tools Do 9 jfems ]
MName Status Type Host server Priority
Bf Overview
v ' SCVMM DemoVM Res...  Running Virtual machine hxbe13 Iedium
Disks VMot Running Virtual machine hxhred 1 Iedium
Vivoz Rurnning Virtual machine hxbe12 IMedium
& Metworks
Vivos Rurnning Virtual machine hxbe12 IMedium
B MNodes
o WViviod Running Virtual machine hxhreld IWedium
;ﬁ Roles VO3 Running Virtual machine hxhvl1 Medium
— /MODE i firtual machin vl Medium
[i’] Updates Wi Rurnning Virtual machine by diu
ViMoT Rurnning Virtual machine hxhel2 Iedium
¢ Wirtual Machines
VIMOS Running Virtual machine hihid Iedium
Virtual Switches

4. Click Virtual Machines under the Tools pane and create a new Highly Available Virtual Machine as shown be-
low:
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dmin Center i ster Manager m Microsoft

hxhviwfc.hxhvdom?2.local

https:/fwac.hxhvwdom2.local

New virtual machine

Mame *

TestVh1 |

Generation

Generation 2 (Recommended) L |

Host

hechwl 2 hethvedom2 Jocal (Recommended) w |

Path ()

‘Whahwismbhxhwdom?2 localyhxds1yH: ' | m

Virtual processors

[ Eretie nested virtualizatian
@ simultanecus muttithreading is enabled for increased
performance.

Memaory
Memary (GE)
£ |

|:| U=e dynamic memony
Minimum RAdA (GE)

05 |

Maximum RAM (GB)

[1oae |

Network

Metwark adapter

| vawitch-ha-wrm-network W

Storage

‘& Refer to the Appendix section C: Live Migration of Virtual Machines Between a Standalone Hyper-V
Host and HyperFlex Hyper-V Host to configure the Live Migration of virtual machines between a

Standalone Hyper-V host and HyperFlex Hyper-V hosts.
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Appendix

A: Cluster Capacity Calculations

HyperFlex HX Data Platform cluster capacity is calculated as follows:

(((<capacity disk size in GB> X 10"9) / 1024"3) X <number of capacity disks per node> X <number of HyperFlex
nodes> X 0.92) / replication factor

Divide the result by 1024 to get a value in TiB
The replication factor value is 3 if the HX cluster is set to RF=3, and the value is 2 if the HX cluster is set to RF=2.

The 0.92 multiplier accounts for an 8% reservation set aside on each disk by the HX Data Platform software for
various internal filesystem functions.

Calculation example:

<capacity disk size in GB> = 960

<number of capacity disks per node> = 8 for an HXAF220c-M5SX model server
<number of HyperFlex nodes> = 8

replication factor = 3

Result: (((960*10"9)/102473)*8*8*0.92)/3 = 17547.6074

17547.6074/ 1024 =17.14 TiB

B: Install Microsoft Windows Server 2016/2019

The Windows I1SO and HyperFlex Driver image files must be placed on a shared location (such as HX Installer) that
is reachable from Cisco UCS Manager and the Out-of-band subnet. Use the following steps to download and
host the HyperFlex Driver Image and Windows ISO in a shared location within the installer VM.

To install Windows Server 2016/2019 and apply Cisco HyperFlex driver image on all HX nodes, follow these high-
level steps.

e Configure Cisco UCS Manager using HX Installer
e Configure Cisco UCS vMedia and Boot Palicies
e Install Microsoft Windows Server 2019 OS

e Undo vMedia and Boot Policy Changes

Configure Cisco UCS Manager using HX Installer

To complete this step, refer to section HyperFlex Installation.
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Configure Cisco UCS vMedia and Boot Policies

By using a Cisco UCS vMedia policy, the Windows Server 2016 media ISO file and Cisco HyperElex Driver image

can be mounted to all of the HX servers automatically. The existing vMedia policy, named “HyperFlex” must be
modified to mount this file, and the boot policy must be modified temporarily to boot from the remotely mounted
vMedia file. Once these two tasks are completed, the servers can be rebooted, and they will automatically boot

from the When mounted vMedia file, installing and configuring Windows Server 2016 on the HX nodes.

.=

WARNING! While vMedia policies are very efficient for installing multiple servers, using vMedia policies
as described could lead to an accidental reinstall of Windows on any existing server that is rebooted with
this policy. Please be certain that the servers being rebooted while the policy is in effect are the servers
you wish to reinstall. Even though the custom ISO will not continue without a secondary confirmation, ex-
treme caution is recommended. This procedure needs to be carefully monitored and the boot policy
should be changed back to original settings immediately after the intended servers are rebooted, and the
Windows installation begins. Using this policy is only recommended for new installs or rebuilds. Alterna-
tively, you can manually select the boot device using the KVM console during boot, and pressing F6, in-
stead of making the vMedia device the default boot selection.

To configure the Cisco UCS vMedia and Boot Policies, follow these steps:

1. Connect to your HX Installer VM and browse to the folder that contains the /var/www/localhost/images/.
2. Copy the HyperFlex Driver Image “latest.img” (/opt/springpath/packages/latest.img) to the images folder (
Jvar/www/localhost/images/).

3. Copy Windows Server 2016 iso image to the HXDP installer’s images folder (/var/www/localhost/images/ )
Figure 153 Upload Windows ISO and Cisco Driver and System Preparation Script

&1 3.0.1b - root@10.28,149.212 - WinSCP - m]
Local Mark Files Commands Session Options Remote Help

[P &5 E3 Synchronize Bl o [ ¢ 5 Queue - Transfer Settings Default - i@

& r00t@10.29.149212 5§ Mew Session

., C: Local Disk FEE e w2 % images FEE e Y & [, Find Files | T

£ New - £ New -

C\Software\ HXHV\HXHV-GANZ.0.1b% Avarfwww/localhost/images/

Name Size Type Changed Mame . Size Changed Rights Dwner
+ Parent directory 5/18/2018 2:10:40 AM| | . .. 3/11/2018 1:24:27 PM PWKF-Xr-X root

Cisco-HX-Data-Platform-Installer-v3.0.1b-2966... File folder 5/18/2018 2:10:40 AM| | |&] en_windows_server_2016_x64_dvd_9327751.is0 5521,12... 10/12/2016 11:33:44 AM TW-r--r-- root

|| ucs-k9-bundle-c-series.3.2.3b.C.bin 1,469,54.. BINFile 5/17/2018 :22:07 AM| | |2] HXInstall-HyperV-DatacenterCore-v3.0.1b-29665.... 640,000KB  5/17/2018 1:31:03 AM rw-r--r-- root

|| ucs-k3-bundle-b-series.3.2.3b.B.bin 600,166 KB BIN File 51772018 6:24:31 AM

| ] ucs-6300-k8-bundle-infra.3.2.3b.A.bin 975868 KB BIN File 5/17/2018 6:26:34 AM

|| HXInstall-HyperV-DatacenterDE-v3.0.1b-29665.... 640,000 KB Disc Image File 5/17/2018 1:31:14 AM

|2] HXInstall-HyperV-DatacenterCore-v3.0.1b-296... 640,000KB Disc Image File 3/17/2018 1:31:03 AM

|y HxClone-HyperV-v3.0.1b-29663.ps1 3KB Windows PowerS...  5/17/2018 1:27:46 AM

% Cisco-HX-Data-Platform-Installer-v3.0.1b-2966...  4,807,53.. Compressed (zipp.. 5/17/2018 2:23:01 AM

For Windows Server 2019, follow these additional steps to prepare a suitable Driver image for automated OS
install.

1. Copy the HyperFlex Driver Image. For example, run the following command:

rsync -avzP /opt/springpath/packages/latest.img
/var/www/localhost/images/install.img


https://software.cisco.com/download/home/286305544/type/286305994/release/3.0%25281c%2529
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root@HyperFlex-Installer:™# rsync —-avzP -sopt-sspringpath-packages-latest.img ~svar- wwu-localhost-sinages~install.img
<ending incremental file list
latest . img

655,360,000 100~ 26.52MBrs 0:00:23 (xfr#l, to-chk=0-1)

zent 583,007,126 bytes received 35 bytes 23,796,210.65 bytesrsec
total size is 655,360,000 speedup is 1.12
root@HyperFlex-Installer:™# _

2. Mount the HyperFlex Driver Image. For example, run the following command

mkdir -p /mnt/install-img && mount -o loop, rw
/var/www/localhost/images/install.img /mnt/install-img

3. Copy the answer file specific to Windows Server 2019. For example, run the following command:
cp
/opt/springpath/packages/FactoryUnattendXML/WindowsServer2019/Autounattend.xml.ro
/mnt/install-img/Autounattend.xml

4. Unmount the HyperFlex Driver Image. For example, run the following command:

umount /mnt/install-img

ootBHyperF lex-Installer:™# cp ~opt-springpath-packages-FactorylUnattendXML-WindowsServer2019-Autounattend.xml.ro smnt/install-ing-Autounattend.x
1

ootBHyperF lex-Installer :™# wmount /mnt-install-img-”
ootPHyperFlex—Installer: ™

&j 150 - root@10.104.252.48 - Win5CP

Local Mark Files Commands Session Options Remote Help

] &5 C3 Synchronize | [l I;F Ed {"'} =il CQueue ~ ° Transfer Settings Default = ﬂ o
& root@10.104.252.48 I New Session

b @ e ERAE” (imgs @A e+ B2 R
5 Upload [ | [7 Edit 3¢ =4 » i3] B [
EAISO Searfwwwylocalhost/images
Mame - Size| | Mame Size
£ £

Yeeam | install.img 640,000 KB

| 14393.0.161119-1705.R51_REFRESH_SE..  2,760.4.. | en_windows_server_2019_x64_dvd_4cb967d8.iso 4728734 KB

|fen_windows_server 2019 x84 dvd dcb...i 47297
| SW_DVD9_Win_Server STD_CORE_2016...  5,863,0..

‘& Make sure network connectivity exists between the file share and all server management IPs.

5. Configure the vMedia and Boot policies using Cisco UCS Manager to mount the above images
6. Launch Cisco UCS Manager by accessing the Cisco UCS Manager IP address in a browser of your choice.

7. Click Launch UCS Manager and log in with administrator username and the password you used at the begin-
ning of the installation.
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8. In the left navigation pane, click Servers.

9. Expand Servers > Policies > root > Sub-Organizations > hx-cluster_name>vMedia Policies to view the list of
vMedia Policies.

Figure 154 Cisco UCS Manager - Create vMedia Polic

[} | ] | ] T =]
aseco. UCS Manager

-~ Policies - Policles | root [ Sub-Organizations /| HXHV1 | vMedia Policies
viMedia Policies
E ¢ Power Control Policies
) + = TpAdvanced Filter 4 Expart 4 Print
* Power Sync Policies )
. Mame Type
= * Scrub Paolicies -
viedia Policy HyperFlex

¥ Sarial over LAM Policies
H—
- *» Sarver Pool Policies
¥ Server Pool Policy Qualifications

¥ Threshold Policies

¥ 2051 Authentication Profiles

viMedia Policy HyperFlex
* Add

L4

vNIC/WHBA Placement Policies
10. Double-click vMedia Policy HyperFlex.
11. In the properties for vMedia Policy HyperFlex, click Create vMedia Mount to add the mount points.
12. In the Create vMedia Mount dialog box, complete the following fields in Table 46

Table 46 Create vMedia Mount Details

Field Name Action Example Value
Name Name for the mount point. Windows -I1SO
Description Can be used for more information.
Device Type Type of image that you want to CDD
mount
Protocol 'The protocol used for accessing the HTTP
share where the ISO files are
located.
Hostname/IP Address IP address or FQDN of the server [10.104.252.48
hosting the images.
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Field Name Action Example Value

Image Name Variable This value is not used in HyperFlex  [None
installation.

Remote File The filename of the ISO file that you

\want to mount.

Remote Path 'The path on the remote server to
where the file resides

Username If you use CIFS or NFS a username
might be necessary

Password If you use CIFS or NFS a password
might be necessary

Figure 155 Cisco UCS Manager - Create vMedia Mount CDD

Create vMedia Mount ? X
Mame . |W2019-1S0

Description

Device Typa © fw CDD¥ ) HDD

Protocol . [O'NFS (O CIFS (@ HTTP  HTTPS |

Hostname/IP Address @ | 10.104.252.48

Image Name Variable : | None () Service Profile Name |

Rermote File - en_windows_server_2019_x64_dvd_4cb367d8 iso
Remate Path - [ images/

Usamame

Pazsword

Remap on Eject

D -~

13. Click Save Changes and click OK.

14. Click OK. When you click OK, you are returned to the vMedia policy and will see the information that you sub-
mitted.

15. Repeat steps 5 and 6 but change the type to HDD and the filename to the Cisco HyperFlex driver image.
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Figure 156 Cisco UCS Manager - Create vMedia Mount HDD

Create vMedia Mount 7 X
Mami : | HX-Driver
Description
Device Type () COD (=) HOD
Protocol : [V NFS () CIFS (8) HTTP () HTTPS |
Hostname/IP Address | 10.104.252.48
Image Name Variable : [ None () Service Profile Name |
Remate Fila - | install.img
Remate Path : |firnagesf|
Username
Password
Remap on Eject L
D -
16. On completion, the following screen displays:
Figure 157 Cisco UCS Manager - Create vMedia Policy
Modify vMedia Policy ?
vMedia Policy] Hx-4010 ¥
Create viedia Policy
Name © HX-401b
Description
Retry on Mount Failure: Yes
viMedia Mounis
4+ = T,Advanced Filter 4 Export & Print i
Mame Type Protocol  Authen.. Server Filename Re.. a User Remap..
Hx-Driver HDD HTTP Mone 10.104.252 4B latest.img fimage... Mo
W2019-150 CoD Unkno.. None 10,104 252 48 en_windows_server_... | fimage... Mo
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17. In the left navigation pane, select Servers > Service Profile Templates > root > Sub-Organizations > hx-
cluster_name > Service Template hx-nodes_name (example: compute-nodes-m5).

Figure 158 Cisco UCS Manager - Service Template

ot ]us
csco. U Wianager
l¥l Al - Servers [ Service Profile... | root | Suly- . [ HXHV1 [ Service Templ...
Organizations
E 'S General Storage MNetwork ISCSI vNICs vMedia Policy Boot Order Polic
vice Profiles Actions
% vioe Profle Templates Modify viMedia Policy
blaly ) _
Global vMedia Policy
Sub-Organizations
MName . HyperFlex
* b T
HAH vMedia Paolicy Instance : org-rootforg-HXHV 1 /mnt-cfg-policy-HyperFlex
* Sarvice Template compute-nodes Description - vMedia policy to install or re-install software on HyperFlex servers
3 ] il
s Tenmias pute el Retry on Mount Failure = Yes
vMedia Mounts
» Service Template hx-nodes
» Service Template hy-nodes-ms 4+ = TYeAdvanced Filter 4 Export o Print
* Sub-Organizations Mame Type Protoco Authentication... Server File
Mo data available

cies
18. Choose the HyperFlex vMedia Policy from the drop-down list and click OK twice.

Figure 159 Cisco UCS Manager - Modify vMedia Policy
Modify vMedia Policy

wMedia Policy| HyperFlex

Select vivledia Policy to use

£

Create a Specific vMedia Policy

Marme

Description nstall software on H rFlex servers
o Hx-401b e
Retry on hd

vMedia M HvperFlex

+ = T, Advanced Filter 4 Export o Print

Protocol Authenticat... Server Filename Remote Pat

Mo data available

& The vMedia policy is assigned to the HyperFlex Template during the Cisco UCS Manager phase of
the HyperFlex deployment.
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19. Select Servers > Policies > root > Sub-0Organizations > hx-cluster_name > Boot Policies Boot Policy Hyper-
Flex-mb.

20. In the configuration pane, click CIMC Mounted vMedia. Click Add CIMC Mounted CD/DVD to add this to the
boot order.

21. Select the CIMC Mounted CD/DVD entry in the list and move it to the top of the boot order by clicking Move
Up.

Figure 160 Cisco UCS Manager - Boot Order

Boot Order
4+ = Y,Advanced Filter 4 Export % Print Lol
Name Ord..~  vNIC/v... Type LUN N...  WWN SlotN... BootN.. BootP.. Descri.
CD/DVD 1
Embedded Disk 2

CIMC Mounted CD/... 3

4+ Move Up [ Delete

22. Click Save Changes and click OK. The boot policy is saved.

To verify the images are mounted correctly, follow these steps:

1. On the Equipment tab, select one of the servers.

2. Click Inventory > CIMC, scroll down and make sure for the mount entry #1(0OS image) and mount entry #2
(Cisco HyperFlex driver image) the status is Mounted and there are no failures.
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= Al v Equipment /| Rack-Mounts /| Servers / Server5
E * Equipment Genera Inventory \irtual Machines Hybrid Display Installed Firmware SEL Logs CIMC Sessions VIF Paths Power Control 1

Chassis
Motherboard Ia III CPUs Coprocessor Cards GPUs PCI Switch Mamory Adaprers iBAs MNICs ISCSI vNICs
* Rack-Mounts
2ackage Version: 4.0(4d)C
Sackup Version : 4.0(2f)

Enclosures

:=: FEX Jpdate Status - Ready
Startup Version : 4.0{4e)
¥ Servers
- Activate Status @ Ready
- * Server 1
ictual viMedia Mounts
» Server 2
Actual Mount Entry 1
= » Server 3
1 » Server4 (O Mapping Name - W2019-1S0 Type - CDD
e
v Fabric Interconnects Port - 80 Filename : en_windows_server_2019_x64_dvd_4ch96’
¥ Fabric Interconnect A (primary) Remote Path © Nimages/| User
» Fans Status - Mounted Mount Failure Reason : None
v Fixed Module Authentication Protocol © None Remap on Eject - No
» Ethernet Ports . -
* FC Ports
» PSUs Mapping Name . HX-Driver Type : HDD
Sarve
= Fabric Interconnect B (subordinate) (@) Protocol © HTTP Server - 10.104.252.48
» Fans Part - BO Filename - install.img
v Fixed Module Remote Path - fimages/ Usar
» Ethernet Ports Status © Mounted Mount Failure Reason : Nene
» FC Ports Authentication Protocol © None Remap on Eject - No

Install Microsoft Windows Server 2019 OS

To install Microsoft Windows Server 2016 OS, follow these steps:
1. Inthe menu bar, click Servers and choose the first HyperFlex service profile.

2. Click the General tab and choose Actions > KVM Console.

‘ﬁ The KVM console will try to open in a new browser. Be aware of any pop-up blockers. Allow the
pop-ups and re-open the KVM.
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Figure 162 Cisco UCS Manager - Launch KVM Console

KVM Console-Select |IP Address

Service Profile derived:
() 10.104.252.81 (Inband)

@ Launch Java KVM Console OK

3. Reboot the server. In the KVM console choose Server Actions and click Reset.

Figure 163 Cisco UCS Manager - Server KVM Console
A FI-E332-A F root [ HyperFlex / rack-unit-1[HXCLUS] (Rack -1) - KVM Consele(Launched By: admin)

File View Macros Tools Virtual Media Help
wlBootServer & Shutdown Server J, Reset

oG | rpe e

4. Choose Power Cycle.

5. When the server is rebooting, remember to press any key to start the Windows installation.
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Figure 164 Cisco UCS Manager - KVM Console Server Boot
File View Macros Tools Virtual Media Help

_* shutdown Server </, Reset

KVM Console | properties

Press any key to boot from CD or DUD..._

# If you miss clicking any key, the server will display in the windows installation or an error page dis-
plays stating no OS is installed.

6. When the Windows installation is complete, you will see some tasks running as shown in the below and the
host will reboot a few times. Allow some time for the system preparation to complete.

Figure 165 System Preparation
File View Macros Tools Virtual Media Help

4, Shutdown Server %/, Reset

KVM Console l Properties

& Admnistaator CA\Windows\system 32 omd exe

Start Installstion,..
73%
[ CO0DCA000000000LOBACA003A00000 BAOAEANI 0000 HOGOANEAACOA000 BOOGICO0A0A000000

7. The installation is complete when a clean command prompt with no activity is displayed as shown below.

Figure 166 Windows Server Command Prompt
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8. Repeat steps 1-7 on all the HX nodes in the cluster and verify the below task is running as shown in below.
The ‘HXInstallbootstraplauncherTask’ in running state is an indication of successful installation Windows OS
and system preparation.

Figure 167 Validate Windows Server Installation Completion
File View Macros Tools Virtual Media Help

_* shutdown Server .</, Reset

KVM Console | properties

Administrator: C\Windows\system32\cmd.exe - powershell
PS C:\Users\Administrator> Get-ScheduledTask

straplauncherTask Running

Undo vMedia and Boot Policy Changes

To undo vMedia and boot policy changes, follow these steps:

1. When all the servers have booted from the remote vMedia file and begun their installation process, the
changes to the boot policy need to be quickly undone, to prevent the servers from going into a boot loop,
constantly booting from the installation ISO file. To revert the vMedia policy settings, follow these steps: In Cis-
co UCS Manager select Servers > Service Profile Templates > root > Sub-Organizations > hx-cluster_name
> Service Template hx-nodes-mb. Then, click on Modify vMedia Policy.

2. Under the vMedia Policy drop-down selection, choose " HyperFlex" policy as shown in the figure below.
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Figure 168 Cisco UCS Manager - Undo vMedia and Boot Policy Changes

Modify vMedia Policy

vMedia Policy:| HyperFlex w

Select vMedia Policy to use

-]

Create a Specific vMedia Policy

Name

Description install software on HyperFlex servers

HX407b
Retry on M

preoY  HyperFlex

4+ = TYsAdvanced Filter 4 Export & Print

Name Type Protocol Authenticat... Server Filename Re

Mo data availlable

3. (Go to the boot policy by selecting Servers > Polices > Root > Sub-Organizations > HX-Cluster_name > boot
polices > Boot Policy HyperFlex-m5.

4. Select the CIMC mounted CD/DVD, click Delete and accept the changes.

Undo vMedia and Boot Policy Changes (for Compute-only Nodes)

To undo vMedia and boot policy changes, follow these steps:

1. Reset the vMedia policy back to the default HyperFlex policy:

a. Update the vMedia policy for compute nodes. Go to Servers > Service Profile Templates > root > Sub-
Organizations > hx-cluster_name > Service Template compute-nodes, or compute-nodes-
mb. Click Maodify vMedia Paolicy.

b. Under the vMedia Policy drop-down selection, choose " HyperFlex" policy.

2. Restore the boot order to the one before installation:

a. Inthe Navigation pane, click the Servers tab.
b. Expand Servers > Policies > root > > Boot Policies > hx-compute, or hx-compute-mb5.

c. Inthe Boot Order configuration pane, use the Move Down button to move CIMC Mounted CD/DVD option
to the bottom of the list.
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C: Live Migration of Virtual Machines Between a Standalone Hyper-V Host and
HyperFlex Hyper-V Host

This section covers the steps to configure and perform live migration of virtual machines between two non-
clustered Hyper-V hosts. This is sometimes called as ‘shared-nothing’ live migration. Basically, this Hyper-V
feature allows migration of workloads running on existing standalone Hyper-V hosts or Hyper-V cluster to the
newly deployed HyperFlex Cluster

Prerequisites

Before you perform the steps in this document, make sure that your environment meets the following
prerequisites:

e The source and destination computers either belong to the same Active Directory domain or belong to
domains that trust each other.

e The user account has the appropriate permission to perform the various steps:
— Configure HX storage access to the standalone Hyper-V host

— To configure and perform the live migrations, the account must be a member of the local Hyper-V
Administrators group or the Administrators group on both the source and destination computers.

e A computer running Windows with the Hyper-V management tools installed. For instructions, see
http://technet.microsoft.com/library/hh857623.aspx

To manage the live migration tasks with remote management tools, configure constrained delegation and select
Kerberos as the authentication protocol. Otherwise, you must sign on to the source computer to perform a live
migration, and CredSSP is used to authenticate the live migration.

e hxhvinfra2. hxhvdom?2.local - is a standalone hyper-v host in AD domain “hxhvdom?2.local”
e hxhv11. hxhvdom?2.local - is a Hyper-V host in a HyperFlex cluster belonging to the same above AD domain

“hxhvdom?2.local”

Configure HX Storage Access to the Standalone Hyper-V Host

To configure HX storage access to the standalone Hyper-V host, follow these steps:

1. Note down the IP address of the standalone Hyper-V host

2. Log into one of the StCtIVM using SSH and execute the below command to open the port.
python /opt/springpath/storfs-hyperv/FixScvmmAccess.py

3. Enter the IP address of the standalone Hyper-V host at the “Enter Ip address of SCYMM” prompt as shown
below. (This step is to allow access to the SMB share on HX Datastore)
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Figure 169 Storage Access script to open port

r r

= 1/ springpath/storfs-hyperv/Fix

of data.
time=0.57]

time Oms

4. On the standalone Hyper-V host, edit the host file and add an entry with IP address of HX SMB Access Point
mapping to its FQDN. The following PowerShell command will add the above entry to the host file:

Add-Content -Path C:\Windows\System32\drivers\etc\hosts -Value
"r'nl10.104.252.135 thxhvlsmb.hxhvdom2.local" -Force

Figure 170 Edit Hosts file to add an entry

PS C:\Users\administrator.HXHVDOM2> Add-Content -Path C:\Windows\System32\drivers\etc\hosts -Value " r nl0.104.252.135 thxhvlsmb. hxhvdom?. Tocal” -Force

‘ﬁ r and "n used after the value parameter are PowerShell notation of carriage return and new line and
the IP address and hostname are separated by 't which is the PowerShell notation for a tab
character.

Figure 171 Source computer - Hosts file entry Mapping
PS C:\Usersh\administrator.HXHVDOMZ2> Get-Content C:\Windows\System32\drivers\etc\hosts
Copyright (c) 1993-2009 Microsoft Corp.

This is a sample HOSTS file used by Microsoft TCP/IP for Windows.

This file contains the mappings of IP addresses to host names. Each
entry should be kept on an individual Tline. The IP address should

be placed in the first column followed by the corresponding host name.
The IP address and the host name should be separated by at least one
space.

Additionally, comments (such as these) may be inserted on individual
lines or following the machine name denoted by a "#' symbol.

For example:

102.54.94_.97 rhino.acme.com # source server
38.25.63.10 X.acme.com # x client host

He e H H W W

localhost name resolution is handled within DNS itself.
127.0.0.1 localhost
localhost
vlsmb. hxhvdom2. Tocal
dministrator.HXHVDOM2> _

5. Verify now if the HX Cluster SMB share is accessible now using the below PowerShell command or browse
the SMB Share

test-path \\hxhvlsmb.hxhvdom2.local\hxdsl

Figure 172 Command to Verify Access to SMB Share
PS C:\Users\administrator.HXHVDOM2> test-path! “\hxhvlsmb.hxhvdom2?.local\hxdsl

True
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Figure 173 Command to Verify Access to SMB Share
PSs C:\Usersadministrator.HXHVDOMZ2:> dir ‘“\hxhvlsmb.hxhvdom?.local\hxdsl

Directory: \\hxhvlsmb.hxhvdom2. local\hxdsl

Mode LastWriteTime Length Name

Hyper-v

Configure the Source and Destination Computers for Live Migration

This section covers the steps to enable live migrations and configure the source and destination servers to send
and receive live migrations. As a security best practice, it is recommended that you select specific networks to
use for live migration traffic.

To configure the source computer (standalone Hyper-V hosts) for live migration, follow these steps:

1.

2.

Open Hyper-V Manager

In the navigation pane, select the source servers in navigation pane

In the Action pane, click Hyper-V Settings.

In Hyper-V Settings dialog box, click Live Migrations.

In the Live Migrations pane, check Enable incoming and outgoing live migrations.

Under Simultaneous live migrations, specify a different number if you don’t want to use the default of 2.
Under Incoming live migrations, if you want to use specific network connections to accept live migration traffic,

click Add to type the IP address information. Otherwise, click Use any available network for live migration. Click
OK.
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Figure 174 Source computer Hyper-V Settings for Live Migration
D Hyper-V Settings for HXHVINFRAZ —

& Server ER Live Migrations
o Virtual Hard Disks
D WHDY, Enable incoming and outgoing live migrations
= Virtual Machines
D:\WHDY Simultaneous live migrations
a Physical GPLs Specify how many simultaneous live migrations are allowed.
Manage RemoteFX GPLUs Simultaneous live migrations:
O muMA Spanning
Allow NUMA Spanning
= ® . Live Migrations Incoming live migrations

2 Simultaneous Migrations

Advanced Features () Use any avalable netwaork for live migration

ﬁ Storage Migrations (®) Use these IP addresses for live migration:
2 Simultaneous Migrations

? Enhanced Session Mode Palicy
Mo Enhanced Session Mode

o= - T - ST

Add

Edit

8. If you have configured constrained delegation in the earlier section, expand Live Migrations and then select
Advanced Features.

9. Inthe Advanced Features pane, under Authentication protocol, select CredSSP.
10. Click OK.

Figure 175 Source computer Hyper-V Settings for Live Migration Advanced Features

D Hyper-V Settings for HXHVIMFRAZ —

& Server Advanced Features
o Virtual Hard Disks
DaAVHDY Authentication protocol
i Vérl?ﬂgad'"nes Select how you want to authenticate live migrations,
a Phylsical ;EPUS (®) Use Credential Security Support Provider (CredSSF)
Manage RemoteFX GFUs ‘fou must log on to the server to perform a live migration.
[ nUMA Spanning () Use Kerberos

Allow MUMA Spanning
= BB Live Migrations
2 Simultaneous Migrations

Advanced Features Performance options

ﬁ Storage Migrations Select performance configuration options.

This is more secure but requires constrained delegation for live migration.

2 Simultanecus Migrations () TCPIP

ﬂ CredSSP authentication protocol requires user must logon to the server to perform a live migration. Ker-
beros requires constrained delegation for live migration.
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Configure Performance Options for Live Migration - Optional

This section covers the steps to configure the live migration performance options. The default performance
options can reduce overhead on the network and CPU usage in addition to the reducing the amount of time for a
live migration. To configure the appropriate live migration performance options based on your environment and
requirements, follow these steps:

1. From Hyper-V Manager, select one of the servers you want to configure for live migrations.
2. In the Action pane, click Hyper-V Settings.
3. Inthe Hyper-V Settings dialog box, expand Live Migrations and then select Advanced Features.

4. In the Advanced Features pane, under Performance options, select the appropriate option for your environ-
ment, and then click OK.

Move a Running Virtual Machine

To move a running virtual machine, follow the below steps:

1. From the remote host with RSAT tools installed, open Hyper-V Manager.

2. From Hyper-V Manager, click the name of the source server.

3. From the Virtual Machines section of Hyper-V Manager, right-click the virtual machine and then click Move.

4. On the Choose Move Type page of the Move Wizard, choose Move the virtual machine.

5. On the Specify Destination page, type the name or browse to the destination computer.

6. On the Choose Move Options page, select ‘Move the virtual machine’s data to a single location” and click Next

Figure 176 Move VM Wizard - Choose Move Options
E" Move "Derno-Repl-1" Wizard

Choose Move Options

Before You Begin What do you want to do with the virtual machine's items?

Choose Move Type (® Move the virtual machine's data to a single location.

Specify Destination This option allows you to specify one location for all of the virtual machine's items.
Chaoose Move Options (C) Move the virtual machine's data by selecting where to move the items.

Virtual Machine This option allows you to select the location of each item to be moved.

SET () Move only the virtual machine

This option allows you to move the virtual machine without moving its virtual hard disks. The virtual
machine's virtual hard disks must be on shared storage.

7. On the Choose a New Location for Virtual Machine, browse and select the destination folder location (Hyper-
Flex SMB access path).
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Figure 177 Move VM Wizard - Specify Destination Location
E" Move "Demo-Repl-1" Wizard

Choose a new location for virtual machine

Before You Begin Spedfy a location on the destination computer for the virtual machine's items.

Choose Move Type Destination location

Spedfy Destination Folder: xhv 1smb.hxhvdom2.local Browse...
Choose Maove Options
Source location
Summary Size: 16 GB
8. On the Summary page, review your choices and then click Finish.
Figure 178 Move VM Wizard - Summary Page
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File Action View Help
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% Hyper-V Manager Actions
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N
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[ - e a0 - As  anneeen [ Imnort Virual Machine
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3 Completing Move Wizard
Before You Begin ‘You are about to perform the following operation.
Choose Move Type Description:
Spedfy Destination Virtual machine: Demo-Repl-1 -
Choose Move Options Move type: Virtual Machine And Storage
Virtual Machine Destination computer: hxhwil
Item to move: Destination Location
ol =1
i Attached virtual hard disk SCSI Controller  \Yhxhv 1smb.hxhvdom2.local\hxds 1\Hyper-viMigrate
Current configuration WWhuchw 1smb. hxchvdom2.local\hxds 1'\Hyper-v\Migrate
Checkpaints Whixhv 1smb . hxchvdom2.local\hxds 1\Hyper-ViMigrate
Smart Paging WWhachw 1smb . hxhvdom2.localhxds 1\Hyper ViMigrate
Mnwe methnd: TCRITP w7
£ >
To complete the move and dose this wizard, dick Finish,
< Previous Mext = Cancel

9. If you encounter an error during performing the move, It could be because the vSwitch to which the VM is at-
tached on the source computer is not found on the destination host. Click the drop-down menu and select an
appropriate vSwitch listed that is available on the destination host and click Finish.
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E" Mowe "Demo-Repl-1" Wizard

Connect Network

Before You Begin This page allows you to connect to virtual switches that are available on the destination computer.

Choose Maove Type
L The following configuration errors were found for virtual machine 'Demo-Repl-1',

Specify Destination
pecify g Could not find Ethernet switch '20165ET.

Choose Move Options
Virtual Machine

Connect Network

Surnmary

Spedfy the virtual switch you want to use on computer “hahw 117,

Connection: |MNot Connected

Mot Connected
m-network:
itch-hx-inband-mgmt
vawitch-hx-storage-data

10. Click Finish.

Figure 179 Move VM Wizard - Completing Move Wizard
o
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Status: Running

Live migration begins.
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Figure 180 Move VM Wizard - Live Migratign in Progress
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11. After the VM migration is complete. The VM “Demo-Repl-1" can now be seen on the destination HX Hyper-V

host.

Figure 181 VM Live Migrated on Destination Host
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D: Delegate HX Service Account with Least Privileges for Administrative Tasks

A service account in the AD domain with appropriate privileges is required to deploy and manage Hyperklex
clusters successfully. You can either grant full domain admin privileges or grant absolute minimum permissions
necessary to the service account for deploying and managing HyperFlex Hyper-V clusters. From a security
perspective, it is highly recommended to grant service accounts with least privileges security for any administrative
tasks.
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In the HyperFlex Installation section, the service account was granted with full domain admin privileges for
HyperFlex deployment. This section explains the steps to delegate the service account for HyperFlex with least
security privileges necessary for administrative tasks.

To delegate HX Service Account with least privileges for administrative tasks, follow these steps:

1. Log into the Active Directory server as a domain administrator.

2. Open Active Directory Users & Computers and navigate to the Organizational Unit (OU) created in the above
steps.

3. Right-click the OU and click Delegate Control.

Figure 182 AD Users and Computers - Delegate Control to OU
1 Active Directory Users and Computers

File Action View Help
= | 2FE 8 XEC= BED & ET

B

: Active Directory Users and Computers|| pame T
[ Saved Queries
v i HXHVDOM:.LOCAL

| Builtin

| Computers
» 2] Domain Controllers

~| ForeignSecurityPrincipals

? E:}ierFla Delegate Control...
5 [ LostAndFi Move...

4. Click Next on the Delegation of Control Wizard
5. In Users or Groups window of Delegation of Control Wizard, click Add.
6. In Select Users, Computers, or Groups window, enter the HX service account (hxadmin) and click Next.

Figure 183 AD Users and Computers - Select Users, Computers, or Groups

Select Users, Computers, or Groups x

Select this ohject type:
|Users. Groups, or Built4in security principals | Object Types...

From this location:
|HKHVDOM£..LOCAL | Locations...

Enter the object names to select (=amples):
Feadmin freadmin@HXHYDOM: LOCALY Check Names

Advanced... Cancel
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7. In Tasks to Delegate, select Create a custom task to delegate

Figure 184 Delegation of Control Wizard

. Click Next.

Delegation of Control Wizard

Tasks to Delegate
You can select common tasks or customize your own.

(") Delegate the following common tasks:

[] Create, delete, and manage user accounts -
] Reset user passwords and force password change at next logon
] Read all user information
[] Create, delete and manage groups
[] Medify the membership of & group
[ ] Manage Group Policy links
[] Generate Resultart Set of Policy {Planning) hd
< >
(®) Create a custom task to delegate
< Back Meaxt = Cancel Help
8. In Active Directory Object Type, complete the following and then click Next:

a. Select Only the following objects in the folder and check Computer Objects.

b. Check the boxes:
I Create selected objects in the folder.

il Delete selected objects in this folder.
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Figure 185 Delegation of Control Wizard - Active Directory Object Type

Delegation of Control Wizard *
Active Directory Object Type _
Indicate the scope of the task you want to delegate. N

Delegate control of:
() This folder, existing objects in this folder, and creation of new abjects in this folder
(#®) Only the following objects in the folder:

[ ] account objects ~
[ ] aC5ResourceLimits objects

[ ] applicationVersion objects

[] bootable Device obijects

[] cerficationAuthorty objects

Computer objects v

Create selected objects in this folder
Delete selected objects in this folder

= Back Mext = Cancel Help

9. In Permissions, check the following and then click Next:

a. In Show these permissions, select General and Property-specific.
b. In Permissions, select the following permissions to ensure AD includes the appropriate permissions.
I Read servicePrincipalName.

il Write servicePrincipalName.
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Figure 186 Delegation of Control Wizard - Permissions

Delegation of Control Wizard

Permissions
Select the pemissions you want to delegate.

Show these pemissions:

General
Property-specific
[ ] Creation/deletion of specfic child objects

Pemissions:

[ Write serialNumber

Read servicePrincipalMame
Write service PrincipalMame
[ ] Read shadowExpire

[] Write shadowExpire

[] Read shadowFlag

< Back

Mexd = Cancel Help

Click Finish.

AD replication might take a few minutes to complete user delegation on all domain controllers.

E: Common Resiliency and High Availability Scenario for HX Hyper-V

1.

2.

Hyper-V Failover Clustering Resiliency

1.

2.

Set a Resiliency level and period.

If a Node Failure or OS/Windows Crash - VMs are failed over to the surviving node.

If a Drive Failure occurs - This is invisible to the OS for HX Disks as the HX File system will auto repair degrad-
ed data.

If the OS boot disk fails - VMs are failed over to the surviving node.
If the Controller VM or Controller VM'’s disk fails - SMB traffic redirection through DFS and SMB client.

If there is a Network Failure - VMs will be isolated for up to 4 minutes on isolated node. After that VMs will be
failed over and node quarantined.

Virtual Machine Load Balancing (move VMs on memory pressure and cpu utilization).

High Availability increased with Transient Error reactions.

Isolated node(s) don’t immediately failover VMs (transient network error).
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5. Unhealthy nodes quarantined (VMs failed over.

6. Host Resource Protection (throttle noisy neighbor VMSs).

F: Antivirus Best practices for Hyper-V and Windows Server Failover Cluster

Refer to the Microsoft link below to configure the Windows Defender Antivirus exclusions on Windows Serve and
make sure you include the recommended files and folders in the exclusion list not on default paths as suggested
in the document:

https://docs.microsoft.com/en-us/windows/security/threat-protection/windows-defender-antivirus/configure-
server-exclusions-windows-defender-antivirus

The following Microsoft URL also provides recommended antivirus exclusions for Hyper-V hosts:

https://support.microsoft.com/en-us/help/3 105657 /recommended-antivirus-exclusions-for-hyper-v-hosts
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