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   Cisco Validated Designs (CVDs) include systems and solutions that are designed, tested, and documented to facilitate and improve customer deployments. These designs incorporate a wide range of technologies and products into a portfolio of solutions that have been developed to address the business needs of customers. Cisco and NetApp have partnered to deliver FlexPod®, which serves as the foundation for a variety of workloads and enables efficient architectural designs that are based on customer requirements. A FlexPod solution is a validated approach for deploying Cisco and NetApp technologies as a shared cloud infrastructure.
 
   Hybrid cloud adoption is accelerating and FlexPod is at the center of on premises infrastructure. As business applications move into the cloud, management applications must also follow suit where practical. In this updated design, FlexPod is introducing SaaS based management with Cisco Intersight and NetApp® Active IQ. These platforms offer AI powered analytics for infrastructure management and operational intelligence.
 
   This document describes the Cisco and NetApp FlexPod Datacenter with NetApp ONTAP® 9.9 on NetApp AFF A400 all-flash storage system, Cisco UCS Manager unified software release 4.2(1) with 3rd Generation Intel Xeon Scalable Processors in Cisco UCS M6 Servers and VMware vSphere 7.0 Update 2. Cisco UCS Manager (UCSM) 4.2(1) provides consolidated support of all current Cisco UCS Fabric Interconnect models (6200, 6300, 6324 (Cisco UCS Mini)), 6400, 2200/2300/2400 series IOM, Cisco UCS B-Series, and Cisco UCS C-Series.  Also included are Cisco Intersight and NetApp Active IQ SaaS management platforms.  FlexPod Datacenter with NetApp ONTAP 9.9.1, Cisco UCS unified software release 4.2(1), and VMware vSphere 7.0 Update 2 is a predesigned, best-practice datacenter architecture built on the Cisco Unified Computing System (Cisco UCS), the Cisco Nexus® 9000 family of switches, MDS 9000 multilayer fabric switches, and NetApp AFF A-Series storage arrays running ONTAP 9.9.1 data management software.
 
   [bookmark: _Toc97465481][bookmark: _Toc55564529][bookmark: _Toc52462343]Solution Overview
 
   [bookmark: _Toc52462344]Introduction
 
   The current industry trend in datacenter design is towards shared infrastructures. By using virtualization along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby increasing agility, and reducing costs. Cisco and NetApp have partnered to deliver FlexPod, which uses best of breed storage, server, and network components to serve as the foundation for a variety of workloads, enabling efficient architectural designs that can be quickly and confidently deployed.
 
   [bookmark: _Toc52462345]Audience
 
   The audience for this document includes, but is not limited to; sales engineers, field consultants, professional services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to deliver IT efficiency and enable IT innovation.
 
   [bookmark: _Toc52462346]Purpose of this Document
 
   This document provides a step-by-step configuration and implementation guide for the FlexPod Datacenter with Cisco UCS Fabric Interconnects, NetApp AFF storage, Cisco MDS, and Cisco Nexus 9000 solution.
 
   [bookmark: _Toc52462347]What’s New in this Release?
 
   The primary FlexPod Datacenter with VMware vSphere 7.0 Update 2 validated design introduced new hardware and software into the portfolio, enabling 10/25/40/100GbE along with native 32Gb FC via the Cisco MDS Fibre Channel switch or the Cisco Nexus 93180YC-FX switch. This primary design has been updated to include the latest Cisco and NetApp hardware and software as follows:
 
   ●   Support for the Cisco UCS 4.2(1) unified software release, Cisco UCS B200-M6 and C220-M6 servers with 3rd Generation Intel Xeon Scalable Processors and Cisco UCS C225-M6 servers with AMD EPYC 3rd Generation Processors, all with Cisco 1400 Series Virtual Interface Cards (VICs)
 
   ●   Support for 200 Series Intel Optane Persistent Memory in Memory Mode with specific memory configurations and App Direct Mode
 
   ●   Configuration of the Cisco Nexus switches, NetApp storage, Cisco UCS, Cisco MDS switches, VMware ESXi and vCenter, NetApp ONTAP Tools, and NetApp AIQUM with Ansible playbooks
 
   ●   Cisco UCS Best Practice Recommended Virtualization BIOS Policies for Intel-based M6, Intel-based M5, and AMD-based C125 servers
 
   ●   Support for NVMe over Fibre Channel (FC-NVMe) VMware datastores
 
   ●   Support for NFS 4.1 VMware datastores
 
   ●   Support for NetApp FlexGroup datastores (NFS 3 and 4.1)
 
   ●   Support for Cisco Intersight Integration with NetApp storage for storage inventory, monitoring, and orchestration
 
   ●   Support Cisco Intersight Cloud Orchestrator (ICO), providing orchestration of NetApp storage, Cisco UCS servers, and VMware vCenter and ESXi
 
   ●   Support for the Cisco UCS Manager Plugin for VMware vCenter 3.0.5
 
   ●   Support for the latest release of NetApp ONTAP® 9.9.1
 
   ●   Support for NetApp ONTAP Tools for VMware vSphere 9.8P2
 
   ●   Support for NetApp SnapCenter and NetApp SnapCenter Plug-in for VMware vSphere Version 4.6
 
   ●   Support for NetApp Active IQ Unified Manager 9.10
 
   ●   Support for Cisco Nexus NX-OS System Software 9.3(8)
 
   ●   Support for Cisco MDS NX-OS System Software 8.4(2c)
 
   ●   Support for Cisco Data Center Network Manager (DCNM)-SAN Version 11.5(1)
 
   [bookmark: _Toc97465482][bookmark: _Toc55564530][bookmark: _Toc52462348]Deployment Hardware and Software
 
   [bookmark: _Toc52462349]Architecture
 
   FlexPod is a defined set of hardware and software that serves as an integrated foundation for both virtualized and non-virtualized solutions. VMware vSphere® built on FlexPod includes NetApp AFF storage, Cisco Nexus® networking, Cisco MDS storage networking, the Cisco Unified Computing System (Cisco UCS®), and VMware vSphere software in a single package. The design is flexible enough that the networking, computing, and storage can fit in one data center rack or be deployed according to a customer's data center design. Port density enables the networking components to accommodate multiple configurations of this kind.
 
   One benefit of the FlexPod architecture is the ability to customize or "flex" the environment to suit a customer's requirements. A FlexPod can easily be scaled as requirements and demand change. The unit can be scaled both up (adding resources to a FlexPod unit) and out (adding more FlexPod units). The reference architecture detailed in this document highlights the resiliency, cost benefit, and ease of deployment of a Fibre Channel and IP-based storage solution. A storage system capable of serving multiple protocols across a single interface allows for customer choice and investment protection because it truly is a wire-once architecture.
 
   Figure 1 shows the VMware vSphere built on FlexPod components and the network connections for a configuration with the Cisco UCS 6454 Fabric Interconnects. This design has port-channeled 25 Gb Ethernet connections between the Cisco UCS 5108 Blade Chassis and the Cisco UCS Fabric Interconnects via the Cisco UCS 2408 Fabric Extenders, port-channeled 25 Gb Ethernet connections between the C-Series rackmounts and the Cisco UCS Fabric Interconnects, and port-channeled 25 Gb Ethernet connections between the Cisco UCS Fabric Interconnects and Cisco Nexus 9000s, and between the Cisco Nexus 9000s and NetApp AFF A400 storage array. This infrastructure option expanded with Cisco MDS switches sitting between the Cisco UCS Fabric Interconnects and the NetApp AFF A400 to provide FC-booted hosts with 32 Gb FC block-level access to shared storage.  The reference architecture reinforces the "wire-once" strategy, because as additional storage is added to the architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnects.
 
   [bookmark: _Toc52462350]Topology 
 
   [bookmark: _Ref1555565][bookmark: Fig1]Figure 1.        FlexPod with Cisco UCS 6454 Fabric Interconnects and NetApp AFF A-Series
 
   [image: Diagram, engineering drawingDescription automatically generated]
 
   The reference 25Gb based hardware configuration includes: 
 
   ●     Two Cisco Nexus 93180YC-FX switches 
 
   ●     Two Cisco UCS 6454 fabric interconnects 
 
   ●     Two Cisco MDS 9132T multilayer fabric switches
 
   ●     One NetApp AFF A400 or A800 (HA pair) running ONTAP 9.9.1 with NVMe SSD disks
 
   [bookmark: _Toc52462351]Software Revisions
 
   Table 1 lists the software revisions for this solution.
 
   [bookmark: _Ref1555597][bookmark: Table1]Table 1.     Software Revisions
 
    
     
      
       
       	 Layer
  
       	 Device
  
       	 Image
  
       	 Comments
  
      
 
      
      
       
       	 Compute
  
       	 Cisco UCS Fabric Interconnects 6454, Cisco UCS M6 Servers 
  
       	 4.2(1i)
  
       	 Includes the Cisco UCS Manager and Cisco UCS VIC 1440
  
      
 
       
       	 Network
  
       	 Cisco Nexus 93180YC-FX NX-OS
  
       	 9.3(8)
  
       	  
  
      
 
       
       	  
  
       	 Cisco MDS 9132T
  
       	 8.4(2c)
  
       	  
  
      
 
       
       	 Storage
  
       	 NetApp AFF A400
  
       	 ONTAP 9.9.1
  
       	 Validated with ONTAP 9.8 and 9.9.1
  
      
 
       
       	 Software
  
       	 Cisco UCS Manager
  
       	 4.2(1i)
  
       	  
  
      
 
       
       	  
  
       	 UCS Manager Plugin for VMware vCenter
  
       	 3.0.5
  
       	  
  
      
 
       
       	  
  
       	 Cisco Data Center Network Manager (SAN)
  
       	 11.5(1)
  
       	 With update with log4j patch
  
      
 
       
       	  
  
       	 Cisco Intersight Assist Appliance
  
       	 1.0.9-342
  
       	 Will update to release with log4j patch
  
      
 
       
       	  
  
       	 VMware vSphere
  
       	 7.0 Update 2
  
       	 With log4j workaround
  
      
 
       
       	  
  
       	 VMware ESXi nfnic FC Driver
  
       	 5.0.0.15
  
       	 Supports FC-NVMe
  
      
 
       
       	  
  
       	 VMware ESXi nenic Ethernet Driver
  
       	 1.0.35.0
  
       	  
  
      
 
       
       	  
  
       	 NetApp ONTAP Tools for VMware vSphere
  
       	 9.8P2
  
       	 formerly Virtual Storage Console (VSC) with log4j patch
  
      
 
       
       	  
  
       	 NetApp NFS Plug-in for VMware VAAI
  
       	 2.0
  
       	  
  
      
 
       
       	  
  
       	 NetApp SnapCenter for vSphere
  
       	 4.6
  
       	 Includes the vSphere plug-in for SnapCenter with log4j patch
  
      
 
       
       	  
  
       	 NetApp Active IQ Unified Manager
  
       	 9.10
  
       	 With log4j patch
  
      
 
       
       	 Management
  
       	 Cisco Intersight
  
       	 N/A
  
       	  
  
      
 
       
       	  
  
       	 NetApp Active IQ
  
       	 N/A
  
       	  
  
      
 
      
    
 
   
 
   [bookmark: _Toc52462352]Configuration Guidelines
 
   This document explains how to configure a fully redundant, highly available configuration for a FlexPod unit with ONTAP storage. Therefore, reference is made to which component is being configured with each step, either 01 or 02 or A and B. For example, node01 and node02 are used to identify the two NetApp storage controllers that are provisioned with this document, and Cisco Nexus A or Cisco Nexus B identifies the pair of Cisco Nexus switches that are configured. The Cisco UCS Fabric Interconnects are similarly configured. Additionally, this document details the steps for provisioning multiple Cisco UCS hosts, and these examples are identified as: VM-Host-Infra-01, VM-Host-Infra-02 to represent infrastructure hosts deployed to each of the fabric interconnects in this document. Finally, to indicate that you should include information pertinent to your environment in a given step, <text> appears as part of the command structure. See the following example for the network port vlan create command: 
 
   Usage: 
 
   network port vlan create ?
 
    [-node] <nodename>                  Node
 
    { [-vlan-name] {<netport>|<ifgrp>}  VLAN Name
 
    |  -port {<netport>|<ifgrp>}        Associated Network Port
 
    [-vlan-id] <integer> }              Network Switch VLAN Identifier
 
   Example: 
 
   network port vlan create -node <node01> -vlan-name a0a-<vlan id>
 
   This document is intended to enable you to fully configure the customer environment. In this process, various steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well as to record appropriate MAC addresses. Table 2 describes the VLANs necessary for deployment as outlined in this guide. 
 
   [bookmark: _Ref1555659][bookmark: Table2]Table 2.     Necessary VLANs
 
    
     
      
       
       	 VLAN Name
  
       	 VLAN Purpose
  
       	 ID Used in Validating This Document
  
       	 Subnet Used in Validating This Document
  
       	 Default Gateway Used in Validating This Document
  
      
 
      
      
       
       	 OOB-MGMT
  
       	 VLAN for out-of-band management interfaces
  
       	 13
  
       	 192.168.156.0/24
  
       	 192.168.156.254
  
      
 
       
       	 IB-MGMT
  
       	 VLAN for in-band management interfaces
  
       	 113
  
       	 10.1.156.0/24
  
       	 10.1.156.254
  
      
 
       
       	 Native-Vlan
  
       	 VLAN to which untagged frames are assigned
  
       	 2
  
       	  
  
       	  
  
      
 
       
       	 Infra-NFS
  
       	 VLAN for Infrastructure NFS traffic
  
       	 3050
  
       	 192.168.50.0/24
  
       	  
  
      
 
       
       	 FCoE-A
  
       	 VLAN for FCoE encapsulation of VSAN-A
  
       	 101
  
       	  
  
       	  
  
      
 
       
       	 FCoE-B
  
       	 VLAN for FCoE encapsulation of VSAN-B
  
       	 102
  
       	  
  
       	  
  
      
 
       
       	 vMotion
  
       	 VLAN for VMware vMotion
  
       	 3000
  
       	 192.168.0.0/24
  
       	  
  
      
 
       
       	 VM-Traffic
  
       	 VLAN for Production VM Interfaces
  
       	 900
  
       	 10.10.156.0/24
  
       	 10.10.156.254
  
      
 
       
       	 Infra-iSCSI-A (Appendix)
  
       	 VLAN for Infrastructure iSCSI Fabric A traffic and boot
  
       	 3010
  
       	 192.168.10.0/24
  
       	  
  
      
 
       
       	 Infra-iSCSI-B (Appendix)
  
       	 VLAN for Infrastructure iSCSI Fabric B traffic and boot
  
       	 3020
  
       	 192.168.20.0/24
  
       	  
  
      
 
      
    
 
   
 
   Table 3 lists the VMs necessary for deployment as outlined in this document. 
 
   [bookmark: _Ref1555689][bookmark: Table3]Table 3.     Virtual Machines
 
    
     
      
       
       	 Virtual Machine Description
  
       	 Host Name
  
       	 IP Address
  
      
 
      
      
       
       	 vCenter Server
  
       	  
  
       	  
  
      
 
       
       	 NetApp ONTAP Tools
  
       	  
  
       	  
  
      
 
       
       	 NetApp SnapCenter for vSphere
  
       	  
  
       	  
  
      
 
       
       	 Active IQ Unified Manager
  
       	  
  
       	  
  
      
 
       
       	 Cisco Intersight Assist
  
       	  
  
       	  
  
      
 
       
       	 Cisco Data Center Network Manager (DCNM) - SAN
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   [bookmark: FlexPodCabling]FlexPod Cabling
 
   The information in this section is provided as a reference for cabling the physical equipment in a FlexPod environment. To simplify cabling requirements, a cabling diagram was used. 
 
   The cabling diagram in this section contains the details for the prescribed and supported configuration of the NetApp AFF 400 running NetApp ONTAP 9.9.1.
 
    
    [image: *]       For any modifications of this prescribed architecture, consult the NetApp Interoperability Matrix Tool (IMT). 
 
   
 
   This document assumes that out-of-band management ports are plugged into an existing management infrastructure at the deployment site. These interfaces will be used in various configuration steps.
 
    
    [image: *]        Be sure to use the cabling directions in this section as a guide. 
 
   
 
   The NetApp storage controller and disk shelves should be connected according to best practices for the specific storage controller and disk shelves. For disk shelf cabling, refer to NetApp Support.
 
   Figure 2 details the cable connections used in the validation lab for the FlexPod topology based on the Cisco UCS 6454 fabric interconnect.  Two 32Gb uplinks connect as port-channels to each Cisco UCS Fabric Interconnect from the MDS switches, and a total of four 32Gb links connect the MDS switches to the NetApp AFF controllers.  Also, 25Gb links connect the Cisco UCS Fabric Interconnects to the Cisco Nexus Switches and the NetApp AFF controllers to the Cisco Nexus Switches. Additional 1Gb management connections will be needed for an out-of-band network switch that sits apart from the FlexPod infrastructure.  Each Cisco UCS fabric interconnect and Cisco Nexus switch is connected to the out-of-band network switch, and each AFF controller has a connection to the out-of-band network switch. Layer 3 network connectivity is required between the Out-of-Band (OOB) and In-Band (IB) Management Subnets.
 
   [bookmark: _Ref1555722][bookmark: Fig2]Figure 2.        FlexPod Cabling with Cisco UCS 6454 Fabric Interconnect
 
   [image: Diagram, schematicDescription automatically generated]
 
   [bookmark: _Toc55564531][bookmark: _Toc52462354][bookmark: _Toc97465483]Ansible Automation Workflow and Solution Deployment
 
   If using the published Ansible playbooks to configure the FlexPod infrastructure, complete this section of the document. If completing a manual configuration, skip to the next section of the document. The Ansible automated FlexPod solution uses a management workstation (control machine) to run Ansible playbooks to configure Cisco Nexus, NetApp ONTAP Storage, Cisco UCS, Cisco MDS, and VMware ESXi.
 
   Figure 3 illustrates the FlexPod solution implementation workflow which is explained in the following sections. The FlexPod infrastructure layers are first configured in the order illustrated.
 
   [bookmark: _Ref77325727][bookmark: Fig3]Figure 3.        Ansible Automation Workflow
 
    
 
   Prerequisites
 
   Setup of the solution begins with a management workstation that has access to the Internet and with a working installation of Ansible. The management workstation commonly runs a variant of Linux or MacOS for ease of use with these command-line-based tools. Instructions for installing the workstation are not included in this document, but basic installation and configuration of Ansible is covered. A guide for getting started with Ansible can be found at the following link:
 
   ●   Getting Started with Red Hat Ansible: https://www.ansible.com/resources/get-started 
 
   ●   To use the Ansible playbooks demonstrated in this document, the management workstation must also have a working installation of Git and access to the Cisco DevNet public GitHub repository. The Ansible playbooks used in this document are cloned from the public repositories, located at the following links:
 
   ◦     Cisco DevNet: https://developer.cisco.com/codeexchange/github/repo/ucs-compute-solutions/complete-link
 
   ◦     GitHub repository: https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6 
 
   ●   The Cisco Nexus and MDS Switches, NetApp Storage and Cisco UCS must be physically racked, cabled, powered, and configured with management IP addresses before the Ansible-based installation procedure can begin as shown in the cabling diagram (Figure 2). If necessary, upgrade the Cisco Nexus Switches to release 9.3(8) and the Cisco UCS to 4.2(1f) with the default firmware packages for both blades and rack servers set to 4.2(1f).
 
   ●   Before running each Ansible Playbook to setup the Network, Storage, Cisco UCS, and VMware ESXi various variables have to be updated based on the customers environment and specific implementation with values such as the VLANs, pools and ports on Cisco UCS, IP addresses for NFS and iSCSI interfaces and values needed for VMware ESXi.
 
    
    [image: *]       Day 2 Configuration tasks such as adding datastores or ESXi servers have been performed manually or with Cisco Intersight Cloud Orchestrator (ICO) and the information has been provided in the later sections of this document.
 
   
 
   Prepare Management Workstation (Control Machine)
 
   In this section, the installation steps are performed on the CentOS management host to prepare the host for solution deployment to support the automation of Cisco UCS, Cisco Nexus, NetApp Storage, Cisco MDS and VMware ESXi using Ansible Playbooks.
 
    
    [image: *]       The following steps were performed on a CentOS 8.4 Virtual Machine as the root user.
 
   
 
   To prepare the management workstation, follow these steps:
 
   1.    Install EPEL repository on the management host.
 
   dnf install https://dl.fedoraproject.org/pub/epel/epel-release-latest-8.noarch.rpm
 
   2.    Install Ansible engine.
 
   dnf install ansible
 
   3.    Verify Ansible version to make sure it is release 2.9 or later.
 
   ansible --version
 
   ansible 2.9.23
 
     config file = /etc/ansible/ansible.cfg
 
     configured module search path = ['/root/.ansible/plugins/modules', '/usr/share/ansible/plugins/modules']
 
     ansible python module location = /usr/lib/python3.6/site-packages/ansible
 
     executable location = /usr/bin/ansible
 
     python version = 3.6.8 (default, Mar 19 2021, 08:58:41) [GCC 8.4.1 20200928 (Red Hat 8.4.1-1)]
 
   4.    Install UCS SDK.
 
   pip3 install ucsmsdk
 
   5.    You should be able to SSH into each of the Cisco Nexus switches that we will configure using Ansible so that the SSH keys are cached.
 
   ssh admin@192.168.156.21
 
   The authenticity of host '192.168.156.21 (192.168.156.21)' can't be established.
 
   RSA key fingerprint is SHA256:YWSl7OaDF7VbOqg9ImRTY2bwFXIrajHAKd/xoOwBCgk.
 
   Are you sure you want to continue connecting (yes/no/[fingerprint])? yes
 
   Warning: Permanently added '192.168.156.21' (RSA) to the list of known hosts.
 
   User Access Verification
 
   Password:
 
   6.    Install NetApp specific python modules.
 
   pip3 install netapp-lib
 
   7.    Install ansible-galaxy collections for Cisco UCS, Cisco Nexus and NetApp as follows:
 
   ansible-galaxy collection install cisco.nxos
 
    
 
   ansible-galaxy collection install cisco.ucs
 
    
 
   ansible-galaxy collection install netapp.ontap
 
 ansible-galaxy collection install community.vmware
 
   Clone GitHub Collection
 
   You need to use a GitHub repository from one public location; the first step in the process is to clone the GitHub collection named FlexPod-UCSM-M6 (https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6.git) to a new empty folder on the management workstation. Cloning the repository creates a local copy, which is then used to run the playbooks that have been created for this solution. To clone the GitHub repository, follow these steps:
 
   1.    From the management workstation, create a new folder for the project. The GitHub collection will be cloned in a new folder inside this one, named /root/FlexPod-UCSM-M6.
 
   2.    Open a command-line or console interface on the management workstation and change directories to the new folder just created.
 
   3.    Clone the GitHub collection using the following command:
 
   git clone https://github.com/ucs-compute-solutions/FlexPod-UCSM-M6.git
 
   4.    Change directories to the new folder named FlexPod-UCSM-M6.
 
   [bookmark: _Toc97465484]Network Switch Configuration
 
   [bookmark: _Hlk81320405]This section provides a detailed procedure for configuring the Cisco Nexus 93180YC-FX switches for use in a FlexPod environment. The Nexus 93180YC-FX will be used for LAN switching in this solution. 
 
    
    [image: *]       Follow these steps precisely because failure to do so could result in an improper configuration.
 
   
 
   Physical Connectivity
 
   Follow the physical connectivity guidelines for FlexPod as explained in section FlexPod Cabling.
 
   FlexPod Cisco Nexus Base 
 
   Before the Ansible Nexus switch setup playbook can be run, the Cisco Nexus switches must be brought up with a management IP address. The following procedures describe this basic configuration of the Cisco Nexus switches for use in a base FlexPod environment.  This procedure assumes the use of Cisco Nexus 9000 9.3(8), the Cisco suggested Nexus switch release at the time of this validation. 
 
    
    [image: *]       If using the Cisco Nexus 93180YC-FX switches for both LAN and SAN switching, please refer to section FlexPod with Cisco Nexus 93180YC-FX SAN Switching Configuration - Part 1 in the Appendix to execute the Cisco Nexus 93180YC-FX SAN Switching Base Configuration.
 
   
 
    
 
    
    [image: *]       The following procedure includes the setup of NTP distribution on both the mgmt0 port and the in-band management VLAN. The interface-vlan feature and ntp commands are used to set this up. This procedure also assumes that the default VRF is used to route the in-band management VLAN.
 
   
 
    
 
    
    [image: *]       In this validation, port speed and duplex are hard set at both ends of every 100GE connection.
 
   
 
    
 
    
    [image: *]       This validation assumes that both switches have been reset to factory defaults by using the “write erase” command followed by the “reload” command.
 
   
 
   Set Up Initial Configuration
 
   Cisco Nexus A
 
   To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, follow these steps from a serial console:
 
   1.    Configure the switch.
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-A-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-A-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-A-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-A-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 Enter basic FC configurations (yes/no) [n]: n
 Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration.
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   Cisco Nexus B
 
   To set up the initial configuration for the Cisco Nexus B switch on <nexus-B-hostname>, follow these steps from a serial console:
 
   1.    Configure the switch.
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-B-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-B-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-B-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-B-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 
   Enter basic FC configurations (yes/no) [n]: Enter
 
   Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration.
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   [bookmark: AnsibleNexusSwitchConfig]Ansible Nexus Switch Configuration
 
   To configure the Cisco Nexus switches from the management workstation, follow these steps:
 
   1.    Add Nexus switch ssh keys to /root/.ssh/known_hosts. Adjust known_hosts as necessary if errors occur.
 
   ssh admin@<nexus-A-mgmt0-ip>
 exit
 ssh admin@<nexus-B-mgmt0-ip>
 exit
 
   2.    Edit the following variable files to ensure proper Cisco Nexus variables are entered:
 
   [bookmark: _Hlk79681122]●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/host_vars/n9kA.yml
 
   [bookmark: _Hlk79681218]●   FlexPod-M6/FlexPod-UCSM-M6/host_vars/n9kB.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/NEXUSconfig/defaults/main.yml
 
   3.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_Nexus.yml Ansible playbook.
 
   ansible-playbook ./Setup_Nexus.yml -i inventory
 
   4.    Once the Ansible playbook has been run on both switches, it is important to configure the local time so that logging time alignment and any backup schedules are correct. For more information on configuring the timezone and daylight savings time or summertime, please see Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide, Release 9.3(x). Sample clock commands for the United States Eastern timezone are:
 
   clock timezone EST -5 0
 
   clock summer-time EDT 2 Sunday March 02:00 1 Sunday November 02:00 60
 
   5.    ssh into each switch and execute the following commands:
 
   clock timezone <timezone> <hour-offset> <minute-offset>
 
   clock summer-time <timezone> <start-week> <start-day> <start-month> <start-time> <end-week> <end-day> <end-month> <end-time> <offset-minutes>
 
   Cisco Nexus Switch Manual Configuration
 
   [bookmark: _Hlk1555981]This section provides a detailed procedure for manually configuring the Cisco Nexus switches for use in a FlexPod environment. The Cisco Nexus switches will be used for LAN switching in this solution. 
 
    
    [image: *]       Follow these steps precisely because failure to do so could result in an improper configuration.
 
   
 
   [bookmark: _Toc52462355][bookmark: _Toc490508169]Physical Connectivity
 
   Follow the physical connectivity guidelines for FlexPod as explained in section FlexPod Cabling.
 
   [bookmark: _Hlk45878830][bookmark: _Toc52462356][bookmark: _Toc490508170]FlexPod Cisco Nexus Base 
 
   The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod environment.  This procedure assumes the use of Cisco Nexus 9000 9.3(8), the Cisco suggested Nexus switch release at the time of this validation. 
 
    
    [image: *]       If using the Cisco Nexus 93180YC-FX switches for both LAN and SAN switching, please refer to section FlexPod with Cisco Nexus 93180YC-FX SAN Switching Configuration in the Appendix.
 
   
 
    
 
    
    [image: *]       The following procedure includes the setup of NTP distribution on both the mgmt0 port and the in-band management VLAN. The interface-vlan feature and ntp commands are used to set this up. This procedure also assumes that the default VRF is used to route the in-band management VLAN.
 
   
 
    
 
    
    [image: *]       This procedure sets up and uplink virtual port channel (vPC) with the IB-MGMT and OOB-MGMT VLANs allowed.
 
   
 
    
 
    
    [image: *]       In this validation, port speed and duplex are hard set at both ends of every 100GE connection.
 
   
 
    
 
    
    [image: *]       This validation assumes that both switches have been reset to factory defaults by using the “write erase” command followed by the “reload” command.
 
   
 
   [bookmark: _Toc52462357][bookmark: _Toc490508171]Set Up Initial Configuration
 
   Cisco Nexus A
 
   To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, follow these steps from a serial console:
 
   1.    Configure the switch.
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   [bookmark: _Hlk1742917][bookmark: _Hlk1556562]Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-A-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-A-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-A-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-A-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 Enter basic FC configurations (yes/no) [n]: n
 Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration.
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   Cisco Nexus B
 
   To set up the initial configuration for the Cisco Nexus B switch on <nexus-B-hostname>, follow these steps from a serial console:
 
   1.    Configure the switch.
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-B-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-B-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-B-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-B-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 
   Enter basic FC configurations (yes/no) [n]: Enter
 
   Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration.
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   [bookmark: FPCNSwitchManualConfig][bookmark: _Toc52462358][bookmark: _Toc490508172]FlexPod Cisco Nexus Switch Manual Configuration
 
   [bookmark: _Toc52462359][bookmark: _Toc490508173]Enable Features
 
   Cisco Nexus A and Cisco Nexus B
 
   1.    Log in as admin using ssh.
 
   2.    Run the following commands:
 
   config t
 feature nxapi
 feature udld
 
   feature interface-vlan
 
   feature lacp
 
   feature vpc
 
   feature lldp
 
   [bookmark: _Toc52462360][bookmark: _Toc490508174]Set Global Configurations
 
   Cisco Nexus A and Cisco Nexus B
 
   To set global configurations, follow this step on both switches:
 
   1.    Run the following commands to set global configurations:
 
   spanning-tree port type network default
 
   spanning-tree port type edge bpduguard default
 
   spanning-tree port type edge bpdufilter default
 
   port-channel load-balance src-dst l4port 
 
   ntp server <global-ntp-server-ip> use-vrf management
 
   ntp master 3
 
   [bookmark: _Hlk51583130][bookmark: _Hlk51582903]clock timezone <timezone> <hour-offset> <minute-offset>
 
   clock summer-time <timezone> <start-week> <start-day> <start-month> <start-time> <end-week> <end-day> <end-month> <end-time> <offset-minutes>
 
   ip route 0.0.0.0/0 <ib-mgmt-vlan-gateway>
 
   copy run start
 
    
    [bookmark: _Hlk51582929][bookmark: _Hlk51583034][image: *]       It is important to configure the local time so that logging time alignment and any backup schedules are correct. For more information on configuring the timezone and daylight savings time or summer time, please see Cisco Nexus 9000 Series NX-OS Fundamentals Configuration Guide, Release 9.3(x). Sample clock commands for the United States Eastern timezone are:
 clock timezone EST -5 0
 clock summer-time EDT 2 Sunday March 02:00 1 Sunday November 02:00 60
 
   
 
   [bookmark: _Toc52462361][bookmark: _Toc490508175]Create VLANs
 
   Cisco Nexus A and Cisco Nexus B
 
   To create the necessary virtual local area networks (VLANs), follow this step on both switches:
 
   1.    From the global configuration mode, run the following commands:
 
   vlan <oob-mgmt-vlan-id>
 name OOB-MGMT
 vlan <ib-mgmt-vlan-id>
 
   name IB-MGMT
 
   vlan <native-vlan-id>
 
   name Native-Vlan
 
   vlan <vmotion-vlan-id>
 
   name vMotion
 
   vlan <vm-traffic-vlan-id>
 
   name VM-Traffic
 
   vlan <infra-nfs-vlan-id>
 
   name Infra-NFS
 
   exit
 
   [bookmark: _Toc52462362][bookmark: _Toc490508176]Add NTP Distribution Interface
 
   Cisco Nexus A 
 
   1.    From the global configuration mode, run the following commands:
 
   interface Vlan<ib-mgmt-vlan-id>
 
   ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
 
   no shutdown
 
   exit
 ntp peer <nexus-B-mgmt0-ip> use-vrf management
 
   Cisco Nexus B
 
   1.    From the global configuration mode, run the following commands:
 
   interface Vlan<ib-mgmt-vlan-id>
 
   ip address <switch-b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
 
   no shutdown
 
   exit
 ntp peer <nexus-A-mgmt0-ip> use-vrf management
 
   [bookmark: _Toc52462364][bookmark: _Toc490508177]Add Individual Port Descriptions for Troubleshooting and Enable UDLD for Cisco UCS Interfaces
 
   Cisco Nexus A
 
   To add individual port descriptions for troubleshooting activity and verification for switch A, follow these steps:
 
    
    [image: *]       In this step and in the following sections, configure the AFF nodename <st-node> and Cisco UCS 6454 fabric interconnect clustername <ucs-clustername> interfaces as appropriate to your deployment.
 
   
 
   1.    From the global configuration mode, run the following commands:
 
   interface Eth1/21
 
   description <ucs-clustername>-A:1/45
 udld enable
 interface Eth1/22
 
   description <ucs-clustername>-A:1/46
 udld enable
 
   interface Eth1/23
 
   description <ucs-clustername>-B:1/45
 udld enable
 interface Eth1/24
 
   description <ucs-clustername>-B:1/46
 udld enable
 
    
    [bookmark: _Hlk32842853][image: *]       For fibre optic connections to Cisco UCS systems (AOC or SFP-based), entering udld enable will result in a message stating that this command is not applicable to fiber ports. This message is expected. If you have fibre optic connections, do not enter the udld enable command.
 
   
 
   interface Eth1/17
 
   description <st-clustername>-01:e0e
 interface Eth1/18
 
   description <st-clustername>-01:e0f
 
   interface Eth1/19
 
   description <st-clustername>-02:e0e
 interface Eth1/20
 
   description <st-clustername>-02:e0f
 
   interface Eth1/49
 
   description <nexus-b-hostname>:1/49
 
   interface Eth1/50
 
   description <nexus-b-hostname>:1/50
 interface Eth1/50
 
   description Uplink-SW
 
   exit
 
   Cisco Nexus B
 
   To add individual port descriptions for troubleshooting activity and verification for switch B and to enable aggressive UDLD on copper interfaces connected to Cisco UCS systems, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   interface Eth1/21
 
   description <ucs-clustername>-A:1/47
 
   udld enable
 
   interface Eth1/22
 
   description <ucs-clustername>-A:1/48
 
   udld enable
 
   interface Eth1/23
 
   description <ucs-clustername>-B:1/47
 
   udld enable
 
   interface Eth1/24
 
   description <ucs-clustername>-B:1/48
 
   udld enable
 
    
    [image: *]       For fibre optic connections to Cisco UCS systems (AOC or SFP-based), entering udld enable will result in a message stating that this command is not applicable to fiber ports. This message is expected.
 
   
 
   interface Eth1/17
 
   description <st-clustername>-01:e0g
 
   interface Eth1/18
 
   description <st-clustername>-01:e0h
 
   interface Eth1/19
 
   description <st-clustername>-02:e0g
 
   interface Eth1/20
 
   description <st-clustername>-02:e0h
 
   interface Eth1/49
 
   description <nexus-a-hostname>:1/49
 
   interface Eth1/50
 
   description <nexus-a-hostname>:1/50
 interface Eth1/50
 
   description Uplink-SW
 
   exit
 
   [bookmark: _Toc52462365][bookmark: _Toc490508178]Create Port Channels
 
   Cisco Nexus A and Cisco Nexus B
 
   To create the necessary port channels between devices, follow this step on both switches:
 
   1.    From the global configuration mode, run the following commands:
 
   interface Po10
 
   description vPC peer-link
 
   interface Eth1/49-50
 
   channel-group 10 mode active
 
   no shutdown
 
   interface Po117
 
   description <st-clustername>-01
 
   interface Eth1/17-18
 
   channel-group 117 mode active
 
   no shutdown
 
   interface Po119
 
   description <st-clustername>-02
 
   interface Eth1/19-20
 
   channel-group 119 mode active
 
   no shutdown
 
   interface Po121
 
   description <ucs-clustername>-a
 
   interface Eth1/21-22
 
   channel-group 121 mode active
 
   no shutdown
 
   interface Po123
 
   description <ucs-clustername>-b
 
   interface Eth1/23-24
 
   channel-group 123 mode active
 
   no shutdown
 interface Po154
 
   description MGMT-Uplink
 
   interface Eth1/54
 
   channel-group 154 mode active
 
   no shutdown
 
   exit
 
   copy run start
 
   [bookmark: _Toc52462366][bookmark: _Toc490508179]Configure Port Channel Parameters
 
   Cisco Nexus A and Cisco Nexus B
 
   To configure port channel parameters, follow this step on both switches:
 
   1.    From the global configuration mode, run the following commands:
 
   interface Po10
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <oob-mgmt-vlan-id>, <ib-mgmt-vlan-id>, <infra-nfs-vlan-id>, <vmotion-vlan-id>, <vm-traffic-vlan-id>
 
   spanning-tree port type network
 
   speed 100000
 
   duplex full
 
    
 
   interface Po117
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-nfs-vlan-id>
 
   spanning-tree port type edge trunk
 
   mtu 9216
 
 
 
   interface Po119
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-nfs-vlan-id>
 
   spanning-tree port type edge trunk
 
   mtu 9216
 
 
 
   interface Po121
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <oob-mgmt-vlan-id>, <ib-mgmt-vlan-id>, <infra-nfs-vlan-id>, <vmotion-vlan-id>, <vm-traffic-vlan-id>
 
   spanning-tree port type edge trunk
 
   mtu 9216
 
 interface Po123
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <oob-mgmt-vlan-id>, <ib-mgmt-vlan-id>, <infra-nfs-vlan-id>, <vmotion-vlan-id>, <vm-traffic-vlan-id>
 
   spanning-tree port type edge trunk
 
   mtu 9216
 
 interface Po154
 
   switchport mode trunk
 
   switchport trunk native vlan <native-vlan-id>
 
   switchport trunk allowed vlan <oob-mgmt-vlan-id>, <ib-mgmt-vlan-id>
 spanning-tree port type network
 
   mtu 9216
 
 
 
   exit
 
   copy run start 
 
   [bookmark: _Toc52462367][bookmark: _Toc490508180]Configure Virtual Port Channels
 
   Cisco Nexus A
 
   To configure virtual port channels (vPCs) for switch A, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   [bookmark: _Hlk1923839]vpc domain <nexus-vpc-domain-id>
 
   role priority 10
 
   peer-keepalive destination <nexus-B-mgmt0-ip> source <nexus-A-mgmt0-ip>
 
   peer-switch
 
   peer-gateway
 
   auto-recovery
 
   delay restore 150
 
   ip arp synchronize
 
   interface Po10
 
   vpc peer-link
 
   interface Po117
 
   vpc 117
 
   interface Po119
 
   vpc 119
 
   interface Po121
 
   vpc 121
 
   interface Po123
 
   vpc 123
 interface Po154
 
   vpc 154
 
   exit
 
   copy run start
 
   Cisco Nexus B
 
   To configure vPCs for switch B, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   vpc domain <nexus-vpc-domain-id>
 
   role priority 20
 
   peer-keepalive destination <nexus-A-mgmt0-ip> source <nexus-B-mgmt0-ip>
 
   peer-switch
 
   peer-gateway
 
   auto-recovery
 
   delay restore 150
 
   ip arp synchronize
 
   interface Po10
 
   vpc peer-link
 
   interface Po117
 
   vpc 117
 
   interface Po119
 
   vpc 119
 
   interface Po121
 
   vpc 121
 
   interface Po123
 
   vpc 123
 interface Po154
 
   vpc 154
 
   exit
 
   copy run start
 
   [bookmark: _Toc52462369]Switch Testing Commands
 
   The following commands can be used to check for correct switch configuration:
 
    
    [image: *]       Some of these commands need to run after further configuration of the FlexPod components are complete to see complete results.
 
   
 
   show run
 
   show vpc
 
   show port-channel summary
 
   show ntp peer-status
 
   show cdp neighbors
 
   show lldp neighbors
 
   show run int
 
   show int
 show udld neighbors
 show int status
 
   [bookmark: _Toc97465485][bookmark: _Toc55564532][bookmark: _Toc52462370]Storage Configuration
 
   [bookmark: _Toc52462371][bookmark: _Toc490508183][bookmark: _Toc427325159]NetApp AFF A400 Controllers
 
   See the following section (NetApp Hardware Universe) for planning the physical location of the storage systems:
 
   ●     Site Preparation
 
   ●     System Connectivity Requirements
 
   ●     Circuit Breaker, Power Outlet Balancing, System Cabinet Power Cord Plugs, and Console Pinout Requirements
 
   ●     AFF Series Systems
 
   [bookmark: _Toc52462372][bookmark: NetAppHardwareUniverse][bookmark: _Toc490508184][bookmark: _Toc427325160]NetApp Hardware Universe
 
   [bookmark: _Toc427325161]The NetApp Hardware Universe (HWU) application provides supported hardware and software components for any specific ONTAP version. It also provides configuration information for all the NetApp storage appliances currently supported by ONTAP software and a table of component compatibilities.
 
   To confirm that the hardware and software components that you would like to use are supported with the version of ONTAP that you plan to install, follow these steps at the NetApp Support site.
 
   1.    Access the HWU application to view the System Configuration guides. Click the Platforms menu to view the compatibility between different version of the ONTAP software and the NetApp storage appliances with your desired specifications.
 
   2.    Alternatively, to compare components by storage appliance, click Compare Storage Systems.
 
   [bookmark: _Toc52462373][bookmark: _Toc490508185]Controllers
 
   Follow the physical installation procedures for the controllers found here: https://docs.netapp.com/us-en/ontap-systems/index.html.
 
   [bookmark: _Toc52462374][bookmark: _Toc490508186][bookmark: _Toc427325162]Disk Shelves
 
   NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk shelves that are supported by the AFF A400 and AFF A800 is available at the NetApp Support site.
 
   When using SAS disk shelves with NetApp storage controllers, refer to: https://docs.netapp.com/us-en/ontap-systems/sas3/index.html for proper cabling guidelines.
 
   When using NVMe drive shelves with NetApp storage controllers, refer to: https://docs.netapp.com/us-en/ontap-systems/ns224/index.html for installation and servicing guidelines.
 
   [bookmark: _Toc52462375][bookmark: _Toc490508187][bookmark: _Toc427325163][bookmark: _Toc349899226][bookmark: _Toc406007816][bookmark: _Toc391569375][bookmark: _Ref384299235][bookmark: _Ref350286214]NetApp ONTAP 9.9.1
 
   [bookmark: _Toc52462376][bookmark: _Toc490508188][bookmark: _Toc427325164]Complete Configuration Worksheet
 
   Before running the setup script, complete the Cluster setup worksheet in the ONTAP 9 Documentation Center. You must have access to the NetApp Support site to open the cluster setup worksheet.
 
   Ansible Storage Configuration 
 
   End to End ONTAP Storage Configuration for a FlexPod is automated with Ansible. ONTAP Storage can be deployed via Ansible after the ONTAP Cluster setup is complete and the Cluster management network is configured. 
 
   A playbook by name 'Setup_ONTAP.yml' is available at the root of this repository. It calls all the required roles to complete the setup of the ONTAP storage system.
 
   The ONTAP setup is split into three sections, use the tags - ontap_config_part_1, ontap_config_part_2 and ontap_config_part_3 to execute parts of the playbook at the appropriate stage of setup.
 
   Execute the playbook from the Ansible Control machine as an admin/ root user using the following commands:
 
   ●   After setup of Cisco Nexus switches:  ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_1
 
   ●   After setup of Cisco UCS:  ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_2
 
   ●   After setup of VMware vSphere 7.0 Setup:  ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_3
 
   If you would like to run a part of the deployment, you may use the appropriate tag that accompanies each task in the role and run the playbook by running the following command:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t <tag_name>
 
   [bookmark: _Toc52462377][bookmark: _Toc490508189][bookmark: _Toc427325165]Configure ONTAP Nodes
 
   Before running the setup script, review the configuration worksheets in the Software setup section of the ONTAP 9 Documentation Center to learn about configuring ONTAP. Table 4 lists the information needed to configure two ONTAP nodes. Customize the cluster-detail values with the information applicable to your deployment.
 
   [bookmark: _Ref427580544][bookmark: Table4]Table 4.     ONTAP Software Installation Prerequisites
 
    
     
      
       
       	 Cluster Detail
  
       	 Cluster Detail Value
  
      
 
      
      
       
       	 Cluster node 01 IP address
  
       	 <node01-mgmt-ip>
  
      
 
       
       	 Cluster node 01 netmask
  
       	 <node01-mgmt-mask>
  
      
 
       
       	 Cluster node 01 gateway
  
       	 <node01-mgmt-gateway>
  
      
 
       
       	 Cluster node 02 IP address
  
       	 <node02-mgmt-ip>
  
      
 
       
       	 Cluster node 02 netmask
  
       	 <node02-mgmt-mask>
  
      
 
       
       	 Cluster node 02 gateway
  
       	 <node02-mgmt-gateway>
  
      
 
       
       	 ONTAP 9.8 URL
  
       	 <url-boot-software>
  
      
 
      
    
 
   
 
   Configure Node 01
 
   To configure node 01, follow these steps:
 
   1.    Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:
 
   Starting AUTOBOOT press Ctrl-C to abort…
 
   2.    Allow the system to boot up.
 
   autoboot
 
   3.    Press Ctrl-C when prompted.
 
    
    [image: *]       If ONTAP 9.9.1 is not the version of software being booted, continue with the following steps to install new software. If ONTAP 9.9.1 is the version being booted, choose option 8 and y to reboot the node. Then continue with step 20.
 
   
 
   4.    To install new software, choose option 7 from the menu.
 
   5.    Enter y to continue the installation.
 
   6.    Choose e0M for the network port you want to use for the download.
 
   7.    Enter n to skip the reboot.
 
   8.    Choose option 7 from the menu: Install new software first
 
   9.    Enter y to continue the installation
 
   10. Enter the IP address, netmask, and default gateway for e0M.
 
   Enter the IP address for port e0M: <node01-mgmt-ip> 
 Enter the netmask for port e0M: <node01-mgmt-mask> 
 Enter the IP address of the default gateway: <node01-mgmt-gateway> 
 
   11. Enter the URL where the software can be found.
 
    
    [image: *]       The web server must be pingable from node 01.
 
   
 
   <url-boot-software>
 
   12. Press Enter for the user name, indicating no user name.
 
   13. Enter y to set the newly installed software as the default to be used for subsequent reboots.
 
   14. Enter yes to reboot the node.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
    
    [image: *]       When installing new software, the system might perform firmware upgrades to the BIOS and adapter cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system might deviate from this procedure.
 
    [image: *]       During the ONTAP installation a prompt to reboot the node requests a Y/N response.  The prompt requires the entire Yes or No response to reboot the node and continue the installation.
 
   
 
   15. Press Ctrl-C when the following message displays:
 
   Press Ctrl-C for Boot Menu
 
   [bookmark: _Ref46150011]16. Choose option 4 for Clean Configuration and Initialize All Disks.
 
   17. Enter y to zero disks, reset config, and install a new file system.
 
   18. Enter yes to erase all the data on the disks.
 
    
    [image: *]       The initialization and creation of the root aggregate can take 90 minutes or more to complete, depending on the number and type of disks attached. When initialization is complete, the storage system reboots. Note that SSDs take considerably less time to initialize. You can continue with the configuration of node 02  while the disks for node 01 are zeroing.
 
   
 
   Configure Node 02
 
   To configure node 02, follow these steps:
 
   1.    Connect to the storage system console port. You should see a Loader-B prompt. However, if the storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:
 
   Starting AUTOBOOT press Ctrl-C to abort…
 
   2.    Allow the system to boot up.
 
   autoboot
 
   3.    Press Ctrl-C when prompted.
 
    
    [image: *]       If ONTAP 9.9.1 is not the version of software being booted, continue with the following steps to install new software. If ONTAP 9.9.1 is the version being booted, choose option 8 and y to reboot the node, then continue with step 16.
 
   
 
   4.    To install new software, choose option 7.
 
   5.    Enter y to continue the installation.
 
   6.    Choose e0M for the network port you want to use for the download.
 
   7.    Enter n to skip the reboot.
 
   8.    Choose option 7: Install new software first
 
   9.    Enter y to continue the installation
 
   10. Enter the IP address, netmask, and default gateway for e0M.
 
   Enter the IP address for port e0M: <node02-mgmt-ip> 
 Enter the netmask for port e0M: <node02-mgmt-mask> 
 Enter the IP address of the default gateway: <node02-mgmt-gateway> 
 
   11. Enter the URL where the software can be found.
 
    
    [image: *]       The web server must be pingable from node 02.
 
   
 
   <url-boot-software>
 
   12. Press Enter for the username, indicating no user name.
 
   13. Enter y to set the newly installed software as the default to be used for subsequent reboots.
 
   14. Enter yes to reboot the node.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
    
    [image: *]       When installing new software, the system might perform firmware upgrades to the BIOS and adapter cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system might deviate from this procedure.
 
    [image: *]       During the ONTAP installation a prompt to reboot the node requests a Y/N response.  The prompt requires the entire Yes or No response to reboot the node and continue the installation.
 
   
 
   15. Press Ctrl-C when you see this message:
 
   Press Ctrl-C for Boot Menu
 
   [bookmark: _Ref46150128]16. Choose option 4 for Clean Configuration and Initialize All Disks.
 
   17. Enter y to zero disks, reset config, and install a new file system.
 
   18. Enter yes to erase all the data on the disks.
 
    
    [image: *]       The initialization and creation of the root aggregate can take 90 minutes or more to complete, depending on the number and type of disks attached. When initialization is complete, the storage system reboots. Note that SSDs take considerably less time to initialize.
 
   
 
   [bookmark: _Toc52462378]Set Up Node
 
   From a console port program attached to the storage controller A (node 01) console port, run the node setup script. This script appears when ONTAP 9.9.1 boots on the node for the first time. To set up the node, follow these steps:
 
   1.    Follow the prompts to set up node 01.
 
   Welcome to node setup.
 
    
 
   You can enter the following commands at any time:
 
     "help" or "?" - if you want to have a question clarified,
 
     "back" - if you want to change previously answered questions, and
 
     "exit" or "quit" - if you want to quit the setup wizard.
 
        Any changes you made before quitting will be saved.
 
    
 
   You can return to cluster setup at any time by typing “cluster setup”.
 
   To accept a default or omit a question, do not enter a value.
 
    
 
   This system will send event messages and weekly reports to NetApp Technical Support.
 
   To disable this feature, enter "autosupport modify -support disable" within 24 hours.
 
   Enabling AutoSupport can significantly speed problem determination and resolution should a problem occur on your system.
 
   For further information on AutoSupport, see:
 
   http://support.netapp.com/autosupport/
 
    
 
   Type yes to confirm and continue {yes}: yes
 
 
 
   Enter the node management interface port [e0M]: Enter
 
   Enter the node management interface IP address: <node01-mgmt-ip>
 
   Enter the node management interface netmask: <node01-mgmt-mask>
 
   Enter the node management interface default gateway: <node01-mgmt-gateway>
 
   A node management interface on port e0M with IP address <node01-mgmt-ip> has been created
 
    
 
   Use your web browser to complete cluster setup by accesing https://<node01-mgmt-ip>
 
    
 
   Otherwise press Enter to complete cluster setup using the command line interface: 
 
   2.    To complete cluster setup, open a web browser and navigate to https://<node01-mgmt-ip>.
 
   Table 5.     Cluster Create in ONTAP Prerequisites
 
    
     
      
       
       	 Cluster Detail
  
       	 Cluster Detail Value
  
      
 
      
      
       
       	 Cluster name
  
       	 <clustername>
  
      
 
       
       	 Cluster Admin SVM
  
       	 <cluster-adm-svm>
  
      
 
       
       	 Infrastructure Data SVM
  
       	 <infra-data-svm>
  
      
 
       
       	 ONTAP base license
  
       	 <cluster-base-license-key>
  
      
 
       
       	 Cluster management IP address
  
       	 <clustermgmt-ip>
  
      
 
       
       	 Cluster management netmask
  
       	 <clustermgmt-mask>
  
      
 
       
       	 Cluster management gateway
  
       	 <clustermgmt-gateway>
  
      
 
       
       	 Cluster node 01 IP address
  
       	 <node01-mgmt-ip>
  
      
 
       
       	 Cluster node 01 netmask
  
       	 <node01-mgmt-mask>
  
      
 
       
       	 Cluster node 01 gateway
  
       	 <node01-mgmt-gateway>
  
      
 
       
       	 Cluster node 02 IP address
  
       	 <node02-mgmt-ip>
  
      
 
       
       	 Cluster node 02 netmask
  
       	 <node02-mgmt-mask>
  
      
 
       
       	 Cluster node 02 gateway
  
       	 <node02-mgmt-gateway>
  
      
 
       
       	 Node 01 service processor IP address
  
       	 <node01-sp-ip>
  
      
 
       
       	 Node 01 service processor network mask
  
       	 <node01-sp-mask>
  
      
 
       
       	 Node 01 service processor gateway
  
       	 <node01-sp-gateway>
  
      
 
       
       	 Node 02 service processor IP address
  
       	 <node02-sp-ip>
  
      
 
       
       	 Node 02 service processor network mask
  
       	 <node02-sp-mask>
  
      
 
       
       	 Node 02 service processor gateway
  
       	 <node02-sp-gateway>
  
      
 
       
       	 Node 01 node name
  
       	 <st-node01>
  
      
 
       
       	 Node 02 node name
  
       	 <st-node02>
  
      
 
       
       	 DNS domain name
  
       	 <dns-domain-name>
  
      
 
       
       	 DNS server IP address
  
       	 <dns-ip>
  
      
 
       
       	 NTP server A IP address
  
       	 <switch-a-ntp-ip>
  
      
 
       
       	 NTP server B IP address
  
       	 <switch-b-ntp-ip>
  
      
 
       
       	 SNMPv3 User
  
       	 <snmp-v3-usr>
  
      
 
       
       	 SNMPv3 Authentication Protocol
  
       	 <snmp-v3-auth-proto>
  
      
 
       
       	 SNMPv3 Privacy Protocol
  
       	 <snmpv3-priv-proto>
  
      
 
      
    
 
   
 
    
    [image: *]       Cluster setup can also be performed using the CLI. This document describes the cluster setup using the NetApp ONTAP System Manager guided setup.
 
   
 
   3.    Complete the required information on the Initialize Storage System screen:
 
   [image: Graphical user interface, application, websiteDescription automatically generated]
 
   4.    In the Cluster screen, follow these steps:
 
   a.    Enter the cluster name and administrator password.
 
   b.    Complete the Networking information for the cluster and each node.
 
   c.    Check the box for Use time services (NTP) and enter the IP addresses of the time servers in a comma separated list.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
    
    [image: *]       The nodes should be discovered automatically; if they are not, Refresh the browser page. By default, the cluster interfaces are created on all the new factory shipping storage controllers.
 
    [image: *]       If all the nodes are not discovered, then configure the cluster using the command line.
 
    [image: *]       The node management interface can be on the same subnet as the cluster management interface, or it can be on a different subnet. In this document, we assume that it is on the same subnet.
 
   
 
   5.    Click Submit.
 
    [image: Graphical user interface, applicationDescription automatically generated]
 
   6.    A few minutes will pass while the cluster is configured. When prompted, login to ONTAP System Manager to continue the cluster configuration.
 
    
    [image: *]       You can use Ansible scripts at this point to configure the remaining part of the Storage Configurations. 
 
   
 
   7.    Edit the following variable files to ensure proper ONTAP Storage variables are entered:
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/ontap
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/vars/ontap_main.yml
 
   8.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_ONTAP.yml Ansible playbook.
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_1  
 
    
    [image: *]       Use the -vvv tag to see detailed execution output log.
 
   
 
    
 
    
    [image: *]       Ansible will implement all the Storage configurations tasks in this section. Skip the following steps and go to the Cisco UCS Configuration section.  
 
   
 
   9.    From the Dashboard click the Cluster menu on the left and choose Overview.
 
   10. Click the More ellipsis button in the Overview pane at the top right of the screen and choose Edit.
 
   [image: Graphical user interface, application, TeamsDescription automatically generated]
 
   11. Add additional cluster configuration details and click Save to make the changes persistent:
 
   a.    Cluster location
 
   b.    DNS domain name
 
   c.    DNS server IP addresses
 
    
    [image: *]       DNS server IP addresses can be added individually or with a comma separated list on a single line.
 
   
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   12. Click Save to make the changes persistent.
 
    
    [image: *]       To configure AutoSupport, add licenses and create storage aggregates via the ONTAP CLI, skip this section and configure the options in section Configure and Test AutoSuport.
 
   
 
   13. Click the ellipsis in the top right of the AutoSupport tile and choose More options.
 
   14. Choose the Settings menu under the Cluster menu.
 
    [image: A screenshot of a cell phoneDescription automatically generated]
 
   15. If AutoSupport was not configured during the initial setup, click the ellipsis in the AutoSupport tile and choose  More options.
 
   16. To enable AutoSupport click the slider.
 
   17. Click Edit to change the transport protocol, add a proxy server address and a mail host as needed.
 
   18. Click Save to enable the changes.
 
   19. In the Email tile to the right, click Edit and enter the desired email information:
 
   a.    Email send from address
 
   b.    Email recipient addresses.
 
   c.    Recipient Category.
 
   20. Click Save when complete. 
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   21. Choose Cluster Settings at the top left of the page to return to the cluster settings page.
 
   22. Locate the Licenses tile on the right and click the detail arrow.
 
   23. Add the desired licenses to the cluster by clicking Add and entering the license keys in a comma separated list.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   [image: A screenshot of a computer screenDescription automatically generated]
 
   24. Configure storage aggregates by selecting the Storage menu on the left and choosing Tiers.
 
   25. Click Add Local Tier and allow ONTAP System Manager to recommend a storage aggregate configuration.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   26. ONTAP will use best practices to recommend an aggregate layout.  Click the Recommended details link to view the aggregate information.
 
   27. Optionally, enable NetApp Aggregate Encryption (NAE) by checking the box for Configure Onboard Key Manager for encryption.
 
   28. Enter and confirm the passphrase and save it in a secure location for future use.
 
   29. Click Save to make the configuration persistent.
 
    [image: Graphical user interface, applicationDescription automatically generated]
 
    
    [image: *]       Careful consideration should be taken before enabling aggregate encryption. Aggregate encryption may not be supported for all deployments.  Please review the NetApp Encryption Power Guide and the Security Hardening Guide for NetApp ONTAP 9 (TR-4569) to help determine if aggregate encryption is right for your environment.
 
   
 
   [bookmark: _Toc52462379][bookmark: _Toc490508190][bookmark: _Toc427325166]Log into the Cluster
 
   To log into the cluster, follow these steps:
 
   1.    Open an SSH connection to either the cluster IP or the host name.
 
   2.    Log into the admin user with the password you provided earlier.
 
   [bookmark: _Toc490508191][bookmark: _Toc427325167][bookmark: _Toc52462380][bookmark: _Toc490508197][bookmark: _Toc427325173]Verify Storage Failover
 
   To confirm that storage failover is enabled, run the following commands for a failover pair:
 
   1.    Verify the status of the storage failover.
 
   storage failover show
 
    
    [image: *]       Both <st-node01> and <st-node02> must be capable of performing a takeover. Continue with step 2 if the nodes are capable of performing a takeover.
 
   
 
   2.    Enable failover on one of the two nodes if it was not completed during the installation.
 
   storage failover modify -node <st-node01> -enabled true
 
    
    [image: *]       Enabling failover on one node enables it for both nodes.
 
   
 
   3.    Verify the HA status for a two-node cluster.
 
    
    [image: *]       This step is not applicable for clusters with more than two nodes.
 
   
 
   cluster ha show
 
   4.    If HA is not configured use the below commands. Only enable HA mode for two-node clusters. Do not run this command for clusters with more than two nodes because it causes problems with failover.
 
   cluster ha modify -configured true
 
   Do you want to continue? {y|n}: y
 
   5.    Verify that hardware assist is correctly configured.
 
   storage failover hwassist show
 
   6.    If hwassist storage failover is not enabled, enable using the following commands.
 
   storage failover modify –hwassist-partner-ip <node02-mgmt-ip> -node <st-node01>
 
   storage failover modify –hwassist-partner-ip <node01-mgmt-ip> -node <st-node02>
 
   [bookmark: _Toc52462381][bookmark: _Toc490508193][bookmark: _Toc427325169]Set Auto-Revert on Cluster Management 
 
   To set the auto-revert parameter on the cluster management interface, follow this step:
 
    
    [image: *]       A storage virtual machine (SVM) is referred to as a Vserver or vserver in the GUI and CLI.
 
   
 
   1.    Run the following command:
 
   net interface modify -vserver <clustername> -lif cluster_mgmt_lif_1 -auto-revert true 
 
   [bookmark: _Toc52462382]Zero All Spare Disks
 
   To zero all spare disks in the cluster, run the following command:
 
   disk zerospares
 
    
    [image: *]       Advanced Data Partitioning creates a root partition and two data partitions on each SSD drive in an AFF configuration. Disk autoassign should have assigned one data partition to each node in an HA pair. If a different disk assignment is required, disk autoassignment must be disabled on both nodes in the HA pair by running the disk option modify command. Spare partitions can then be moved from one node to another by running the disk removeowner and disk assign commands.
 
   
 
   [bookmark: _Toc490508196][bookmark: _Toc427325172][bookmark: _Toc52462383][bookmark: _Toc490508195][bookmark: _Toc427325171]Set Up Service Processor Network Interface
 
   To assign a static IPv4 address to the Service Processor on each node, run the following commands:
 
   system service-processor network modify –node <st-node01> -address-family IPv4 –enable true –dhcp none –ip-address <node01-sp-ip> -netmask <node01-sp-mask> -gateway <node01-sp-gateway>
 
    
 
   system service-processor network modify –node <st-node02> -address-family IPv4 –enable true –dhcp none –ip-address <node02-sp-ip> -netmask <node02-sp-mask> -gateway <node02-sp-gateway>
 
    
    [image: *]       The Service Processor IP addresses should be in the same subnet as the node management IP addresses.
 
   
 
   [bookmark: _Toc490508198][bookmark: _Toc427325174][bookmark: _Toc490508194][bookmark: _Toc427325170][bookmark: _Toc52462385][bookmark: _Toc32946748]Create Manual Provisioned Aggregates (Optional)
 
   An aggregate containing the root volume is created during the ONTAP setup process. To manually create additional aggregates, determine the aggregate name, the node on which to create it, and the number of disks it should contain.
 
   To create new aggregates, run the following commands:
 
   storage aggregate create -aggregate <aggr1_node01> -node <st-node01> -diskcount <num-disks> -disktype SSD-NVM
 
   storage aggregate create -aggregate <aggr1_node02> -node <st-node02> -diskcount <num-disks> -disktype SSD-NVM
 
    
    [image: *]       You should have the minimum number of hot spare disks for hot spare disk partitions recommended for your aggregate.
 
    [image: *]       For all-flash aggregates, you should have a minimum of one hot spare disk or disk partition. For non-flash homogenous aggregates, you should have a minimum of two hot spare disks or disk partitions. For Flash Pool aggregates, you should have a minimum of two hot spare disks or disk partitions for each disk type.
 
    [image: *]       In an AFF configuration with a small number of SSDs, you might want to create an aggregate with all but one remaining disk (spare) assigned to the controller.
 
    [image: *]       The aggregate cannot be created until disk zeroing completes. Run the storage aggregate show command to display the aggregate creation status. Do not proceed until both aggr1_node1 and aggr1_node2 are online.
 
   
 
   [bookmark: _Toc52462386]Remove Default Broadcast Domains
 
   [bookmark: _Toc490508203][bookmark: _Toc427325179]By default, all network ports are included in separate default broadcast domain. Network ports used for data services (for example, e0e, e0f, and so on) should be removed from their default broadcast domain and that broadcast domain should be deleted.
 
   To perform this task, run the following commands:
 
   network port broadcast-domain delete -broadcast-domain <Default-N> -ipspace Default
 
   network port broadcast-domain show
 
    
    [bookmark: _Toc490508199][bookmark: _Toc427325175][bookmark: _Toc52462388][image: *]       Delete the Default broadcast domains with Network ports (Default-1, Default-2, and so on).
 
   
 
   Disable Flow Control on 25/100GbE Data Ports
 
   To disable flow control on 25 and 100GbE data ports, follow these steps:
 
   1.    Run the following command to configure the ports .on node 01:
 
   network port modify -node <st-node01> -port e4a,e4b -flowcontrol-admin none                      network port modify -node <st-node01> -port e0e,e0f,e0g,e0h -flowcontrol-admin none
 
   2.    Run the following command to configure the ports on node 02:
 
   network port modify -node <st-node02> -port e4a,e4b -flowcontrol-admin none
 
    
 
   network port modify -node <st-node02> -port e0e,e0f,e0g,e0h -flowcontrol-admin none
 
    
 
   aa16-a400::> net port show -node * -port e0e,e0f,e0g,e0h -fields speed-admin,duplex-admin,flowcontrol-admin 
 
     (network port show)
 
   node         port duplex-admin speed-admin flowcontrol-admin 
 
   ------------ ---- ------------ ----------- ----------------- 
 
   aa16-a400-01 e0e  auto         auto        none              
 
   aa16-a400-01 e0f  auto         auto        none              
 
   aa16-a400-01 e0g  auto         auto        none              
 
   aa16-a400-01 e0h  auto         auto        none              
 
   aa16-a400-02 e0e  auto         auto        none              
 
   aa16-a400-02 e0f  auto         auto        none              
 
   aa16-a400-02 e0g  auto         auto        none              
 
   aa16-a400-02 e0h  auto         auto        none              
 
   8 entries were displayed.
 
   
 
 
 
   aa16-a400::> net port show -node * -port e4a,e4b -fields speed-admin,duplex-admin,flowcontrol-admin 
 
     (network port show)
 
   node         port duplex-admin speed-admin flowcontrol-admin 
 
   ------------ ---- ------------ ----------- ----------------- 
 
   aa16-a400-01 e4a  auto         auto        none              
 
   aa16-a400-01 e4b  auto         auto        none              
 
   aa16-a400-02 e4a  auto         auto        none              
 
   aa16-a400-02 e4b  auto         auto        none              
 
   4 entries were displayed.
 
   [bookmark: _Toc490508200][bookmark: _Toc427325176][bookmark: _Toc52462389][bookmark: _Toc2179464]Disable Auto-Negotiate on Fibre Channel Ports
 
   In accordance with the best practices for FC host ports, to disable auto-negotiate on each FCP adapter in each controller node, follow these steps:
 
   1.    Disable each FC adapter in the controllers with the fcp adapter modify command.
 
   fcp adapter modify -node <st-node01> -adapter 5a –status-admin down
 
   fcp adapter modify -node <st-node01> -adapter 5b –status-admin down
 
   fcp adapter modify -node <st-node02> -adapter 5a –status-admin down
 
   fcp adapter modify -node <st-node02> -adapter 5b –status-admin down
 
   2.    Set the desired speed on the adapter and return it to the online state.
 
   fcp adapter modify -node <st-node01> -adapter 5a -speed 32 -status-admin up
 
   fcp adapter modify -node <st-node01> -adapter 5b -speed 32 -status-admin up
 
   fcp adapter modify -node <st-node02> -adapter 5a -speed 32 -status-admin up
 
   fcp adapter modify -node <st-node02> -adapter 5b -speed 32 -status-admin up
 
   [bookmark: _Toc52462390]Enable Cisco Discovery Protocol
 
   To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following command to enable CDP in ONTAP:
 
   node run -node * options cdpd.enable on
 
    
    [image: *]       To be effective, CDP must also be enabled on directly connected networking equipment such as switches and routers.
 
   
 
   [bookmark: _Toc490508204][bookmark: _Toc427325180][bookmark: _Toc52462391]Enable Link-layer Discovery Protocol on all Ethernet Ports
 
   To enable the exchange of Link-layer Discovery Protocol (LLDP) neighbor information between the storage and network switches, follow this step:
 
   1.    Enable LLDP on all ports of all nodes in the cluster.
 
   node run * options lldp.enable on
 
   [bookmark: _Toc52462392]Create Management Broadcast Domain
 
   If the management interfaces are required to be on a separate VLAN, create a new broadcast domain for those interfaces by running the following command:
 
   network port broadcast-domain create -broadcast-domain IB-MGMT -mtu 1500
 network port broadcast-domain show
 
   [bookmark: _Toc52462393]Create NFS Broadcast Domain
 
   To create an NFS data broadcast domain with a maximum transmission unit (MTU) of 9000, run the following commands to create a broadcast domain for NFS in ONTAP:
 
   network port broadcast-domain create -broadcast-domain Infra_NFS -mtu 9000
 network port broadcast-domain show
 
   [bookmark: _Toc52462394][bookmark: _Toc490508205][bookmark: _Toc427325181]Create Interface Groups
 
   To create the LACP interface groups for the 25GbE data interfaces, run the following commands:
 
   [bookmark: _Toc490508206][bookmark: _Toc427325182]network port ifgrp create -node <st-node01> -ifgrp a0a -distr-func port -mode multimode_lacp
 network port ifgrp add-port -node <st-node01> -ifgrp a0a -port e0e
 network port ifgrp add-port -node <st-node01> -ifgrp a0a -port e0f
 network port ifgrp add-port -node <st-node01> -ifgrp a0a -port e0g
 network port ifgrp add-port -node <st-node01> -ifgrp a0a -port e0h
 network port ifgrp create -node <st-node02> -ifgrp a0a -distr-func port -mode multimode_lacp
 network port ifgrp add-port -node <st-node02> -ifgrp a0a -port e0e
 network port ifgrp add-port -node <st-node02> -ifgrp a0a -port e0f
 
   network port ifgrp add-port -node <st-node02> -ifgrp a0a -port e0g
 network port ifgrp add-port -node <st-node02> -ifgrp a0a -port e0h 
 
 
 
   network port ifgrp show
 
   [bookmark: _Toc52462395]Change MTU on Interface Groups
 
   To change the MTU size on the base interface-group ports before creating the VLAN ports, run the following commands:
 
   network port modify –node <st-node01> -port a0a –mtu 9000
 network port modify –node <st-node02> -port a0a –mtu 9000
 
   [bookmark: _Toc52462396]Create VLANs
 
   To create VLANs, follow these steps: 
 
   1.    Create the management VLAN ports and add them to the management broadcast domain.
 
   network port vlan create –node <st-node01> -vlan-name a0a-<ib-mgmt-vlan-id>
 
   network port vlan create –node <st-node02> -vlan-name a0a-<ib-mgmt-vlan-id>
 
 network port broadcast-domain add-ports -broadcast-domain IB-MGMT -ports <st-node01>:a0a-<ib-mgmt-vlan-id>,<st-node02>:a0a-<ib-mgmt-vlan-id>
 
 network port vlan show
 
   2.    Create the NFS VLAN ports and add them to the Infra_NFS broadcast domain.
 
   network port vlan create –node <st-node01> -vlan-name a0a-<infra-nfs-vlan-id>
 network port vlan create –node <st-node02> -vlan-name a0a-<infra-nfs-vlan-id>
 
   
 network port broadcast-domain add-ports -broadcast-domain Infra_NFS -ports <st-node01>:a0a-<infra-nfs-vlan-id>,<st-node02>:a0a-<infra-nfs-vlan-id>
 
   [bookmark: _Toc490508207][bookmark: _Toc427325183][bookmark: _Toc52462397]Configure Network Time Protocol
 
   To configure time synchronization on the cluster, follow these steps:
 
   1.    Set the time zone for the cluster.
 
   timezone -timezone <timezone>
 
    
    [image: *]       For example, in the eastern United States, the time zone is America/New_York.
 
   
 
   2.    Set the date for the cluster.
 
   date <ccyymmddhhmm.ss>
 
    
    [image: *]       The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]> (for example, 201903271549.30).
 
   
 
   [bookmark: _Toc52462398][bookmark: _Toc490508201][bookmark: _Toc427325177]Configure Simple Network Management Protocol
 
   To configure the Simple Network Management Protocol (SNMP), follow these steps:
 
   1.    Configure basic SNMP information, such as the location and contact. When polled, this information is visible as the sysLocation and sysContact variables in SNMP.
 
   snmp contact <snmp-contact>
 
   snmp location “<snmp-location>”
 
   snmp init 1
 
   options snmp.enable on
 
   2.    Configure SNMP traps to send to remote hosts, such as an Active IQ Unified Manager server or another fault management system.
 
   snmp traphost add <oncommand-um-server-fqdn>
 
   [bookmark: _Toc52462399]Configure SNMPv3 Access
 
   SNMPv3 offers advanced security by using encryption and passphrases. The SNMPv3 user can run SNMP utilities from the traphost using the authentication and privacy settings that you specify. To configure SNMPv3 access, run the following commands: 
 
   security login create -user-or-group-name <<snmp-v3-usr>> -application snmp -authentication-method usm
 
    
 
   Enter the authoritative entity's EngineID [local EngineID]:
 
    
 
   Which authentication protocol do you want to choose (none, md5, sha, sha2-256) [none]: <<snmp-v3-auth-proto>>
 
    
 
   Enter the authentication protocol password (minimum 8 characters long):
 
    
 
   Enter the authentication protocol password again:
 
    
 
   Which privacy protocol do you want to choose (none, des, aes128) [none]: <<snmpv3-priv-proto>>
 
    
 
   Enter privacy protocol password (minimum 8 characters long):
 
    
 
   Enter privacy protocol password again:
 
    
    [image: *]       Refer to the SNMP Configuration Express Guide for additional information when configuring SNMPv3 security users.
 
   
 
   [bookmark: _Toc52462400]Create SVM 
 
   To create an infrastructure SVM, follow these steps:
 
   1.    Run the vserver create command.
 
   vserver create –vserver Infra-SVM –rootvolume infra_svm_root –aggregate aggr1_node01 –rootvolume-security-style unix
 
   2.    Remove the unused data protocols from the SVM: CIFS, iSCSI.
 
   vserver remove-protocols –vserver Infra-SVM -protocols iscsi,cifs
 
   3.    Add the two data aggregates to the Infra-SVM aggregate list for the NetApp ONTAP Tools.
 
   vserver modify –vserver Infra-SVM –aggr-list <aggr1_node01>,<aggr1_node02>
 
   4.    Enable and run the NFS protocol in the Infra-SVM.
 
   vserver nfs create -vserver Infra-SVM -udp disabled -v3 enabled -v4.1 enabled -vstorage enabled
 
    
    [image: *]       If the NFS license was not installed during the cluster configuration, make sure to install the license before starting the NFS service.  
 
   
 
   5.    Verify the NFS vstorage parameter for the NetApp NFS VAAI plug-in was enabled.
 
   vserver nfs show -fields vstorage
 
   [bookmark: _Toc52462401][bookmark: _Toc490508208][bookmark: _Toc427325184]Create Load-Sharing Mirrors of SVM Root Volume
 
   To create a load-sharing mirror of an SVM root volume, follow these steps:
 
   1.    Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.
 
   volume create –vserver Infra-SVM –volume infra_svm_root_m01 –aggregate <aggr1_node01> –size 1GB –type DP 
 
 volume create –vserver Infra-SVM –volume infra_svm_root_m02 –aggregate <aggr1_node02> –size 1GB –type DP
 
   2.    Create a job schedule to update the root volume mirror relationships every 15 minutes.
 
   job schedule interval create -name 15min -minutes 15
 
   3.    Create the mirroring relationships.
 
   snapmirror create –source-path Infra-SVM:infra_svm_root -destination-path Infra-SVM:infra_svm_root_m01 –type LS -schedule 15min
 
 
 
   snapmirror create –source-path Infra-SVM:infra_svm_root –destination-path Infra-SVM:infra_svm_root_m02 –type LS -schedule 15min
 
   4.    Initialize the mirroring relationship.
 
   snapmirror initialize-ls-set –source-path Infra-SVM:infra_svm_root
 snapmirror show -type ls
 
   [bookmark: _Toc427325186][bookmark: _Toc52462402][bookmark: _Toc490508209]Create Block Protocol (FC) Service
 
   Run the following command to create the FCP service on each SVM. This command also starts the FCP service and sets the worldwide name (WWN) for the SVM:
 
   vserver fcp create -vserver Infra-SVM -status-admin up
 vserver fcp show
 
    
    [image: *]       If the FC license was not installed during the cluster configuration, make sure to install the license before creating the FC service.
 
   
 
   [bookmark: _Toc52462403][bookmark: _Toc490508210]Configure HTTPS Access 
 
   To configure secure access to the storage controller, follow these steps:
 
   1.    Increase the privilege level to access the certificate commands.
 
   set -privilege diag
 
   Do you want to continue? {y|n}: y
 
   2.    Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for example, the <serial-number>) by running the following command:
 
   security certificate show
 
   3.    For each SVM shown, the certificate common name should match the DNS fully qualified domain name (FQDN) of the SVM. Delete the two default certificates and replace them with either self-signed certificates or certificates from a certificate authority (CA). To delete the default certificates, run the following commands:
 
   security certificate delete -vserver Infra-SVM -common-name Infra-SVM -ca Infra-SVM -type server -serial <serial-number>
 
    
    [image: *]       Deleting expired certificates before creating new certificates is a best practice. Run the security certificate delete command to delete the expired certificates. In the following command, use TAB completion to select and delete each default certificate.
 
   
 
   4.    To generate and install self-signed certificates, run the following commands as one-time commands. Generate a server certificate for the Infra-SVM and the cluster SVM. Use TAB completion to aid in the completion of these commands.
 
   security certificate create -common-name <cert-common-name> -type  server -size 2048 -country <cert-country> -state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -email-addr <cert-email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver Infra-SVM
 
   5.    To obtain the values for the parameters required in step 5 (<cert-ca> and <cert-serial>), run the security certificate show command.
 
   6.    Enable each certificate that was just created by using the –server-enabled true and –client-enabled false parameters. Use TAB completion to aid in the completion of these commands.
 
   security ssl modify -vserver <clustername> -server-enabled true -client-enabled false -ca <cert-ca> -serial <cert-serial> -common-name <cert-common-name>
 
   7.    Disable HTTP cluster management access.
 
   system services firewall policy delete -policy mgmt -service http –vserver <clustername>
 
    
    [image: *]       It is normal for some of these commands to return an error message stating that the entry does not exist.
 
   
 
   8.    Change back to the normal admin privilege level and verify that the system logs are available in a web browser.
 
   set –privilege admin
 
    
 
   https://<node01-mgmt-ip>/spi
 
 https://<node02-mgmt-ip>/spi
 
   [bookmark: _Toc52462404][bookmark: _Toc490508211][bookmark: _Toc427325187]Configure NFSv3 and NFSv4.1
 
   To configure NFS on the SVM, follow these steps:
 
   1.    Create a new rule for the infrastructure NFS subnet in the default export policy.
 
   vserver export-policy rule create –vserver Infra-SVM -policyname default –ruleindex 1 –protocol nfs -clientmatch <infra-nfs-subnet-cidr> -rorule sys –rwrule sys -superuser sys –allow-suid true
 
   2.    Assign the FlexPod export policy to the infrastructure SVM root volume.
 
   volume modify –vserver Infra-SVM –volume infra_svm_root –policy default
 
   [bookmark: _Toc52462405][bookmark: _Toc490508212][bookmark: _Toc427325188]Create FlexVol Volumes
 
   The following information is required to create a NetApp FlexVol® volume:
 
   ●     The volume name
 
   ●     The volume size
 
   ●     The aggregate on which the volume exists
 
   To create a FlexVol volume, run the following commands:
 
   volume create -vserver Infra-SVM -volume infra_datastore_01 -aggregate <aggr1_node01> -size 1TB -state online -policy default -junction-path /infra_datastore_01 -space-guarantee none -percent-snapshot-space 0
 
    
 
   volume create -vserver Infra-SVM -volume infra_datastore_02 -aggregate <aggr1_node02> -size 1TB -state online -policy default -junction-path /infra_datastore_02 -space-guarantee none -percent-snapshot-space 0
 
    
 
    
 
   volume create -vserver Infra-SVM -volume infra_swap -aggregate <aggr1_node01> -size 100GB -state online -policy default -junction-path /infra_swap -space-guarantee none -percent-snapshot-space 0 -snapshot-policy none. 
 
    
 
    
 
   volume create -vserver Infra-SVM -volume esxi_boot -aggregate <aggr1_node01> -size 320GB -state online -policy default -space-guarantee none -percent-snapshot-space 0
 
    
 
   snapmirror update-ls-set -source-path Infra-SVM:infra_svm_root
 
    
    [bookmark: _Toc490508213][bookmark: _Toc427325189][image: *]       If you are going to setup and use SnapCenter to backup the infra_datastore volume, add “-snapshot-policy none” to the end of the volume create command for the infra_datastore volume.
 
   
 
   [bookmark: _Toc52462407]Modify Volume Efficiency
 
   On NetApp AFF systems, deduplication is enabled by default. To disable the efficiency policy on the infra_swap volume, run the following command:
 
   volume efficiency off –vserver Infra-SVM –volume infra_swap
 
   [bookmark: _Toc52462408][bookmark: _Toc490508215]Create FC LIFs
 
   Run the following commands to create four FC LIFs (two on each node):
 
   network interface create -vserver Infra-SVM -lif fcp-lif-01a -role data -data-protocol fcp -home-node <st-node01> -home-port 5a –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fcp-lif-01b -role data -data-protocol fcp -home-node <st-node01> -home-port 5b –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fcp-lif-02a -role data -data-protocol fcp -home-node <st-node02> -home-port 5a –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fcp-lif-02b -role data -data-protocol fcp -home-node <st-node02> -home-port 5b   –status-admin up
 
    
 
   network interface show
 
   [bookmark: _Toc52462409][bookmark: _Toc490508216][bookmark: _Toc427325192]Create NFS LIFs
 
   To create NFS LIFs, run the following commands:
 
   network interface create -vserver Infra-SVM -lif nfs-lif-01 -role data -data-protocol nfs -home-node <st-node01> -home-port a0a-<infra-nfs-vlan-id> –address <node01-nfs-lif-01-ip> -netmask <node01-nfs-lif-01-mask> -status-admin up –failover-policy broadcast-domain-wide –firewall-policy data –auto-revert true 
 
    
 
   network interface create -vserver Infra-SVM -lif nfs-lif-02 -role data -data-protocol nfs -home-node <st-node02> -home-port a0a-<infra-nfs-vlan-id> –address <node02-nfs-lif-02-ip> -netmask <node02-nfs-lif-02-mask>> -status-admin up –failover-policy broadcast-domain-wide –firewall-policy data –auto-revert true 
 
    
 
   network interface show
 
   [bookmark: _Toc52462410][bookmark: _Toc490508217][bookmark: _Toc427325193]Configure FC-NVMe Datastore for vSphere 7U2
 
   To Configure FC-NVMe Datastores for vSphere 7U2 enable the FC-NVMe protocol on an existing SVM or create a separate SVM for FC-NVMe workloads.
 
   To configure FC-NVMe datastore on existing SVM (Infra-SVM) follow these steps:
 
   1.    Verify that you have NVMe Capable adapters installed in your cluster.
 
   network fcp adapter show -data-protocols-supported fc-nvme
 
   2.    Add the NVMe protocol to the SVM and list it.
 
   vserver add-protocols -vserver Infra-SVM  -protocols nvme
 
   vserver show -vserver Infra-SVM -fields allowed-protocols 
 
   aa16-a400::> vserver show -vserver Infra-SVM -fields allowed-protocols 
 
   vserver   allowed-protocols       
 
   --------- ----------------------- 
 
   Infra-SVM nfs,fcp,iscsi,ndmp,nvme
 
   3.    Create NVMe service.
 
   vserver nvme create -vserver Infra-SVM 
 
   vserver nvme show -vserver Infra-SVM
 
   aa16-a400::> vserver nvme show -vserver Infra-SVM   
 
    
 
            Vserver Name: Infra-SVM
 
   Administrative Status: up
 
   4.    Create NVMe FC LIFs.
 
   network interface create -vserver <SVM_name> -lif <lif_name> -role data -data-protocol fc-nvme -home-node <home_node> -home-port <home_portnetwork> 
 
    
 
   network interface create -vserver Infra-SVM -lif fc-nvme-lif-01a -role data -data-protocol fc-nvme -home-node <st-node01> -home-port 5a –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fc-nvme-lif-01b -role data -data-protocol fc-nvme -home-node <st-node01> -home-port 5b –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fcp-nvme-lif-02a -role data -data-protocol fc-nvme -home-node <st-node02> -home-port 5a –status-admin up
 
    
 
   network interface create -vserver Infra-SVM -lif fcp-nvme-lif-02b -role data -data-protocol fc-nvme -home-node <st-node02> -home-port 5b –status-admin up
 
    
 
   network interface show
 
    
    [image: *]       You can only configure two NVMe LIFs per node on a maximum of four nodes.
 
   
 
   net int show -vserver <vserver name> -data-protocol fc-nvme
 
   aa16-a400::> net int show -vserver Infra-SVM -data-protocol fc-nvme
 
     (network interface show)
 
               Logical    Status     Network            Current       Current Is
 
   Vserver     Interface  Admin/Oper Address/Mask       Node          Port    Home
 
   ----------- ---------- ---------- ------------------ ------------- ------- ----
 
   Infra-SVM
 
               fc-nvme-lif-01a 
 
                            up/up    20:0f:d0:39:ea:17:12:9b 
 
                                                        aa16-a400-01  5a      true
 
               fc-nvme-lif-01b 
 
                            up/up    20:10:d0:39:ea:17:12:9b 
 
                                                        aa16-a400-01  5b      true
 
               fcp-nvme-lif-02a 
 
                            up/up    20:11:d0:39:ea:17:12:9b 
 
                                                        aa16-a400-02  5a      true
 
               fcp-nvme-lif-02b 
 
                            up/up    20:12:d0:39:ea:17:12:9b 
 
                                                        aa16-a400-02  5b      true
 
   4 entries were displayed.
 
    
 
   5.    Create Volume
 
   Volume create -vserver SVM-name -volume vol_name -aggregate aggregate_name -size volume_size -space-guarantee none -percent-snapshot-space 0 
 
   aa16-a400::> vol create -vserver Infra-SVM -volume NVMe_datastore_01 -aggregate  aa16_a400_01_NVME_SSD_1 -size 100G -state online -space-guarantee none -percent-snapshot-space 0                 
 
   [Job 162] Job succeeded: Successful 
 
   Add Infrastructure SVM Administrator
 
   To add the infrastructure SVM administrator and SVM administration LIF in the in-band management network, follow these steps:
 
   1.    Run the following commands:
 
   network interface create –vserver Infra-SVM –lif svm-mgmt –role data –data-protocol none –home-node <st-node02> -home-port  a0a-<ib-mgmt-vlan-id> –address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -status-admin up –failover-policy broadcast-domain-wide –firewall-policy mgmt –auto-revert true 
 
   2.    Create a default route that enables the SVM management interface to reach the outside world.
 
   network route create –vserver Infra-SVM -destination 0.0.0.0/0 –gateway <svm-mgmt-gateway>
 
    
 
   network route show
 
   3.    Set a password for the SVM vsadmin user and unlock the user.
 
   security login password –username vsadmin –vserver Infra-SVM
 Enter a new password:  <password>
 Enter it again:  <password>
 
 
 
   security login unlock –username vsadmin –vserver Infra-SVM
 
    
    [image: *]       A cluster serves data through at least one and possibly several SVMs. These steps have created a single data SVM. If you would like to configure your environment with multiple SVMs, this is a good time to create them.
 
   
 
   Configure AutoSupport
 
   NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure AutoSupport, run the following command:
 
   system node autosupport modify -node * -state enable –mail-hosts <mailhost> -transport https -support enable -noteto <storage-admin-email>
 
   [bookmark: _Toc97465486][bookmark: CiscoUCSconfiguration]Cisco UCS Configuration
 
   Cisco Intersight-based Cisco UCS Infrastructure Upgrade
 
   Cisco Intersight can be used to upgrade Cisco UCS Managed Infrastructure. This procedure demonstrates an Intersight-based upgrade of a Cisco UCS Infrastructure (Cisco UCS Manager, fabric interconnects, and IOM modules) from software release 4.2(1f) to 4.2(1i).
 
   If you do not already have a Cisco Intersight account, to claim your Cisco UCS into a new account on Cisco Intersight, connect to https://intersight.com. If you have an existing Intersight account, connect to https://intersight.com and sign in with your Cisco ID, select the appropriate account, and skip to step 6.
 
   To upgrade Cisco UCS infrastructure using Cisco Intersight, follow these steps:
 
   1.    Click Create an account. 
 
   2.    Sign-in with your Cisco ID.
 
   3.    Read, scroll through and accept the End User License Agreement and click Next.
 
   4.    Enter an Account Name and click Create.
 
   5.    Choose ADMIN > Targets. Click Claim Target. Select Cisco UCS Domain (UCSM Managed) and click Start. Fill in the Device ID and Claim Code and click Claim. The Device ID and Claim Code can be obtained by connecting to Cisco UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim Code are on the right.
 
   6.    To claim your Cisco UCS system into an existing Intersight account, log into the account at https://Intersight.com. Choose Administration > Devices. Click Claim a New Device. Under Direct Claim, fill in the Device ID and Claim Code and click Claim. The Device ID and Claim Code can be obtained by connecting to Cisco UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim Code are on the right. 
 
   7.    From the Cisco Intersight window, click  and then click Licensing. If this is a new account, all servers connected to the UCS Domain will appear under the Base license Tier. If you have purchased Cisco Intersight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day trial of Premier licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The remainder of this section will assume Premier licensing.
 
   8.    From the Licensing Window, click Set Default Tier. From the drop-down list choose Premier for Tier and click Set.
 
   
 
   9.    Click Refresh to refresh the Intersight window with Premier, Advantage, and Essentials features added.
 
   10. To start the upgrade, select OPERATE > Fabric Interconnects. To the right of one of the fabric interconnects that you want to upgrade, click … and select Upgrade Firmware.
 
   
 
   11. Click Start.
 
   12. Ensure the UCS Domain you want to upgrade is shown and selected and click Next.
 
   
 
   13. Choose Version 4.2(1i) and click Next. 
 
   
 
   14. Click Upgrade then click Upgrade again to bring up the window allowing you to log in to retrieve software.
 
   
 
    
    [image: *]       It may be necessary to click Upgrade again to bring up the window allowing you to log in to retrieve software. Login with Cisco ID and password and click Submit.
 
   
 
   15. Click Requests, then click the Upgrade Firmware request. 
 
   
 
   16. While the Cisco UCS Manager and the subordinate fabric interconnect are in the process of upgrading, click Proceed and then click Proceed again to continue the upgrade. This process will be required two times.
 
   
 
   17. When the upgrade completes, the Status will show Success. You will need to copy the B-Series and C-Series update bundles to the fabric interconnects. If this upgrade is from before UCS 4.1(1), M6 servers can now be inserted in the chassis or attached to the FIs. Other servers will be upgraded by the Host Firmware Package setting.
 
   
 
   [bookmark: _Toc52462413][bookmark: _Toc490508219][bookmark: _Toc427325195][bookmark: _Toc406007852]Cisco UCS Base Configuration
 
   This FlexPod deployment explains the configuration steps for the Cisco UCS 6454 Fabric Interconnects (FI) in a design that will support FC SAN boot. The same base configuration should be done whether you are performing an automated or manual configuration.
 
    
    [image: *]       If setting up a system with iSCSI boot, the sections with (FCP) in the heading can be skipped and then complete the Cisco UCS iSCSI Configuration section in the Appendix.
 
   
 
   [bookmark: _Toc52462414][bookmark: _Toc490508220][bookmark: _Toc306868623]Perform Initial Setup of Cisco UCS 6454 Fabric Interconnects for FlexPod Environments 
 
   This section provides the detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS) for use in a FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series servers and should be followed precisely to avoid improper configuration.
 
   Cisco UCS Fabric Interconnect A
 
   To configure the Cisco UCS for use in a FlexPod environment in ucsm managed mode, follow these steps:
 
   1.    Connect to the console port on the first Cisco UCS fabric interconnect.
 
     Enter the configuration method. (console/gui) ? console
 
    
 
     Enter the management mode. (ucsm/intersight)? ucsm
 
     
 
     Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
 
    
 
     You have chosen to setup a new Fabric interconnect in “ucsm” managed mode. Continue? (y/n): y
 
   
  
 
 
 
     Enforce strong password? (y/n) [y]: Enter
 
    
 
     Enter the password for "admin": <password>
 
     Confirm the password for "admin": <password>
 
    
 
     Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no) [n]: y
 
    
 
     Enter the switch fabric (A/B) []: A
 
    
 
     Enter the system name:  <ucs-cluster-name>
 
   Physical Switch Mgmt0 IP address : <ucsa-mgmt-ip>
 
    
 
     Physical Switch Mgmt0 IPv4 netmask : <ucsa-mgmt-mask>
 
    
 
     IPv4 address of the default gateway : <ucsa-mgmt-gateway>
 
    
 
     Cluster IPv4 address : <ucs-cluster-ip>
 
    
 
     Configure the DNS Server IP address? (yes/no) [n]: y
 
    
 
       DNS IP address : <dns-server-1-ip>
 
    
 
     Configure the default domain name? (yes/no) [n]: y
 
    
 
       Default domain name : <ad-dns-domain-name>
 
    
 
     Join centralized management environment (UCS Central)? (yes/no) [n]: Enter
 
   Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
 
   [bookmark: _Hlk1988035]2.    Wait for the login prompt for UCS Fabric Interconnect A before proceeding to the next section.
 
   Cisco UCS Fabric Interconnect B
 
   To configure the Cisco UCS for use in a FlexPod environment, follow these steps: 
 
   1.    Connect to the console port on the second Cisco UCS fabric interconnect.
 
   [bookmark: _Toc427325197][bookmark: _Toc406007853][bookmark: _Toc349899263]  Enter the configuration method. (console/gui) ? console
 
    
 
     Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added to the cluster. Continue (y/n) ? y
 
    
 
     Enter the admin password of the peer Fabric interconnect: <password>
 
       Connecting to peer Fabric interconnect... done
 
       Retrieving config from peer Fabric interconnect... done
 
       Peer Fabric interconnect Mgmt0 IPv4 Address: <ucsa-mgmt-ip>
 
       Peer Fabric interconnect Mgmt0 IPv4 Netmask: <ucsa-mgmt-mask>
 
       Cluster IPv4 address          : <ucs-cluster-ip>
 
    
 
       Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect Mgmt0 IPv4 Address
 
    
 
     Physical Switch Mgmt0 IP address : <ucsb-mgmt-ip>
 
   Local fabric interconnect model(UCS-FI-6454)
 
     Peer fabric interconnect is compatible with the local fabric interconnect. Continuing with the installer...
 
    
 
     Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes
 
   2.    Wait for the login prompt for UCS Fabric Interconnect B before proceeding to the next section.
 
   [bookmark: _Toc52462415][bookmark: _Toc490508221]Cisco UCS Setup
 
   [bookmark: _Toc52462416][bookmark: _Toc490508222][bookmark: _Toc306868625]Log into Cisco UCS Manager
 
   To log into the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:
 
   1.    Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.
 
    
    [image: *]       You may need to wait at least 5 minutes after configuring the second fabric interconnect for Cisco UCS Manager to open.
 
   
 
   2.    Click the Launch UCS Manager link to launch Cisco UCS Manager.
 
   3.    If prompted to accept security certificates, accept as necessary.
 
   4.    When prompted, enter admin as the user name and enter the administrative password.
 
   5.    Click Login to log into Cisco UCS Manager.
 
   [bookmark: _Toc490508223][bookmark: _Toc306868626][bookmark: _Toc52462417][bookmark: _Toc490508224]Anonymous Reporting
 
   To enable anonymous reporting, follow this step:
 
   1.    In the Anonymous Reporting window, choose whether to send anonymous data to Cisco for improving future products. If you choose Yes, enter the IP address of your SMTP Server.  Click OK.
 
   
 
   [bookmark: _Toc52462418]Upgrade Cisco UCS Manager Software to Version 4.2(1f) 
 
   This document assumes the use of Cisco UCS 4.2(1f). If you have not already upgraded, to upgrade the Cisco UCS Manager software and the Cisco UCS Fabric Interconnect software to version 4.2(1f), refer to Cisco UCS Manager Install and Upgrade Guides.
 
   If you used Cisco Intersight to upgrade to 4.2(1f), the Cisco UCS B and C-Series 4.2(1f) bundles need to be manually downloaded to the Cisco UCS system.
 
   [bookmark: _Toc52462419][bookmark: _Toc490508225][bookmark: _Toc459312858]Configure Cisco UCS Call Home
 
   It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager.  Configuring Call Home will accelerate the resolution of support cases. To configure Call Home, follow these steps:
 
   1.    In Cisco UCS Manager, click Admin.
 
   2.    Choose All > Communication Management > Call Home.
 
   3.    Change the State to On.
 
   4.    Fill in all the fields according to your Management preferences and click Save Changes and OK to complete configuring Call Home.
 
   [bookmark: _Toc490508226][bookmark: _Toc466643369][bookmark: _Hlk2008953][bookmark: _Toc52462420][bookmark: _Toc490508228][bookmark: _Toc306868628][bookmark: _Toc52462423]Configure Unified Ports (FCP)
 
   If you are configuring Fibre Channel in your configuration, complete this section. Fibre Channel port configurations differ between the Cisco UCS 6454, 6332-16UP and the 6248UP fabric interconnects. All fabric interconnects have a slider mechanism within the Cisco UCS Manager GUI interface, but the fibre channel port selection options for the 6454 are from the first 16 ports starting from the first port and configured in increments of 4 ports from the left. For the 6332-16UP the port selection options are from the first 16 ports starting from the first port, and configured in increments of the first 6, 12, or all 16 of the unified ports. With the 6248UP, the port selection options will start from the right of the 32 fixed ports, or the right of the 16 ports of the expansion module, going down in contiguous increments of 2. The remainder of this section shows configuration of the 6454. Modify as necessary for the 6332-16UP or 6248UP.
 
   To enable the fibre channel ports, follow these steps for the Cisco UCS 6454:
 
   1.    In Cisco UCS Manager, click Equipment.
 
   2.    Choose Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate).
 
   3.    Choose Configure Unified Ports.
 
   4.    Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric interconnect and changes to the expansion module will require a reboot of that module.
 
   5.    Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to choose either 4, 8, 12, or 16 ports to be set as FC Uplinks.
 
   
 
   6.    Click OK, then click Yes, then click OK to continue.
 
   7.    Choose Equipment > Fabric Interconnects > Fabric Interconnect A (primary).
 
   8.    Choose Configure Unified Ports.
 
   9.    Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric interconnect and changes to the expansion module will require a reboot of that module.
 
   10. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to choose either 4 or 8 ports to be set as FC Uplinks.
 
   11. Click OK, then click Yes, then OK to continue.
 
   12. Wait for both Fabric Interconnects to reboot.
 
   [bookmark: _Toc306868627]13. Log back into Cisco UCS Manager.
 
   Ansible Cisco UCS Configuration
 
   To configure the Cisco UCS from the Ansible management workstation, follow these steps:
 
   1.    Edit the following variable files to ensure proper Nexus variables are entered:
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/ucs.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/UCSequipment/defaults/main.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/UCSadmin/defaults/main.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/UCSlan/defaults/main.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/UCSsan/defaults/main.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/UCSserver/defaults/main.yml
 
    
    [image: *]       It is critical when entering the variable files that either the FC and FC-NVMe NetApp LIF WWPNs or Infrastructure SVM iSCSI IQN be entered into the all.yml file so that UCS SAN boot and MDS device alias can be properly configured. LIF WWPNs can be queried by connecting to the NetApp cluster CLI interface and running “network interface show -vserver <Infrastructure_SVM-Name>”. If iSCSI SAN boot is being configured, the Infrastructure SVM’s iSCSI IQN can be queried by running “vserver iscsi show -vserver <Infrastructure_SVM-Name>”.
 
   
 
   2.    From FlexPod-M6/FlexPod-UCSM-M6, run the Setup_UCS.yml Ansible playbook.
 
   ansible-playbook ./Setup_UCS.yml -i inventory
 
   The cloning process used in section Create vMedia-Enabled Service Profile Template, can be used to create other Service Profile templates that can be modified to accommodate additional features such as Intel Datacenter Persistent Memory (DCPMem) in Memory or App-Direct Mode.
 
   Create Service Profiles
 
   To create service profiles from the service profile template within the FlexPod organization, follow these steps:
 
   1.    Connect to UCS Manager and click Servers.
 
   2.    Expand Service Profile Templates > root > Sub-Organizations > FlexPod.
 
   3.    Right-click the appropriate vMedia-enabled template or the appropriate template and choose Create Service Profiles from Template.
 
   4.    Enter VM-Host-Infra-0 as the service profile prefix.
 
   5.    Enter 1 as “Name Suffix Starting Number.”
 
   6.    Enter 3 as the “Number of Instances.”
 
   
 
   7.    Click OK to create the service profiles.
 
   8.    Click OK in the confirmation message.
 
   9.    When VMware ESXi 7.0U2 has been installed on the hosts, the host Service Profiles can be bound to the corresponding non-vMedia-enabled Service Profile Template to remove the vMedia Mapping from the host.
 
   Cisco UCS Manual Configuration
 
   Synchronize Cisco UCS to NTP
 
   To synchronize the Cisco UCS environment to the NTP servers in the Cisco Nexus switches, follow these steps:
 
   1.    In Cisco UCS Manager, click Admin.
 
   2.    Expand All > Time Zone Management.
 
   3.    Choose Timezone.
 
   4.    In the Properties pane, choose the appropriate time zone in the Timezone menu.
 
   5.    Click Save Changes and then click OK.
 
   6.    Click Add NTP Server.
 
   7.    Enter <nexus-A-mgmt0-ip> and click OK. Click OK on the confirmation.
 
   
 
    
    [image: *]       We used the Cisco Nexus switch mgmt0 interface IP here because it is in the same L2 domain as the UCS mgmt0 IPs. You could also use the Nexus NTP IPs, but that traffic would then have to pass through an L3 router.
 
   
 
   8.    Click Add NTP Server.
 
   9.    Enter <nexus-B-mgmt0-ip> and click OK, then click OK again.
 
   
 
   [bookmark: _Toc52462421]Add Additional DNS Server(s)
 
   To add one or more additional DNS servers to the UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click Admin.
 
   2.    Expand All > Communications Management.
 
   3.    Choose DNS Management.
 
   4.    In the Properties pane, choose Specify DNS Server.
 
   5.    Enter the IP address of the additional DNS server.
 
   
 
   6.    Click OK and then click OK again. Repeat this process for any additional DNS servers.
 
   [bookmark: _Toc52462422]Add an Additional Administrative User
 
   To add an additional locally authenticated Administrative user (flexadmin) to the Cisco UCS environment in case issues arise with the admin user, follow these steps:
 
   1.    In Cisco UCS Manager, click Admin.
 
   2.    Expand User Management > User Services > Locally Authenticated Users.
 
   3.    Right-click Locally Authenticated Users and choose Create User.
 
   4.    In the Create User fields it is only necessary to fill in the Login ID, Password, and Confirm Password fields. Fill in the Create User fields according to your local security policy.
 
   5.    Leave the Account Status field set to Active. 
 
   6.    Set Account Expires according to your local security policy.
 
   7.    Under Roles, choose admin.
 
   8.    Leave Password Required selected for the SSH Type field.
 
   
 
   9.    Click OK and then click OK again to complete adding the user. [bookmark: _Toc306868633][bookmark: _Toc490508233][bookmark: _Toc427325346][bookmark: _Toc466643376][bookmark: _Toc428189439]
 
   [bookmark: _Toc490508229][bookmark: _Toc306868629][bookmark: _Toc52462424]Edit Chassis Discovery Policy
 
   Setting the discovery policy simplifies the addition of Cisco UCS B-Series chassis and of additional fabric extenders for further Cisco UCS C-Series connectivity. To modify the chassis discovery policy, follow these steps:
 
   1.    In Cisco UCS Manager, click Equipment and choose the Policies tab.
 
   2.    Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of ports that are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.
 
    
    [image: *]       If varying numbers of links between chassis and the Fabric Interconnects will be used, set Action to 2 Link, the minimum recommended number of links for a FlexPod.
 
   
 
   3.    On the 6454 Fabric Interconnects, the Link Grouping Preference is automatically set to Port Channel and is greyed out.  On a 6300 Series or 6200 Series Fabric Interconnect, set the Link Grouping Preference to Port Channel. If Backplane Speed Preference appears, leave it set at 40G.
 
   
 
   4.    If any changes have been made, click Save Changes, and then click OK.
 
   [bookmark: _Toc52462425]Enable Port Auto-Discovery Policy
 
   Setting the port auto-discovery policy enables automatic discovery of Cisco UCS B-Series chassis server ports. To modify the port auto-discovery policy, follow these steps:
 
    
    [image: *]       This policy is not applicable to 25G connectivity, manual server ports configuration is required for servers/chassis connected via 25G transceiver. This policy is left in place in case 10G ports are in use.
 
   
 
   1.    In Cisco UCS Manager, click Equipment, choose All > Equipment in the Navigation Pane, and choose the Policies tab.
 
   2.    Under Port Auto-Discovery Policy, set Auto Configure Server Port to Enabled.
 
   
 
   3.    Click Save Changes and then OK.
 
   [bookmark: _Toc52462426][bookmark: _Toc490508230][bookmark: _Toc306868630]Enable Server and Uplink Ports
 
   To enable and verify server and uplink ports, follow these steps:
 
   1.    In Cisco UCS Manager, click Equipment.
 
   2.    Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
 
   3.    Expand and choose Ethernet Ports.
 
   4.    Verify that all ports connected to UCS chassis and rack mounts are configured as Server ports and have a status of Up.
 
   5.    If any rack mount ports are missing, choose the ports that are connected to Cisco FEXes and direct connect Cisco UCS C-Series servers, right-click them, and choose Configure as Server Port.
 
   6.    Click Yes to confirm server ports and click OK.
 
   7.    Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server ports.
 
   8.    Choose the ports that are connected to the Cisco Nexus switches, right-click them, and choose Configure as Uplink Port.
 
   9.    Click Yes to confirm uplink ports and click OK.
 
   10. Choose Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
 
   11. Expand and choose Ethernet Ports.
 
   12. Verify that all ports connected to UCS chassis and rack mounts are configured as Server ports and have a status of Up.
 
   13. If any rack mount ports are missing, choose the ports that are connected to Cisco FEXes and direct connect C-series servers, right-click them, and choose Configure as Server Port.
 
   14. Click Yes to confirm server ports and click OK.
 
   15. Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server ports.
 
   16. Choose the ports that are connected to the Cisco Nexus switches, right-click them, and choose Configure as Uplink Port.
 
   17. Click Yes to confirm the uplink ports and click OK.
 
   [bookmark: _Toc490508231][bookmark: _Toc306868631][bookmark: _Toc52462427]Enable Info Policy for Neighbor Discovery
 
   Enabling the info policy allows the Fabric Interconnect neighbor information to display. To modify the info policy, follow these steps:
 
   1.    In Cisco UCS Manager, click Equipment, choose All > Equipment in the Navigation Pane, and choose the Policies tab on the right.
 
   2.    Under Global Policies, scroll down to Info Policy and choose Enabled for Action.
 
   
 
   3.    Click Save Changes and then click OK.
 
   4.    Under Equipment, choose Fabric Interconnect A or B. On the right, choose the Neighbors tab. CDP information is shown under the LAN tab and LLDP information is shown under the LLDP tab.
 
   [bookmark: _Toc52462428]Acknowledge Cisco UCS Chassis and FEX
 
   To acknowledge all Cisco UCS chassis and any external FEX modules, follow these steps:
 
   1.    In Cisco UCS Manager, click Equipment.
 
   2.    Expand Chassis and choose each chassis that is listed.
 
   3.    Right-click each chassis and choose Acknowledge Chassis.
 
   
 
   4.    Click Yes and then click OK to complete acknowledging the chassis.
 
   5.    If Nexus FEXes are part of the configuration, expand Rack Mounts and FEX.
 
   6.    Right-click each FEX that is listed and choose Acknowledge FEX. 
 
   7.    Click Yes and then click OK to complete acknowledging the FEX.
 
   [bookmark: _Toc52462429]Create an Organization
 
   To this point in the Cisco UCS deployment, all items have been deployed at the root level in Cisco UCS Manager. To allow Cisco UCS to be shared among different projects, you need to create Cisco UCS Organizations.  In this validation, the organization for this FlexPod deployment is FlexPod. To create an organization, follow these steps:
 
   [bookmark: _Hlk3980860]1.    In Cisco UCS Manager, click Servers.
 
   2.    In the Navigation Pane, expand Servers > Service Profiles.
 
   3.    Right-click root under Service Profiles and choose Create Organization.
 
   4.    Provide a name for the Organization to indicate this FlexPod deployment and optionally provide a Description.
 
   
 
   5.    Click OK then click OK again to complete creating the organization.
 
   [bookmark: _Toc52462430]Create a WWNN Pool for FC Boot (FCP)
 
   In this FlexPod implementation, a WWNN pool is created at the root organization level to avoid WWNN address pool overlaps. If your deployment plan calls for different WWNN ranges in different UCS organizations, place the WWNN pool at the organizational level. To configure the necessary WWNN pool for the Cisco UCS environment, follow these steps using Cisco UCS Manager.
 
   1.    Choose SAN.
 
   2.    Choose Pools > root.
 
   3.    Right-click WWNN Pools under the root organization.
 
   4.    Choose Create WWNN Pool to create the WWNN pool.
 
   5.    Enter WWNN-Pool for the name of the WWNN pool.
 
   6.    Optional: Enter a description for the WWNN pool.
 
   7.    Choose Sequential for Assignment Order.
 
   
 
   8.    Click Next.
 
   9.    Click Add.
 
   10. Modify the From field as necessary for the Cisco UCS Environment.
 
    
    [image: *]       Modifications of the WWNN block, as well as the WWPN and MAC Addresses, can convey identifying information for the Cisco UCS domain. Within the From field in our example, the sixth and seventh octets were changed from 00:00 to A1:60 to represent these WWNNs being in the A16 cabinet.
 
    [image: *]       When there are multiple UCS domains sitting in adjacency, it is important that these blocks; the WWNN, WWPN, and MAC, hold differing values between each set.
 
   
 
   11. Specify a size of the WWNN block sufficient to support the available server resources. In this example, with the WWNN block modification, a maximum of 256 addresses are available. 
 
   
 
   12. Click OK.
 
   13. Click Finish and click OK to complete creating the WWNN pool.
 
   [bookmark: _Toc52462431][bookmark: _Toc490508234]Create WWPN Pools (FCP)
 
   In this FlexPod implementation, WWPN address pools are created at the root organization level to avoid WWPN address pool overlaps. If your deployment plan calls for different WWPN address ranges in different UCS organizations, place the WWPN pools at the organizational level. To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Choose Pools > root.
 
    
    [image: *]       In this procedure, two WWPN pools are created, one for each switching fabric.
 
   
 
   3.    Right-click WWPN Pools under the root organization.
 
   4.    Choose Create WWPN Pool to create the WWPN pool.
 
   5.    Enter WWPN-Pool-A as the name of the WWPN pool.
 
   6.    Optional: Enter a description for the WWPN pool.
 
   7.    Choose Sequential for Assignment Order.
 
   
 
   8.    Click Next.
 
   9.    Click Add.
 
   10. Specify a starting WWPN.
 
    
    [image: *]       For the FlexPod solution, the recommendation is to place A in the next-to-last octet of the starting WWPN to identify all of the WWPNs as fabric A addresses.  Merging this with the pattern we used for the WWNN we see a WWPN block starting with 20:00:00:25:B5:A1:6A:00
 
    [image: *]       Specify a size for the WWPN pool that is sufficient to support the available blade or server resources remembering that servers could have multiple vHBAs and unassociated service profiles could be created. In this example, with the WWPN block modification, a maximum of 256 addresses are available.
 
   
 
   
 
   11. Click OK.
 
   12. Click Finish.
 
   13. In the confirmation message, click OK.
 
   14. Right-click WWPN Pools under the root organization.
 
   15. Choose Create WWPN Pool to create the WWPN pool.
 
   16. Enter WWPN-Pool-B as the name of the WWPN pool.
 
   17. Optional: Enter a description for the WWPN pool.
 
   18. Choose Sequential for Assignment Order.
 
   19. Click Next.
 
   20. Click Add.
 
   21. Specify a starting WWPN.
 
    
    [image: *]       For the FlexPod solution, the recommendation is to place B in the next-to-last octet of the starting WWPN to identify all of the WWPNs as fabric B addresses.  Merging this with the pattern we used for the WWNN we see a WWPN block starting with 20:00:00:25:B5:A1:6B:00.
 
    [image: *]       Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources remembering that servers could have multiple vHBAs and unassociated service profiles could be created. In this example, with the WWPN block modification, a maximum of 256 addresses are available.
 
   
 
   22. Click OK.
 
   23. Click Finish.
 
   24. In the confirmation message, click OK.
 
   [bookmark: _Toc52462432][bookmark: _Toc490508235]Create VSANs (FCP)
 
   To configure the necessary virtual storage area networks (VSANs) for the FlexPod Organization in the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
    
    [image: *]       In this procedure, two VSANs are created, one for each SAN switching fabric.
 
   
 
   2.    Choose SAN > SAN Cloud.
 
   3.    Right-click VSANs.
 
   4.    Choose Create VSAN.
 
   5.    Enter FlexPod-Fabric-A as the name of the VSAN to be used for Fabric A.
 
   6.    Leave FC Zoning set at Disabled.
 
   7.    Choose Fabric A.
 
   8.    Enter a unique VSAN ID and a corresponding FCoE VLAN ID that matches the configuration in the MDS switch for Fabric A.  It is recommended to use the same ID for both parameters and to use something other than 1.
 
   
 
   9.    Click OK and then click OK again.
 
   10. Under SAN Cloud, right-click VSANs.
 
   11. Choose Create VSAN.
 
   12. Enter FlexPod-Fabric-B as the name of the VSAN to be used for Fabric B.
 
   13. Leave FC Zoning set at Disabled.
 
   14. Choose Fabric B.
 
   15. Enter a unique VSAN ID and a corresponding FCoE VLAN ID that matches the configuration in the MDS switch for Fabric B.  It is recommended use the same ID for both parameters and to use something other than 1.
 
   16. Click OK and then click OK again.
 
   [bookmark: _Toc490508236][bookmark: _Toc52462433]Enable FC Uplink VSAN Trunking (FCP)
 
   To enable VSAN trunking on the FC Uplinks in the Cisco UCS environment, follow these steps:
 
    
    [image: *]       Enabling VSAN trunking is optional. It is important that the Cisco MDS VSAN trunking configuration match the configuration set in Cisco UCS Manager or be set to auto.
 
   
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Expand SAN > SAN Cloud.
 
   3.    Choose Fabric A and in the Actions pane choose Enable FC Uplink Trunking.
 
   4.    Click Yes on the Confirmation and Warning. 
 
   5.    Click OK.
 
   6.    Choose Fabric B and in the Actions pane choose Enable FC Uplink Trunking.
 
   7.    Click Yes on the Confirmation and Warning. 
 
   8.    Click OK.
 
   [bookmark: _Toc52462434]Create FC Uplink Port Channels (FCP)
 
   To create the FC Uplink Port Channels and assign the appropriate VSANs to them for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Choose SAN > SAN Cloud.
 
   3.    Expand Fabric A and choose FC Port Channels.
 
   4.    Right-click FC Port Channels and choose Create FC Port Channel.
 
   5.    Set a unique ID for the port channel and provide a unique name for the port channel.
 
   6.    Click Next.
 
   7.    Choose the appropriate Port Channel Admin Speed.
 
   8.    Choose the ports connected to Cisco MDS 9132T A and use >> to add them to the port channel.
 
   
 
   9.    Click Finish to complete creating the port channel.
 
   10. Click OK on the confirmation.
 
   11. Under FC Port-Channels, choose the newly created port channel.
 
   12. From the drop-down list to choose the FlexPod-Fabric-A VSAN.
 
   
 
   13. Click Save Changes to assign the VSAN.
 
   14. Click OK.
 
   [bookmark: _Hlk19626501]15. On the left under FC Port Channels, expand the newly created FC Port-Channel. Under the port-channel choose the first FC Interface. Enter a User Label to indicate the connectivity on the MDS 9132T switch, such as <mds-A-hostname>:fc1/5. Click Save Changes and OK. Repeat this process for the other FC Interface.
 
   16. Expand Fabric B and choose FC Port Channels.
 
   17. Right-click FC Port Channels and choose Create FC Port Channel.
 
   18. Set a unique ID for the port channel and provide a unique name for the port channel.
 
   19. Click Next.
 
   20. Choose the ports connected to Cisco MDS 9132T B and use >> to add them to the port channel.
 
   21. Click Finish to complete creating the port channel.
 
   22. Click OK on the confirmation.
 
   23. Under FC Port-Channels, choose the newly created port channel.
 
   24. In the right pane, use the drop-down to choose the FlexPod-Fabric-B VSAN.
 
   25. Click Save Changes to assign the VSAN.
 
   26. Click OK.
 
   27. On the left under FC Port Channels, expand the newly created FC Port-Channel. Under the FC Port-Channel choose the first FC Interface. Enter a User Label to indicate the connectivity on the MDS 9132T switch, such as <mds-B-hostname>:fc1/5. Click Save Changes and OK. Repeat this process for the other FC Interface.
 
   [bookmark: _Toc490508237][bookmark: _Toc427325352][bookmark: _Toc52462435]Disable Unused FC Uplink Ports (FCP)
 
   When Unified Ports were configured earlier in this procedure, on the Cisco UCS 6454 FI and the Cisco UCS 6332-16UP FI, FC ports were configured in groups. Because of this group configuration, some FC ports are unused and need to be disabled to prevent alerts. To disable the unused FC ports 1 and 2 on the Cisco UCS 6454 FIs, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    In the Navigation Pane, expand SAN > SAN Cloud > Fabric A > Uplink FC Interfaces.
 
   3.    Right-click [bookmark: _Hlk36135167]FC Interface 1/3 and choose Disable Interface.
 
   4.    Click Yes and OK to complete disabling FC Interface 1/3.
 
   5.    Repeat steps 1 - 4 to disable FC Interface 1/4.
 
   6.    In the Navigation Pane, expand SAN > SAN Cloud > Fabric B > Uplink FC Interfaces.
 
   7.    Right-click FC Interface 1/3 and choose Disable Interface.
 
   8.    Click Yes and OK to complete disabling FC Interface 1/3.
 
   9.    Repeat steps 1 - 8 to disable FC Interface 1/4.
 
   [bookmark: _Toc52462436]Create vHBA Templates (FCP)
 
   To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment within the FlexPod organization, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Expand Policies > root > Sub-Organizations > FlexPod.
 
   3.    Right-click vHBA Templates under the FlexPod Organization.
 
   4.    Choose Create vHBA Template.
 
   5.    Enter vHBA-A as the vHBA template name.
 
   6.    Keep Fabric A selected.
 
   7.    Leave Redundancy Type set to No Redundancy.
 
   8.    Choose the FlexPod-Fabric-A VSAN.
 
   9.    Leave Initial Template as the Template Type.
 
   10.  Choose WWPN-Pool-A as the WWPN Pool.
 
   
 
   11. Click OK to create the vHBA template.
 
   12. Click OK.
 
   13. Right-click vHBA Templates under the FlexPod Organization.
 
   14. Choose Create vHBA Template.
 
   15. Enter vHBA-B as the vHBA template name.
 
   16. Choose B as the Fabric ID.
 
   17. Leave Redundancy Type set to No Redundancy.
 
   18. Choose the FlexPod-Fabric-B VSAN.
 
   19. Leave Initial Template as the Template Type.
 
   20. Choose WWPN-Pool-B as the WWPN Pool.
 
   21. Click OK to create the vHBA template.
 
   22. Click OK.
 
   [bookmark: _Toc52462437][bookmark: _Toc490508238][bookmark: _Toc466643381]Create SAN Connectivity Policy (FCP)
 
   To configure the necessary Infrastructure SAN Connectivity Policy within the FlexPod organization, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Choose SAN > Policies > root > Sub-Organizations > FlexPod.
 
   3.    Right-click SAN Connectivity Policies under the FlexPod Organization.
 
   4.    Choose Create SAN Connectivity Policy.
 
   5.    Enter FC-Boot as the name of the policy.
 
   6.    Choose the previously created WWNN-Pool for the WWNN Assignment.
 
   7.    Click Add at the bottom to add a vHBA.
 
   8.    In the Create vHBA dialog box, enter FCP-Fabric-A as the name of the vHBA.
 
   9.    Check the box for Use vHBA Template.
 
   10. In the vHBA Template list, choose vHBA-A.
 
   11. In the Adapter Policy list, choose VMWare.
 
   
 
   12. Click OK.
 
   13. Click Add to add a second vHBA.
 
   14. In the Create vHBA dialog box, enter FCP-Fabric-B as the name of the vHBA.
 
   15. Check the box for Use vHBA Template.
 
   16. In the vHBA Template list, choose vHBA-B.
 
   17. In the Adapter Policy list, choose VMWare.
 
   18. Click OK.
 
   19. If configuring FC-NVMe in this FlexPod, click Add at the bottom to add an FC-NVMe vHBA.
 
   20. In the Create vHBA dialog box, enter FC-NVMe-Fabric-A as the name of the vHBA.
 
   21. Check the box for Use vHBA Template.
 
   22. In the vHBA Template list, choose vHBA-A.
 
   23. In the Adapter Policy list, choose FCNVMeInitiator.
 
   
 
   24. Click OK.
 
   25. Click Add at the bottom to add a second FC-NVMe vHBA.
 
   26. In the Create vHBA dialog box, enter FC-NVMe-Fabric-B as the name of the vHBA.
 
   27. Check the box for Use vHBA Template.
 
   28. In the vHBA Template list, choose vHBA-B.
 
   29. In the Adapter Policy list, choose FCNVMeInitiator.
 
   30. Click OK.
 
   
 
   31. Click OK to create the SAN Connectivity Policy.
 
   32. Click OK to confirm creation.
 
   [bookmark: _Toc490508239][bookmark: _Toc52462438]Add Block of IP Addresses for KVM Access
 
   To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand Pools > root > IP Pools.
 
   3.    Right-click IP Pool ext-mgmt and choose Create Block of IPv4 Addresses.
 
   4.    Enter the starting IP address of the block, number of IP addresses required, and the subnet mask and gateway information. Optionally, enter the Primary and Secondary DNS server addresses.
 
   
 
   5.    Click OK to create the block.
 
   6.    Click OK in the confirmation message.
 
   [bookmark: _Hlk2073311][bookmark: _Toc52462439][bookmark: _Toc490508232][bookmark: _Toc306868632]Create Uplink Port Channels to Cisco Nexus Switches
 
   To configure the necessary port channels out of the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
    
    [image: *]       In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one from fabric B to both Cisco Nexus switches.
 
   
 
   2.    Under LAN > LAN Cloud, expand the Fabric A tree.
 
   3.    Right-click Port Channels under Fabric A.
 
   4.    Choose Create Port Channel.
 
   5.    Enter 145 as the unique ID of the port channel.
 
   6.    Enter Po145-Nexus as the name of the port channel.
 
   7.    Click Next.
 
   8.    Choose the uplink ports connected to the Nexus switches to be added to the port channel.
 
   9.    Click >> to add the ports to the port channel.
 
   
 
   10. Click Finish to create the port channel.
 
   11. Click OK.
 
   12. In the navigation pane, under LAN > LAN Cloud > Fabric A > Port Channels, choose Port-Channel 145. Ensure Auto is selected for the Admin Speed. After a few minutes, verify that the Overall Status is Up, and the Operational Speed is correct.
 
   
 
   13. In the navigation pane, under LAN > LAN Cloud, expand the Fabric B tree.
 
   14. Right-click Port Channels under Fabric B.
 
   15. Choose Create Port Channel.
 
   16. Enter 146 as the unique ID of the port channel.
 
   17. Enter Po146-Nexus as the name of the port channel.
 
   18. Click Next.
 
   19. Choose the ports connected to the Nexus switches to be added to the port channel:
 
   20. Click >> to add the ports to the port channel.
 
   21. Click Finish to create the port channel.
 
   22. Click OK.
 
   23. In the navigation pane, under LAN > LAN Cloud > Fabric B > Port Channels, choose Port-Channel 146. Ensure Auto is selected for the Admin Speed. After a few minutes, verify that the Overall Status is Up, and the Operational Speed is correct.
 
   24. In the navigation pane, under LAN > LAN Cloud > Fabric A > Port Channels, expand Port-Channel 145. Under Port-Channel 145, choose Eth Interface 1/45. In the center pane under Properties, enter a User Label to indicate the port connectivity, such as <nexus-a-hostname>:Eth1/21. Click Save Changes and OK. Repeat this process for the remaining seven uplink ports.
 
   [bookmark: _Toc52462440]Add UDLD to Uplink Port Channels
 
   To configure the unidirectional link detection (UDLD) on the Uplink Port Channels to the Cisco Nexus switches for fibre optic connections, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   [bookmark: _Hlk2099621]2.    Expand Policies > LAN Cloud > UDLD Link Policy.
 
   3.    Right-click UDLD Link Policy and choose Create UDLD Link Policy.
 
   4.    Name the Policy UDLD-Normal and choose Enabled for the Admin State and Normal for the Mode. 
 
   
 
   [bookmark: _Hlk2099900]5.    Click OK, then click OK again to complete creating the policy.
 
   6.    Expand Policies > LAN Cloud > Link Profile.
 
   7.    Right-click Link Profile and choose Create Link Profile.
 
   8.    Name the Profile UDLD-Normal and choose the UDLD-Normal Link Policy created above.
 
   
 
   9.    Click OK, then click OK again to complete creating the profile.
 
   10. In the navigation pane, under LAN > LAN Cloud > Fabric A > Port Channels, expand Port-Channel 145. Choose the first Eth Interface under Port-Channel 145. From the drop-down list, choose the UDLD-Normal Link Profile created above, click Save Changes and OK. Repeat this process for each Eth Interface under Port-Channel 145 and for each Eth Interface under Port-Channel 146 on Fabric B.
 
   
 
   [bookmark: _Toc52462441][bookmark: _Toc1738042][bookmark: _Toc490508244][bookmark: _Toc427325214]Set Jumbo Frames in Cisco UCS Fabric
 
   Jumbo Frames are used in FlexPod for the NFS and iSCSI storage protocols. The normal best practice in FlexPod has been to set the MTU of the Best Effort QoS System Class in Cisco UCS Manager to 9216 for Jumbo Frames. In the Cisco UCS 6454 Fabric Interconnect with Cisco UCS Manager version 4.0 software the MTU for the Best Effort QoS System Class is fixed at normal and cannot be changed. With this setting of normal in the 6454, Jumbo Frames can pass through the Cisco UCS fabric without being dropped. In Cisco UCS Manager version 4.1 and above, the MTU for the Best Effort QoS System Class is again settable. To configure jumbo frames in the Cisco UCS fabric, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand LAN > LAN Cloud > QoS System Class.
 
   3.    In the right pane, click the General tab.
 
   4.    On the Best Effort row, enter 9216 in the box under the MTU column.
 
   5.    Click Save Changes.
 
   6.    Click OK.
 
   
 
    
    [image: *]       Only the Fibre Channel and Best Effort QoS System Classes are enabled in this FlexPod implementation.  The Cisco UCS and Cisco Nexus switches are intentionally configured this way so that all IP traffic within the FlexPod will be treated as Best Effort. Enabling the other QoS System Classes without having a comprehensive, end-to-end QoS setup in place can cause difficult to troubleshoot issues.  For example, NetApp storage controllers by default mark IP-based, VLAN-tagged packets with a CoS value of 4. With the default configuration on the Nexus switches in this implementation, storage packets will pass through the switches and into the Cisco UCS Fabric Interconnects with CoS 4 set in the packet header.  If the Gold QoS System Class in the Cisco UCS is enabled and the corresponding CoS value left at 4, these storage packets will be treated according to that class and if Jumbo Frames is being used for the storage protocols, but the MTU of the Gold QoS System Class is not set to Jumbo (9216), packet drops will occur. Also, if the Platinum class is enabled, the MTU must be set to 9216 to use Jumbo Frames in that class.
 
   
 
   [bookmark: _Toc52462442]Create VLANs
 
   To configure the necessary virtual local area networks (VLANs) for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
    
    [image: *]       In this procedure, six unique VLANs are created. See Table2.
 
   
 
   2.    Expand LAN > LAN Cloud.
 
   3.    Right-click VLANs.
 
   4.    Choose Create VLANs.
 
   5.    Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
 
   6.    Keep the Common/Global option selected for the scope of the VLAN.
 
   7.    Enter the native VLAN ID.
 
   8.    Keep the Sharing Type as None.
 
   9.    Click OK and then click OK again.
 
   
 
   10. Expand the list of VLANs in the navigation pane, right-click the newly created Native-VLAN and choose Set as Native VLAN.
 
   11. Click Yes and then click OK.
 
   12. Right-click VLANs.
 
   13. Choose Create VLANs
 
   14. Enter IB-MGMT as the name of the VLAN to be used for management traffic.
 
    
    [image: *]       Modify these VLAN names as necessary for your environment.
 
   
 
   15. Keep the Common/Global option selected for the scope of the VLAN.
 
   16. Enter the In-Band management VLAN ID.
 
   17. Keep the Sharing Type as None.
 
   18. Click OK, and then click OK again.
 
   19. Right-click VLANs.
 
   20. Choose Create VLANs.
 
   21. Enter OOB-MGMT as the name of the VLAN to be used for Out-of-Band Management.
 
   22. Keep the Common/Global option selected for the scope of the VLAN.
 
   23. Enter the Infrastructure OOB-MGMT VLAN ID.
 
   24. Keep the Sharing Type as None.
 
   25. Click OK, and then click OK again.
 
   26. Right-click VLANs.
 
   27. Choose Create VLANs.
 
   28. Enter Infra-NFS as the name of the VLAN to be used for NFS.
 
   29. Keep the Common/Global option selected for the scope of the VLAN.
 
   30. Enter the Infrastructure NFS VLAN ID.
 
   31. Keep the Sharing Type as None.
 
   32. Click OK, and then click OK again.
 
   33. Right-click VLANs.
 
   34. Choose Create VLANs.
 
   35. Enter vMotion as the name of the VLAN to be used for vMotion.
 
   36. Keep the Common/Global option selected for the scope of the VLAN.
 
   37. Enter the vMotion VLAN ID.
 
   38. Keep the Sharing Type as None.
 
   39. Click OK and then click OK again.
 
   40. Choose Create VLANs.
 
   41. Enter VM-Traffic as the name of the VLAN to be used for VM Traffic.
 
   42. Keep the Common/Global option selected for the scope of the VLAN.
 
   43. Enter the VM-Traffic VLAN ID.
 
   44. Keep the Sharing Type as None.
 
   45. Click OK and then click OK again.
 
    
    [image: *]       While the Infra-iSCSI VLANs are included in the Appendix, they are also shown below.
 
   
 
   
 
   [bookmark: _Toc52462443]Create MAC Address Pools
 
   In this FlexPod implementation, MAC address pools are created at the root organization level to avoid MAC address pool overlaps. If your deployment plan calls for different MAC address ranges in different UCS organizations, place the MAC pools at the organizational level. To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand Pools > root.
 
    
    [image: *]       In this procedure, two MAC address pools are created, one for each switching fabric.
 
   
 
   3.    Right-click MAC Pools under the root organization.
 
   4.    Choose Create MAC Pool to create the MAC address pool.
 
   5.    Enter MAC-Pool-A as the name of the MAC pool.
 
   6.    Optional: Enter a description for the MAC pool.
 
   7.    Choose Sequential as the option for Assignment Order.
 
   8.    Click Next.
 
   9.    Click Add.
 
   10. Specify a starting MAC address.
 
    
    [image: *]       For the FlexPod solution, the recommendation is to place A in the next-to-last octet of the starting MAC address to identify all of the MAC addresses as fabric A addresses.  In our example, we have carried forward the example of also embedding the cabinet number information giving us 00:25:B5:A1:6A:00 as our first MAC address.
 
   
 
   11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources remembering that a server may contain multiple vNICs and that multiple unassociated Service Profiles can be created. In this example, with the MAC block modification, a maximum of 256 addresses are available.
 
   
 
   12. Click OK.
 
   13. Click Finish.
 
   14. In the confirmation message, click OK.
 
   15. Right-click MAC Pools under the root organization.
 
   16. Choose Create MAC Pool to create the MAC address pool.
 
   17. Enter MAC-Pool-B as the name of the MAC pool.
 
   18. Optional: Enter a description for the MAC pool.
 
   19. Choose Sequential as the option for Assignment Order.
 
   20. Click Next.
 
   21. Click Add.
 
   22. Specify a starting MAC address.
 
    
    [image: *]       For the FlexPod solution, it is recommended to place B in the next to last octet of the starting MAC address to identify all the MAC addresses in this pool as fabric B addresses.  Once again, we carried forward our example of also embedding the cabinet number information giving us 00:25:B5:A1:6B:00 as our first MAC address.
 
   
 
   23. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources remembering that a server may contain multiple vNICs and that multiple unassociated Service Profiles can be created. In this example, with the MAC block modification, a maximum of 256 addresses are available.
 
   24. Click OK.
 
   25. Click Finish.
 
   26. In the confirmation message, click OK.
 
   [bookmark: _Toc52462444][bookmark: _Toc1738044][bookmark: _Toc490508246][bookmark: _Toc427325216]Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP)
 
   To create a network control policy that enables CDP and LLDP on server virtual network controller (vNIC) ports, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand Policies > root.
 
   3.    Right-click Network Control Policies.
 
   4.    Choose Create Network Control Policy.
 
   5.    Enter Enable-CDP-LLDP as the policy name.
 
   6.    For CDP, choose the Enabled option.
 
   7.    For LLDP, scroll down and choose Enabled for both Transmit and Receive.
 
   
 
   8.    Click OK to create the network control policy.
 
   9.    Click OK.
 
   [bookmark: _Toc490508240][bookmark: _Toc306868636][bookmark: _Toc52462445]Create vNIC Templates
 
   To create multiple virtual network interface card (vNIC) templates within the FlexPod organization, follow these steps. A total of 4 vNIC Templates will be created. Two of the vNIC templates (vSwitch0-A and vSwitch0-B) will be created for vNICs to connect to VMware ESXi vSwitch0. vSwitch0 will have port groups for the IB-MGMT, OOB-MGMT, Infra-NFS, vMotion, and VM-Traffic VLANs.  The third and fourth vNIC templates (vDS0-A and vDS0-B) will be created for vNICs to connect to the VMware Virtual Distributed Switch (vDS0). The vDS will have port groups for the vMotion and VM-Traffic VLANs. The vMotion VLAN is being placed on the vDS to allow QoS marking of vMotion packets to occur within the vDS if QoS policies need to be applied to vMotion in the future, and it is also left on vSwitch0. Any tenant or application VLANs can be placed on the vDS in the future.
 
   Create Infrastructure vNIC Templates
 
   To create the infrastructure vNIC templates, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand Policies > root > Sub-Organizations > FlexPod.
 
   3.    Under the FlexPod Organization, right-click vNIC Templates.
 
   4.    Choose Create vNIC Template.
 
   5.    Enter vSwitch0-A as the vNIC template name.
 
   6.    Keep Fabric A selected.
 
   7.    Do not select the Enable Failover checkbox.
 
   8.    Choose Primary Template for Redundancy Type.
 
   9.    Leave the Peer Redundancy Template set to <not set>.
 
   10. Under Target, make sure that only the Adapter checkbox is selected.
 
   11. Choose Updating Template as the Template Type.
 
   12. Under VLANs, check the boxes for IB-MGMT, OOB-MGMT, Infra-NFS and vMotion VLANs.
 
   13. Set IB-MGMT as the native VLAN.
 
    
    [image: *]       You’re setting IB-MGMT as the native VLAN here so that DHCP will work on the ESXi host without any modification. Remember to set the VLAN to 0 or not set the VLAN for any IB-MGMT port groups in VMware ESXi vSwitch0.
 
   
 
   14. Choose vNIC Name for the CDN Source.
 
   15. For MTU, enter 9000.
 
   16. In the MAC Pool list, choose MAC-Pool-A.
 
   17. In the Network Control Policy list, choose Enable-CDP-LLDP.
 
   
 
   18. Click OK to create the vNIC template.
 
   19. Click OK.
 
   20. Under the FlexPod organization, right-click vNIC Templates.
 
   21. Choose Create vNIC Template.
 
   22. Enter vSwitch0-B as the vNIC template name.
 
   23. Choose Fabric B.
 
   24. Do not select the Enable Failover checkbox.
 
   25. Set Redundancy Type to Secondary Template.
 
   26. Choose vSwitch0-A for the Peer Redundancy Template.
 
   27. In the MAC Pool list, choose MAC-Pool-B. 
 
    
    [image: *]       The MAC Pool is all that needs to be selected for the Secondary Template, all other values will either be propagated from the Primary Template or set at default values.
 
   
 
   28. Click OK to create the vNIC template.
 
   29. Click OK.
 
   30. Under the FlexPod Organization, right-click vNIC Templates.
 
   31. Choose Create vNIC Template.
 
   32. Enter vDS0-A as the vNIC template name.
 
   33. Keep Fabric A selected.
 
   34. Do not select the Enable Failover checkbox.
 
   35. Choose Primary Template for Redundancy Type.
 
   36. Leave the Peer Redundancy Template set to <not set>.
 
   37. Under Target, make sure that only the Adapter checkbox is selected.
 
   38. Choose Updating Template as the Template Type.
 
   39. Under VLANs, choose the checkboxes for vMotion, VM-Traffic, and Native-VLAN VLANs. 
 
   40. Set Native-VLAN as the native VLAN.
 
   41. Choose vNIC Name for the CDN Source.
 
   42. For MTU, enter 9000.
 
   43. In the MAC Pool list, choose MAC-Pool-A.
 
   44. In the Network Control Policy list, choose Enable-CDP-LLDP.
 
   
 
   45. Click OK to create the vNIC template.
 
   46. Click OK.
 
   47. Under the FlexPod organization, right-click vNIC Templates.
 
   48. Choose Create vNIC Template.
 
   49. Enter vDS0-B as the vNIC template name.
 
   50. Choose Fabric B.
 
   51. Do not select the Enable Failover checkbox.
 
   52. Set Redundancy Type to Secondary Template.
 
   53. Choose vDS0-A for the Peer Redundancy Template.
 
   54. In the MAC Pool list, choose MAC-Pool-B. 
 
    
    [image: *]       The MAC Pool is all that needs to be selected for the Secondary Template, all other values will either be propagated from the Primary Template or set at default values.
 
   
 
   55. Click OK to create the vNIC template.
 
   56. Click OK.
 
   [bookmark: _Toc52462446]Create High Traffic VMware Adapter Policy
 
   To create the optional VMware-High-Traffic Ethernet Adapter policy to provide higher vNIC performance, follow these steps: 
 
    
    [image: *]       This Ethernet Adapter policy can be attached to vNICs when creating the LAN Connectivity policy for vNICs that have large amounts of traffic on multiple flows or TCP sessions. This policy provides more hardware receive queues handled by multiple CPUs to the vNIC.
 
   
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Adapter Policies and choose Create Ethernet Adapter Policy.
 
   4.    Name the policy VMware-HighTrf.
 
   5.    Expand Resources and set the values as shown below.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
    
    [image: *]       In this policy, Receive Queues can be set to 1-16. Completion Queues = Transmit Queues + Receive Queues. Interrupts = Completion Queues + 2. For more information, see: https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/white-paper-c11-744754.html. 
 
   
 
   6.    Expand Options and choose Enabled for Receive Side Scaling (RSS).
 
   
 
   7.    Click OK, then click OK again to complete creating the Ethernet Adapter Policy.
 
   [bookmark: _Toc52462447]Create LAN Connectivity Policy for FC Boot (FCP)
 
   To configure the necessary Infrastructure LAN Connectivity Policy within the FlexPod organization, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand [bookmark: _Hlk40443190]LAN > Policies > root > Sub-Organizations > FlexPod.
 
   3.    Under the FlexPod Organization, right-click [bookmark: _Hlk40443206]LAN Connectivity Policies.
 
   4.    Choose Create LAN Connectivity Policy.
 
   5.    Enter FCP-Boot as the name of the policy.
 
   6.    Click Add to add a vNIC.
 
   7.    In the Create vNIC dialog box, enter 00-vSwitch0-A as the name of the vNIC.
 
   8.    Check the box for Use vNIC Template.
 
   9.    In the vNIC Template list, choose vSwitch0-A.
 
   10. In the Adapter Policy list, choose VMWare.
 
   
 
   11. Click OK to add this vNIC to the policy.
 
   12. Click Add to add another vNIC to the policy.
 
   13. In the Create vNIC box, enter 01-vSwitch0-B as the name of the vNIC.
 
   14. Check the box for the Use vNIC Template.
 
   15. In the vNIC Template list, choose vSwitch0-B.
 
   16. In the Adapter Policy list, choose VMWare.
 
   17. Click OK to add the vNIC to the policy. 
 
   18. Click Add to add another vNIC to the policy.
 
   19. In the Create vNIC dialog box, enter 02-vDS0-A as the name of the vNIC.
 
   20. Check the box for Use vNIC Template.
 
   21. In the vNIC Template list, choose vDS0-A.
 
   22. In the Adapter Policy list, choose VMWare-HighTrf.
 
    
    [image: *]       The VMware Adapter Policy can also be selected for this vNIC.
 
   
 
   23. Click OK to add this vNIC to the policy.
 
   24. Click Add to add another vNIC to the policy.
 
   25. In the Create vNIC box, enter 03-vDS0-B as the name of the vNIC.
 
   26. Check the box for Use vNIC Template.
 
   27. In the vNIC Template list, choose vDS0-B.
 
   28. In the Adapter Policy list, choose VMWare-HighTrf.
 
    
    [image: *]       Choose the same Adapter Policy that was selected for 02-Infra-vDS-A.
 
   
 
   29. Click OK to add this vNIC to the policy.
 
   
 
   30. Click OK, then click OK again to create the LAN Connectivity Policy. 
 
   [bookmark: _Toc52462448][bookmark: _Toc490508241][bookmark: _Toc306868637]Create Server Pool
 
   To configure the necessary server pool for the Cisco UCS environment in the FlexPod Organization, follow these steps:
 
    
    [image: *]       Consider creating unique server pools to achieve the granularity that is required in your environment.
 
   
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Pools > root > Sub-Organizations > FlexPod.
 
   3.    Right-click Server Pools under the FlexPod Organization.
 
   4.    Choose Create Server Pool.
 
   5.    Enter Infra-Pool as the name of the server pool.
 
   6.    Optional: Enter a description for the server pool.   
 
   7.    Click Next.
 
   8.    Choose three (or more) servers to be used for the VMware management cluster and click >> to add them to the Infra-Pool server pool.
 
    
    [image: *]       Although the VMware minimum host cluster size is two, in most use cases three servers are recommended.
 
   
 
   9.    Click Finish.
 
   [bookmark: _Toc427325198]10. Click OK.
 
   [bookmark: _Toc306868651][bookmark: _Toc1738041][bookmark: _Toc490508243][bookmark: _Toc52462449]Create UUID Suffix Pool
 
   To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Pools > root.
 
   3.    Right-click UUID Suffix Pools.
 
   4.    Choose Create UUID Suffix Pool.
 
   5.    Enter UUID-Pool as the name of the UUID suffix pool.
 
   6.    Optional: Enter a description for the UUID suffix pool.
 
   7.    Keep the prefix at the derived option.
 
   8.    Choose Sequential for the Assignment Order.
 
   9.    Click Next.
 
   10. Click Add to add a block of UUIDs.
 
   11. Keep the From field at the default setting.
 
   12. Specify a size for the UUID block that is sufficient to support the available blade or server resources and the number of Service Profiles that will be created.
 
   13. Click OK.
 
   14. Click Finish.
 
   15. Click OK.
 
   [bookmark: _Toc52462450]Modify Default Host Firmware Package
 
   Firmware management policies allow the administrator to choose the corresponding packages for a given server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter (HBA) option ROM, and storage controller properties.
 
   To modify the default firmware management policy in the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Expand Host Firmware Packages.
 
   4.    Choose default.
 
   5.    In the Actions pane, choose Modify Package Versions.
 
   6.    Choose version 4.2(1i) for both the Blade and Rack Packages.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   7.    Click OK, then click OK again to modify the host firmware package.
 
   [bookmark: _Toc52462451][bookmark: _Toc1738043][bookmark: _Toc490508245][bookmark: _Toc427325215]Create Local Disk Configuration Policy (Optional)
 
   A local disk configuration specifying no local disks for the Cisco UCS environment can be used to ensure that servers with no local disks are used for SAN Boot.
 
    
    [image: *]       This policy should not be used on servers that contain local disks.
 
   
 
   To create a local disk configuration policy, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Local Disk Config Policies.
 
   4.    Choose Create Local Disk Configuration Policy.
 
   5.    Enter IgnoreDisk as the local disk configuration policy name.
 
   6.    Change the mode to Any Configuration. 
 
   
 
   7.    Click OK to create the local disk configuration policy.
 
   8.    Click OK.
 
   [bookmark: _Toc52462452][bookmark: _Toc1738045][bookmark: _Toc490508247][bookmark: _Toc427325217]Create Power Control Policy
 
   To create a power control policy for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Power Control Policies.
 
   4.    Choose Create Power Control Policy.
 
   5.    Enter No-Power-Cap as the power control policy name.
 
   6.    Change the power capping setting to No Cap.
 
   
 
   7.    Click OK to create the power control policy.
 
   8.    Click OK.
 
   Create IPMI Access Profile (Optional)
 
   Intelligent Platform Management Interface (IPMI) is an open standard technology that defines how administrators monitor system hardware and sensors, control system components and retrieve logs of important system events to conduct remote management and recovery. IPMI runs on the BMC (Baseboard Management Controller) of the server and operates independently of the operating system. This profile will assign an IPMI user id and password to the server’s CIMC and will allow the VMware Distributed Power Management (DPM) feature to power on and off ESXi hosts. This feature does typically assign a second IP from the external management or KVM management IP pool to the server. To create an IPMI Access Profile for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click IPMI/Redfish Access Profiles.
 
   4.    Choose Create IPMI/Redfish Access Profile.
 
   5.    Enter IPMI-Profile as the profile name.
 
   6.    Leave IPMI/Redfish Over LAN set to Enable.
 
   7.    Click Add to add an IPMI User.
 
   8.    Enter ipmiadmin as the user name.
 
   9.    Enter and confirm the ipmiadmin password.
 
   10. Set the role to Admin and optionally enter a description for the user.
 
   11. Click OK to add the user.
 
   
 
   12. Click OK to create the profile.
 
   13. Click OK. [bookmark: _Toc52462453][bookmark: _Toc1738046][bookmark: _Toc490508248][bookmark: _Toc427325218]
 
   Create Server Pool Qualification Policy (Optional)
 
   To create an optional server pool qualification policy for the Cisco UCS environment, follow these steps:
 
    
    [image: *]       This example creates a policy for Cisco UCS B200 M6 servers for a server pool.
 
   
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Server Pool Policy Qualifications.
 
   4.    Choose Create Server Pool Policy Qualification.
 
   5.    Name the policy UCS-B200M6.
 
   6.    Choose Create Server PID Qualifications.
 
   7.    Choose UCSB-B200-M6 from the PID drop-down list.
 
   
 
   8.    Click OK
 
   9.    Optionally, choose additional qualifications to refine server selection parameters for the server pool.
 
   10. Click OK to create the policy then OK for the confirmation.
 
   [bookmark: _Toc52462454][bookmark: _Toc1738048][bookmark: _Toc490508250][bookmark: _Toc427325221]Update the Default Maintenance Policy
 
   To update the default Maintenance Policy to either require user acknowledgement before server boot when service profiles change or to make the changes on the next server reboot, follow these steps: 
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Choose Maintenance Policies > default.
 
   4.    Change the Reboot Policy to User Ack.
 
   5.    Choose “On Next Boot” to delegate maintenance windows to server administrators.
 
   
 
   6.    Click Save Changes.
 
   7.    Click OK to accept the changes.
 
   [bookmark: _Toc427325223][bookmark: _Toc1738051][bookmark: _Toc490508253]Create Memory Mode Persistent Memory Policy (Optional)
 
   If any servers in your environment are equipped with Intel Optane DC Persistent Memory (PMEM), a Persistent Memory Policy should be used. Intel Optane DC PMEM can be used in App Direct Mode or Memory Mode with VMware vSphere 7.0 Update 2. In a Cisco UCS server that is equipped with Intel Optane DC PMEM, if a Persistent Memory Policy is not assigned, 100 percent of the Intel Optane DC PMEM will be used in Memory Mode and the standard DIMMs in the server will be used as cache and the DIMM capacity will not be visible. In VMware vSphere 7.0 Update 2, usage of Intel Optane DC PMEM in Memory Mode is supported with certain configurations identified in vSphere Support for Intel's Optane Persistent Memory (PMEM) (67645). If you have Intel Optane DC PMEM installed in any of your servers in a configuration identified in the KB, Memory Mode is supported with VMware vSphere 7.0 Update 2. [bookmark: _Hlk49768398]If you have Intel Optane DC PMEM installed in a server, but not in one of the supported configurations, you should use App Direct Mode.
 
   To create a memory mode persistent memory policy, follow these steps:
 
   1.    In Cisco UCS Manager, choose Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Persistent Memory Policy.
 
   4.    Choose Create Persistent Memory Policy.
 
   5.    Name the policy Memory-Mode.
 
   6.    Under Goals, click Add.
 
   7.    Set Memory Mode (%) to 100 and set Persistent Memory Type to App Direct.
 
   
 
   8.    Click OK to complete creating the Goal.
 
   9.    Click OK to complete creating the policy and click OK on the confirmation.
 
   Create App Direct Mode Persistent Memory Policy (Optional)
 
   If you have Intel Optane DC PMEM installed in a server, but not in one of the supported configurations for Memory Mode, you should use App Direct Mode. You can also use App Direct Mode with any 3rd party application that supports it.
 
   To create an app direct mode persistent memory policy, follow these steps:
 
   1.    In Cisco UCS Manager, choose Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click Persistent Memory Policy.
 
   4.    Choose Create Persistent Memory Policy.
 
   5.    Name the policy App-Direct-Mode.
 
   6.    Under Goals, click Add.
 
   7.    Leave Memory Mode (%) set to zero and Persistent Memory Type set to App Direct.
 
   
 
   8.    Click OK to complete creating the Goal.
 
   9.    Click OK to complete creating the policy and click OK on the confirmation.
 
    
    [image: *]       VMware does not support mixed mode (partially Memory Mode and partially App Direct Mode) persistent memory policies.
 
   
 
   [bookmark: _Toc52462455]Create vMedia Policy for VMware ESXi 7.0 ISO Install Boot
 
   In the NetApp ONTAP setup steps, an HTTP web server is required, which is used for hosting ONTAP as well as VMware software. The vMedia Policy created will map the Cisco Custom Image for ESXi 7.0 U2 Install CD to the Cisco UCS server in order to boot the ESXi installation.  To create this policy, follow these steps:
 
   1.    In Cisco UCS Manager, choose Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click vMedia Policies.
 
   4.    Choose Create vMedia Policy.
 
   5.    Name the policy ESXi-7U2-CC-HTTP.
 
   6.    Enter “Mounts Cisco Custom ISO for ESXi7.0U2” in the Description field.
 
   7.    Click Add to add a vMedia Mount.
 
   8.    Name the mount ESXi-7U2-CC-HTTP.
 
   9.    Choose the CDD Device Type.
 
   10. Choose the HTTP Protocol.
 
   11. Enter the IP Address of the web server.
 
    
    [image: *]       To avoid any DNS lookup issues, enter the IP of the web server instead of the hostname.
 
   
 
   12. Enter VMware_ESXi_7.0.2_17867351_Custom_Cisco_4.1.3_a.iso as the Remote File name.
 
    
    [image: *]       This VMware ESXi 7.0U2 Cisco Custom ISO can be downloaded from VMware Downloads.
 
    [image: *]       If a working vCenter 7.0U2 installation is already in your environment, a FlexPod custom ISO for installing ESXi 7.0U2 with all necessary drivers for this FlexPod deployment can be created.  Please see Create a FlexPod ESXi Custom ISO using VMware vCenter for a procedure for building this custom ISO.
 
   
 
   13. Enter the web server path to the ISO file in the Remote Path field.
 
    
 
   14. Click OK to create the vMedia Mount.
 
   15. Click OK then click OK again to complete creating the vMedia Policy.
 
    
    [image: *]       For any new servers added to the Cisco UCS environment the vMedia service profile template can be used to install the ESXi host.  On first boot the host will boot into the ESXi installer since the SAN mounted disk is empty. After ESXi is installed, the vMedia will not be referenced as long as the boot disk is accessible.
 
   
 
   [bookmark: _Toc1738052][bookmark: _Toc490508254][bookmark: _Toc1738047][bookmark: _Toc490508249][bookmark: _Toc427325219]Create Server BIOS Policies 
 
   To create server BIOS policies for VMware ESXi hosts within the FlexPod organization, follow these steps:
 
    
    [image: *]       In this lab validation, the Cisco UCS B200 M6 servers had TPM2.0 modules installed. To utilize TPM2.0 functionality with VMware vSphere 7.0U2, the TPM module must be enabled, and Trusted Execution Technology (TXT) disabled in BIOS.  According to the Cisco UCS Server BIOS Tokens, Release 4.1 document, which is referenced from Cisco UCS Server BIOS Tokens, Release 4.2, these settings are the default or Platform Default settings for all M5 and M6 servers. Because of this, these settings do not have to be added to this BIOS policy. Three BIOS policies will be created.
 
   
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root.
 
   3.    Right-click BIOS Policies under the root Organization.
 
   4.    Choose Create BIOS Policy.
 
   5.    Enter Intel-M6-Virt as the BIOS policy name.
 
   
 
   6.    Click OK, then click OK again to create the BIOS Policy.
 
    
    [bookmark: _Hlk85470700][image: *]       The Intel-M6-Virt BIOS Policy is derived from the virtualization policy in Performance Tuning Guide for Cisco UCS M6 Servers with the addition of CDN Control and NVM Performance Setting.
 
   
 
   7.    Under the FlexPod Organization, expand BIOS Policies and choose the newly created BIOS Policy. Within the Main tab of the Policy, set the following:
 
   a.    CDN Control  >  Enabled
 
   b.    Quiet Boot  >  Disabled
 
   
 
   8.    Click the Advanced tab, leaving the Processor tab selected within the Advanced tab. Within the Processor tab, set the following:
 
   a.    Enhanced CPU Performance  >  Auto
 
   
 
   9.    Click Save Changes.
 
   10. Click OK.
 
   11. Click the RAS Memory tab within the Advanced tab. Within the RAS Memory tab, set the following:
 
   a.    NVM Performance Setting  >  Balanced Profile
 
   
 
   12. Click Save Changes.
 
   13. Click OK.
 
   14. In Cisco UCS Manager, click Servers.
 
   15. Expand Policies > root.
 
   16. Right-click BIOS Policies under the root Organization.
 
   17. Choose Create BIOS Policy.
 
   18. Enter Intel-M5-Virt as the BIOS policy name.
 
   
 
   19. Click OK, then click OK again to create the BIOS Policy.
 
    
    [image: *]       The Intel-M5-Virt BIOS Policy is derived from the virtualization policy in Performance Tuning Guide for Cisco UCS M5 Servers White Paper with the addition of CDN Control and NVM Performance Setting.
 
   
 
   20. Under the FlexPod Organization, expand BIOS Policies and choose the newly created BIOS Policy. Within the Main tab of the Policy, set the following:
 
   a.    CDN Control  >  Enabled
 
   b.    Quiet Boot  >  Disabled
 
   
 
   21. Click the Advanced tab, leaving the Processor tab selected within the Advanced tab. Within the Processor tab, set the following:
 
   a.    Processor C State  >  Disabled
 
   b.    Processor C1E  >  Disabled
 
   c.    Processor C3 Report  >  Disabled
 
   d.    Processor C6 Report  >  Disabled
 
   e.    Processor C7 Report  >  Disabled
 
   f.     Power Technology  >  Custom
 
   
 
   22. Click Save Changes.
 
   23. Click OK.
 
   24. Click the RAS Memory tab within the Advanced tab. Within the RAS Memory tab, set the following:
 
   a.    NVM Performance Setting  >  Balanced Profile
 
   
 
   25. Click Save Changes.
 
   26. Click OK.
 
   27. In Cisco UCS Manager, click Servers.
 
   28. Expand Policies > root.
 
   29. Right-click BIOS Policies under the root Organization.
 
   30. Choose Create BIOS Policy.
 
   31. Enter AMD-C125-Virt as the BIOS policy name.
 
   
 
   32. Click OK, then click OK again to create the BIOS Policy.
 
    
    [image: *]       The AMD-C125-Virt BIOS Policy is derived from the virtualization policy in Performance Tuning for Cisco UCS C125 Rack Server Nodes with AMD Processors (White Paper) with the addition of CDN Control.
 
   
 
   33. Under the FlexPod Organization, expand BIOS Policies and choose the newly created BIOS Policy. Within the Main tab of the Policy, set the following:
 
   a.    CDN Control  >  Enabled
 
   b.    Quiet Boot  >  Disabled
 
   
 
   34. Click the Advanced tab, leaving the Processor tab selected within the Advanced tab. Within the Processor tab, set the following:
 
   a.    Determinism Slider  >  Power
 
    
 
   35. Click Save Changes.
 
   36. Click OK.
 
   [bookmark: _Toc52462456]Create FC Boot Policy (FCP)
 
   This procedure applies to a Cisco UCS environment in which two Fibre Channel logical interfaces (LIFs) are on cluster node 1 (fcp-lif-01a and fcp-lif-01b) and two Fibre Channel LIFs are on cluster node 2 (fcp-lif-02a and fcp-lif-02b). Also, it is assumed that the A LIFs are connected to switching Fabric A and the B LIFs are connected to switching Fabric B.
 
    
    [image: *]       One boot policy is configured in this procedure. The policy configures the primary target to be fcp-lif-01a.
 
   
 
   To create a boot policy for the within the FlexPod organization, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root > Sub-Organizations > FlexPod.
 
   3.    Under the FlexPod Organization, right-click Boot Policies.
 
   4.    Choose Create Boot Policy.
 
   5.    Enter Boot-FCP as the name of the boot policy.
 
   6.    Optional: Enter a description for the boot policy.
 
   7.    Do not select the Reboot on Boot Order Change checkbox.
 
   8.    Choose the Uefi Boot Mode.
 
   9.    Check the box for Boot Security.
 
   
 
    
    [image: *]       UEFI Secure Boot can be used to boot VMware ESXi 7.0 with or without a TPM 2.0 module in the UCS server.
 
   
 
   10. Expand Local Devices and choose Add Remote CD/DVD.
 
   11. Expand vHBAs and choose Add SAN Boot.
 
   12. Choose Primary in the Type field.
 
   13. Enter FCP-Fabric-A in the vHBA field.
 
   
 
   14. Click OK.
 
   15. From vHBAs, choose Add SAN Boot Target.
 
   16. Keep 0 as the value for Boot Target LUN.
 
   17. Enter the WWPN for fcp-lif-01a.
 
    
    [image: *]       To obtain this information, log in to the storage cluster and run the network interface show -vserver Infra-SVM command.
 
   
 
   18. Choose Primary for the SAN boot target type.
 
   
 
   19. Click OK to add the SAN boot target.
 
   20. From vHBAs, choose Add SAN Boot Target.
 
   21. Enter 0 as the value for Boot Target LUN.
 
   22. Enter the WWPN for fcp-lif-02a. 
 
   23. Click OK to add the SAN boot target.
 
   24. From vHBAs, choose Add SAN Boot.
 
   25. In the Add SAN Boot dialog box, enter FCP-Fabric-B in the vHBA box.
 
   26. The SAN boot type should automatically be set to Secondary. 
 
   27. Click OK.
 
   28. From vHBAs, choose Add SAN Boot Target.
 
   29. Keep 0 as the value for Boot Target LUN.
 
   30. Enter the WWPN for fcp-lif-01b. 
 
   31. Choose Primary for the SAN boot target type. 
 
   32. Click OK to add the SAN boot target. 
 
   33. From vHBAs, choose Add SAN Boot Target.
 
   34. Keep 0 as the value for Boot Target LUN.
 
   35. Enter the WWPN for fcp-lif-02b. 
 
   36. Click OK to add the SAN boot target.
 
   37. Expand CIMC Mounted Media and choose Add CIMC Mounted CD/DVD.
 
   
 
   38. Expand San > SAN Primary and select SAN Target Primary. Select Set Uefi Boot Parameters.
 
    
    [image: *]       For Cisco UCS M6 and M5 servers it is not necessary to set the Uefi Boot Parameters. These servers will boot properly with or without these parameters set. However, for M4 and earlier servers, VMware ESXi 7.0 and above will not boot with Uefi Secure Boot unless these parameters are set exactly as shown.
 
   
 
   39. Enter the Set Uefi Boot Parameters exactly as shown in the following screenshot:
 
   
 
   40. Click OK to complete setting the Uefi Boot Parameters for the SAN Boot Target and click OK for the confirmation.
 
   41. Repeat steps 1 - 10 to set Uefi Boot Parameters for each of the 4 SAN Boot Targets.
 
   42. Click OK, then click OK again to create the boot policy. 
 
   [bookmark: _Toc306868652][bookmark: _Toc52462457][bookmark: _Toc1738053][bookmark: _Toc490508255]Create Service Profile Template (FCP) 
 
   In this procedure, one service profile template for Infrastructure ESXi hosts is created for Fabric A boot within the FlexPod organization. To create the service profile template, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Service Profile Templates > root > Sub-Organizations > FlexPod. 
 
   3.    Right-click the FlexPod Organization.
 
   4.    Choose Create Service Profile Template to open the Create Service Profile Template wizard.
 
   5.    Enter VM-Host-Infra-FCP as the name of the service profile template. 
 
   6.    Choose the Updating Template option.
 
   7.    Under UUID, choose UUID_Pool as the UUID pool.
 
   
 
   8.    Click Next.
 
   [bookmark: _Toc52462458]Configure Storage Provisioning
 
   To configure storage provisioning, follow these steps:
 
   1.    Under the Local Disk Configuration Policy tab choose the IgnoreDisk Local Storage Policy. 
 
   2.    Click Next.
 
   [bookmark: _Toc52462459]Configure Networking
 
   To configure networking, follow these steps: 
 
   1.    Choose the “Use Connectivity Policy” option to configure the LAN connectivity.
 
   2.    Choose FCP-Boot from the LAN Connectivity Policy drop-down list.
 
   3.    Leave Initiator Name Assignment at <not set>.
 
   
 
   4.    Click Next.
 
   [bookmark: _Toc52462460]Configure SAN Connectivity
 
   To configure SAN connectivity, follow these steps:
 
   1.    Choose the Use Connectivity Policy option for the “How would you like to configure SAN connectivity?” field.
 
   2.    Choose the FC-Boot option from the SAN Connectivity Policy drop-down list.
 
   
 
   3.    Click Next.
 
   [bookmark: _Toc52462461]Configure Zoning 
 
   To configure zoning, follow this step:
 
   1.    Set no zoning options and click Next.
 
    
    [image: *]       Set no zoning options here since the fabric interconnects are in end host (NPV) mode and zoning is being done in the upstream SAN switch.
 
   
 
   [bookmark: _Toc52462462]Configure vNIC/HBA Placement
 
   To configure vNIC/HBA placement, follow these steps:
 
   1.    In the Select Placement list, retain the placement policy as Let System Perform Placement.
 
   2.    Click Next.
 
   [bookmark: _Toc52462463]Configure vMedia Policy
 
   To configure the vMedia policy, follow these steps:
 
   1.    Do not select a vMedia Policy.
 
   2.    Click Next.
 
   [bookmark: _Toc52462464]Configure Server Boot Order
 
   To configure the server boot order, follow these steps:
 
   1.    Choose Boot-FCP for Boot Policy.
 
   
 
   2.    Click Next.
 
   [bookmark: _Toc52462465]Configure Maintenance Policy
 
   To configure the maintenance policy, follow these steps:
 
   1.    Change the Maintenance Policy to default.
 
    
 
   2.    Click Next.
 
   [bookmark: _Toc52462466]Configure Server Assignment
 
   To configure server assignment, follow these steps:
 
   1.    In the Pool Assignment list, choose Infra-Pool.
 
   2.    Choose Down as the power state to be applied when the profile is associated with the server.
 
   3.    Optional: Choose “UCS-B200M6” for the Server Pool Qualification to choose only UCS B200M6 servers in the pool.
 
   4.    Expand Firmware Management and choose the default Host Firmware Package.
 
   
 
   5.    Click Next.
 
   [bookmark: _Toc52462467]Configure Operational Policies
 
   To configure the operational policies, follow these steps:
 
   1.    In the BIOS Policy list, choose the appropriate BIOS policy for the servers you have.
 
   2.    Expand External IPMI/Redfish Management Configuration and select IPMI-Profile for the IPMI/Redfish Access Profile.
 
   3.    Expand Power Control Policy Configuration and choose No-Power-Cap in the Power Control Policy list.
 
     
 
   4.    Click Finish to create the service profile template.
 
   5.    Click OK in the confirmation message.
 
   [bookmark: CreateClonedTemplate][bookmark: _Toc52462468][bookmark: _Toc1738054][bookmark: _Toc490508256]Create vMedia-Enabled Service Profile Template
 
   To create a service profile template with vMedia enabled, follow these steps:
 
   1.    Connect to UCS Manager and click Servers.
 
   2.    Choose Service Profile Templates > root > Sub-Organizations > FlexPod > Service Template VM-Host-Infra-FCP.
 
   3.    Right-click VM-Host-Infra-FCP and choose Create a Clone.
 
   4.    Name the clone VM-Host-Infra-FCP -vM.
 
   5.    Click OK then click OK again to create the Service Profile Template clone.
 
   6.    Choose the newly created VM-Host-Infra-FCP -vM and choose the vMedia Policy tab.
 
   7.    Click Modify vMedia Policy.
 
   8.    Choose the ESXi-7U2-CC-HTTP vMedia Policy and click OK.
 
   9.    Click OK to confirm.
 
   This same cloning process can be used to create other Service Profile templates that can be modified to accommodate additional features such as Intel Datacenter Persistent Memory (DCPMem) in Memory or App-Direct Mode.
 
   [bookmark: _Toc52462473][bookmark: _Toc1738055][bookmark: _Toc490508257]Create Service Profiles
 
   To create service profiles from the service profile template within the FlexPod organization, follow these steps:
 
   1.    Connect to Cisco UCS Manager and click Servers.
 
   2.    Expand Service Profile Templates > root > Sub-Organizations > FlexPod.
 
   3.    Right-click the appropriate vMedia-enabled template or the appropriate template and choose Create Service Profiles from Template.
 
   4.    Enter VM-Host-Infra-0 as the service profile prefix.
 
   5.    Enter 1 as “Name Suffix Starting Number.”
 
   6.    Enter 3 as the “Number of Instances.”
 
   
 
   7.    Click OK to create the service profiles.
 
   8.    Click OK in the confirmation message.
 
   9.    When VMware ESXi 7.0U2 has been installed on the hosts, the host Service Profiles can be bound to the corresponding non-vMedia-enabled Service Profile Template to remove the vMedia Mapping from the host.
 
   [bookmark: _Toc52462474][bookmark: _Toc1738056][bookmark: _Toc490508258][bookmark: _Toc306868653]Add More Servers to FlexPod Unit
 
   Additional server pools, service profile templates, and service profiles can be created in the respective organizations to add more servers to the FlexPod unit. All pools and policies created at the organizational level will need to be recreated within other organizations.
 
   [bookmark: _Toc52462475][bookmark: _Toc1738057][bookmark: _Toc490508259][bookmark: Table17]Gather Necessary Information
 
   After the Cisco UCS service profiles have been created, each infrastructure server in the environment will have a unique configuration. To proceed with the FlexPod deployment, specific information must be gathered from each Cisco UCS server and from the NetApp controllers.
 
   [bookmark: _Ref479692418][bookmark: Table6]Table 6.     WWPNs from NetApp Storage
 
    
     
      
       
       	 SVM
  
       	 Adapter
  
       	 MDS Switch
  
       	 Target: WWPN
  
      
 
      
      
       
       	 Infra_SVM
  
       	 fcp-lif-01a
  
       	 Fabric A
  
       	 <fcp-lif-01a-wwpn>
  
      
 
       
       	 fcp-lif-01b
  
       	 Fabric B
  
       	 <fcp-lif-01b-wwpn>
  
      
 
       
       	 fcp-lif-02a
  
       	 Fabric A
  
       	 <fcp-lif-02a-wwpn>
  
      
 
       
       	 fcp-lif-02b
  
       	 Fabric B
  
       	 <fcp-lif-02b-wwpn>
  
      
 
      
    
 
   
 
    
    [image: *]       To obtain the FC WWPNs, run the network interface show command on the storage cluster management interface.
 
   
 
   [bookmark: _Ref479692429][bookmark: Table7]Table 7.     WWPNs for Cisco UCS Service Profiles
 
    
     
      
       
       	 Cisco UCS Service Profile Name
  
       	 MDS Switch
  
       	 Initiator WWPN
  
      
 
      
      
       
       	 VM-Host-Infra-01 
  
       	 Fabric A
  
       	 <vm-host-infra-01-wwpna>
  
      
 
       
       	 Fabric B
  
       	 <vm-host-infra-01-wwpnb>
  
      
 
       
       	 [bookmark: _Hlk28365471]VM-Host-Infra-02
  
       	 Fabric A
  
       	 <vm-host-infra-02-wwpna>
  
      
 
       
       	 Fabric B
  
       	 <vm-host-infra-02-wwpnb>
  
      
 
       
       	 VM-Host-Infra-03
  
       	 Fabric A
  
       	 <vm-host-infra-03-wwpna>
  
      
 
       
       	 Fabric B
  
       	 <vm-host-infra-03-wwpnb>
  
      
 
      
    
 
   
 
    
    [image: *]       To obtain the FC vHBA WWPN information in Cisco UCS Manager GUI, go to Servers > Service Profiles > root > Sub-Organizations > Organization. Expand each service profile and then expand vHBAs. Select each vHBA. The WWPN is shown under Properties. 
 
   
 
   [bookmark: _Toc97465487][bookmark: _Toc55564534][bookmark: _Toc52462476]SAN Switch Configuration
 
   This section explains how to configure the Cisco MDS 9000s for use in a FlexPod environment. Follow the steps precisely because failure to do so could result in an improper configuration.
 
    
    [bookmark: _Hlk54276804][image: *]       If using the Cisco Nexus 93180YC-FX for both LAN and SAN switching, please refer to FlexPod with Nexus 93180YC-FX SAN Switching Configuration – Part 2 in the Appendix.
 
    [image: *]       If directly connecting storage to the Cisco UCS fabric interconnects or using iSCSI as the boot protocol, skip this section.
 
   
 
   Physical Connectivity
 
   Follow the physical connectivity guidelines for FlexPod as explained in section FlexPod Cabling.
 
   FlexPod Cisco MDS Base
 
   The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod environment. This procedure assumes you are using the Cisco MDS 9132T with NX-OS 8.4(2c).
 
   Cisco MDS 9132T A
 
   To set up the initial configuration for the Cisco MDS A switch, <mds-A-hostname>, follow these steps:
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning. Enter y to get to the System Admin Account Setup.
 
   
 
   1.    Configure the switch using the command line.
 
   [bookmark: _Hlk2196713]         ---- System Admin Account Setup ----
 
    
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
    
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
    
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
    
 
   Create another login account (yes/no) [n]: Enter
 
    
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
    
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
    
 
   Enter the switch name : [bookmark: _Hlk19626221]<mds-A-hostname> 
 
    
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
    
 
   Mgmt0 IPv4 address : <mds-A-mgmt0-ip> 
 
    
 
   Mgmt0 IPv4 netmask : <mds-A-mgmt0-netmask> 
 
    
 
   Configure the default gateway? (yes/no) [y]: Enter
 
    
 
   IPv4 address of the default gateway : <mds-A-mgmt0-gw> 
 
    
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
    
 
   Enable the ssh service? (yes/no) [y]: Enter
 
    
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter
 
    
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
    
 
   Enable the telnet service? (yes/no) [n]: Enter
 
    
 
   Configure congestion/no_credit drop for fc interfaces? (yes/no)     [y]: Enter
 
    
 
   Enter the type of drop to configure congestion/no_credit drop? (con/no) [c]: Enter
 
    
 
   Enter milliseconds in multiples of 10 for congestion-drop for logical-type edge
 
   in range (<200-500>/default), where default is 500.  [d]: Enter
 
    
 
   Enable the http-server? (yes/no) [y]: Enter
 
    
 
   Configure clock? (yes/no) [n]: Enter
 
    
 
   Configure timezone? (yes/no) [n]: Enter
 
    
 
   Configure summertime? (yes/no) [n]: Enter
 
    
 
   Configure the ntp server? (yes/no) [n]: Enter
 
    
 
   Configure default switchport interface state (shut/noshut) [shut]: Enter
 
    
 
   Configure default switchport trunk mode (on/off/auto) [on]: auto
 
    
 
   Configure default switchport port mode F (yes/no) [n]: yes
 
    
 
   Configure default zone policy (permit/deny) [deny]: Enter
 
    
 
   Enable full zoneset distribution? (yes/no) [n]: Enter
 
    
 
   Configure default zone mode (basic/enhanced) [basic]: Enter
 
   2.    Review the configuration.
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   Cisco MDS 9132T B
 
   To set up the initial configuration for the Cisco MDS B switch, <mds-B-hostname>, follow these steps:
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning. Enter y to get to the System Admin Account Setup.
 
   
 
   1.    Configure the switch using the command line.
 
            ---- System Admin Account Setup ----
 
    
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
    
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
    
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
    
 
   Create another login account (yes/no) [n]: Enter
 
    
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
    
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
    
 
   Enter the switch name : <mds-B-hostname> 
 
    
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
    
 
   Mgmt0 IPv4 address : <mds-B-mgmt0-ip> 
 
    
 
   Mgmt0 IPv4 netmask : <mds-B-mgmt0-netmask> 
 
    
 
   Configure the default gateway? (yes/no) [y]: Enter
 
    
 
   IPv4 address of the default gateway : <mds-B-mgmt0-gw> 
 
    
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
    
 
   Enable the ssh service? (yes/no) [y]: Enter
 
    
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter
 
    
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
    
 
   Enable the telnet service? (yes/no) [n]: Enter
 
    
 
   Configure congestion/no_credit drop for fc interfaces? (yes/no)     [y]: Enter
 
    
 
   Enter the type of drop to configure congestion/no_credit drop? (con/no) [c]: Enter
 
    
 
   Enter milliseconds in multiples of 10 for congestion-drop for logical-type edge
 
   in range (<200-500>/default), where default is 500.  [d]: Enter
 
    
 
   Enable the http-server? (yes/no) [y]: Enter
 
    
 
   Configure clock? (yes/no) [n]: Enter
 
    
 
   Configure timezone? (yes/no) [n]: Enter
 
    
 
   Configure summertime? (yes/no) [n]: Enter
 
    
 
   Configure the ntp server? (yes/no) [n]: Enter
 
    
 
   Configure default switchport interface state (shut/noshut) [shut]: Enter
 
    
 
   Configure default switchport trunk mode (on/off/auto) [on]: auto
 
    
 
   Configure default switchport port mode F (yes/no) [n]: yes
 
    
 
   Configure default zone policy (permit/deny) [deny]: Enter
 
    
 
   Enable full zoneset distribution? (yes/no) [n]: Enter
 
    
 
   Configure default zone mode (basic/enhanced) [basic]: Enter
 
   2.    Review the configuration.
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   [bookmark: _Toc52462477]FlexPod Cisco MDS Ansible Switch Configuration
 
   The following procedure can be used to configure the Cisco MDS switches from the management workstation. 
 
   1.    Add MDS switch ssh keys to /root/.ssh/known_hosts. Adjust known_hosts as necessary if errors occur.
 
   ssh admin@<mds-A-mgmt0-ip>
 exit
 ssh admin@<mds-B-mgmt0-ip>
 exit
 
   2.    Edit the following variable files to ensure proper MDS variables are entered:
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/host_vars/mdsA.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/host_vars/mdsB.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/MDSconfig/defaults/main.yml
 
    
    [image: *]       The FC and FC-NVMe NetApp LIF WWPNs should have already been entered into the all.yml file so that MDS device alias can be properly configured. The Cisco UCS server initiator WWPNs for both FC and FC-NVMe should also be entered into all.yml. To query these WWPNs, log into the Cisco UCS Manager web interface and select each of the 3 server service profiles by going to “Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization” and expanding the service profile. The needed WWPNs can be found by expanding vHBAs and selecting each vHBA.
 
   
 
   3.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_MDS.yml Ansible playbook.
 
   ansible-playbook ./Setup_MDS.yml -i inventory
 
   4.    Once the Ansible playbook has been run and configured both switches, it is important to configure the local time so that logging time alignment and any backup schedules are correct. For more information on configuring the timezone and daylight savings time or summertime, please see Cisco MDS 9000 Series Fundamentals Configuration Guide, Release 8.x. Sample clock commands for the United States Eastern timezone are:
 
   clock timezone EST -5 0
 
   clock summer-time EDT 2 Sunday March 02:00 1 Sunday November 02:00 60
 
   5.    ssh into each switch and execute the following commands
 
   clock timezone <timezone> <hour-offset> <minute-offset>
 
   clock summer-time <timezone> <start-week> <start-day> <start-month> <start-time> <end-week> <end-day> <end-month> <end-time> <offset-minutes>
 
   FlexPod Cisco MDS Switch Manual Configuration
 
   [bookmark: _Toc52462478]Enable Licenses
 
   Cisco MDS 9132T A and Cisco MDS 9132T B
 
   To enable the correct features on the Cisco MDS switches, follow these steps:
 
   1.    Log in as admin.
 
   2.    Run the following commands:
 
   configure terminal
 
   feature npiv
 
   feature fport-channel-trunk
 
   [bookmark: _Toc52462479]Add NTP Servers and Local Time Configuration
 
   Cisco MDS 9132T A and Cisco MDS 9132T B
 
   To configure the second NTP server and add local time configuration, follow this step:
 
   1.    From the global configuration mode, run the following command:
 
   ntp server <nexus-A-mgmt0-ip>
 
   ntp server <nexus-B-mgmt0-ip>
 [bookmark: _Hlk51583601]clock timezone <timezone> <hour-offset> <minute-offset>
 
   clock summer-time <timezone> <start-week> <start-day> <start-month> <start-time> <end-week> <end-day> <end-month> <end-time> <offset-minutes>
 
    
    [bookmark: _Hlk51583896][image: *]       It is important to configure the local time so that logging time alignment, any backup schedules, and SAN Analytics forwarding are correct. For more information on configuring the timezone and daylight savings time or summer time, please see Cisco MDS 9000 Series Fundamentals Configuration Guide, Release 8.x. Sample clock commands for the United States Eastern timezone are:
 clock timezone EST -5 0
 clock summer-time EDT 2 Sunday March 02:00 1 Sunday November 02:00 60
 
   
 
   [bookmark: _Toc52462480]Configure Individual Ports
 
   Cisco MDS 9132T A
 
   To configure individual ports and port-channels for switch A, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   [bookmark: _Hlk2198864]interface fc1/1
 
   switchport description <st-clustername>-1:5a
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
 
 
   interface fc1/2
 
   switchport description <st-clustername>-2:5a
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/5
 
   switchport description <ucs-clustername>-a:1/1
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface fc1/6
 
   switchport description <ucs-clustername>-a:1/2
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface port-channel15
 
   channel mode active
 
   switchport trunk allowed vsan <vsan-a-id>
 
   switchport description <ucs-clustername>-a
 
   switchport speed 32000
 
   no shutdown
 exit
 
    
    [bookmark: _Hlk28095386][image: *]       If VSAN trunking is not being used between the Cisco UCS Fabric Interconnects and the MDS switches, do not enter “switchport trunk allowed vsan <vsan-a-id>” for interface port-channel15. Also, the default setting of the switchport trunk mode auto is being used for the port channel.
 
   
 
   Cisco MDS 9132T B
 
   To configure individual ports and port-channels for switch B, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   interface fc1/1
 
   switchport description <st-clustername>-1:5b
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/2
 
   switchport description <st-clustername>-2:5b
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/5
 
   switchport description <ucs-clustername>-b:1/1
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface fc1/6
 
   switchport description <ucs-clustername>-b:1/2
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface port-channel15
 
   channel mode active
 
   switchport trunk allowed vsan <vsan-b-id>
 
   switchport description <ucs-clustername>-b
 
   switchport speed 32000
 
   no shutdown
 
   exit
 
    
    [image: *]       If VSAN trunking is not being used between the Cisco UCS Fabric Interconnects and the MDS switches, do not enter “switchport trunk allowed vsan <vsan-b-id>” for interface port-channel15. Also, the default setting of the switchport trunk mode auto is being used for the port channel.
 
   
 
   [bookmark: _Toc52462481]Create VSANs
 
   Cisco MDS 9132T A
 
   To create the necessary VSANs for fabric A and add ports to them, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   vsan database
 
   vsan <vsan-a-id>
 
   vsan <vsan-a-id> name Fabric-A
 
   exit
 
   zone smart-zoning enable vsan <vsan-a-id>
 
   vsan database
 
   vsan <vsan-a-id> interface fc1/1
 
   vsan <vsan-a-id> interface fc1/2
 
   vsan <vsan-a-id> interface port-channel15
 exit
 
   Cisco MDS 9132T B
 
   To create the necessary VSANs for fabric B and add ports to them, follow this step:
 
   From the global configuration mode, run the following commands:
 
   vsan database
 
   vsan <vsan-b-id>
 
   vsan <vsan-b-id> name Fabric-B
 
   exit
 
   zone smart-zoning enable vsan <vsan-b-id>
 
   vsan database
 
   vsan <vsan-b-id> interface fc1/1
 
   vsan <vsan-b-id> interface fc1/2
 
   vsan <vsan-b-id> interface port-channel15
 
   exit
 
    
    [image: *]       At this point, it may be necessary to go into Cisco UCS Manager and disable and enable the FC port-channel interfaces to get the port-channels to come up.
 
   
 
   [bookmark: _Toc52462482]Create Device Aliases
 
   Cisco MDS 9132T A
 
   To create device aliases for Fabric A that will be used to create zones, follow these steps:
 
   1.    From the global configuration mode, run the following commands:
 
   device-alias mode enhanced
 
   device-alias database
 
   device-alias name Infra_SVM-fcp-lif-01a pwwn <fcp-lif-01a-wwpn>
 
   device-alias name Infra_SVM-fcp-lif-02a pwwn <fcp-lif-02a-wwpn>
 device-alias name Infra_SVM-fc-nvme-lif-01a pwwn <fc-nvme-lif-01a-wwpn>
 
   device-alias name Infra_SVM-fc-nvme-lif-02a pwwn <fc-nvme-lif-02a-wwpn>
 
   device-alias name VM-Host-Infra-FCP-01-A pwwn <vm-host-infra-fcp-01-wwpna>
 
   [bookmark: _Hlk32922103]device-alias name VM-Host-Infra-FCP-02-A pwwn <vm-host-infra-fcp-02-wwpna>
 
   
device-alias name VM-Host-Infra-FCP-03-A pwwn <vm-host-infra-fcp-03-wwpna>
 device-alias name VM-Host-Infra-FC-NVMe-01-A pwwn <vm-host-infra-fc-nvme-01-wwpna>
 
   device-alias name VM-Host-Infra-FC-NVMe-02-A pwwn <vm-host-infra-fc-nvme-02-wwpna>
 
   device-alias name VM-Host-Infra-FC-NVMe-03-A pwwn <vm-host-infra-fc-nvme-03-wwpna>
 
   device-alias commit
 
   Cisco MDS 9132T B
 
   To create device aliases for Fabric B that will be used to create zones, follow these steps:
 
   1.    From the global configuration mode, run the following commands:
 
   device-alias mode enhanced
 
   device-alias database
 
   device-alias name Infra_SVM-fcp-lif-01b pwwn <fcp-lif-01b-wwpn>
 
   device-alias name Infra_SVM-fcp-lif-02b pwwn <fcp-lif-02b-wwpn>
 
   device-alias name Infra_SVM-fc-nvme-lif-01b pwwn <fc-nvme-lif-01b-wwpn>
 
   device-alias name Infra_SVM-fc-nvme-lif-02b pwwn <fc-nvme-lif-02b-wwpn>
 
   device-alias name VM-Host-Infra-FCP-01-B pwwn <vm-host-infra-fcp-01-wwpnb>
 
   device-alias name VM-Host-Infra-FCP-02-B pwwn <vm-host-infra-fcp-02-wwpnb>
 
   device-alias name VM-Host-Infra-FCP-03-B pwwn <vm-host-infra-fcp-03-wwpnb>
 
   device-alias name VM-Host-Infra-FC-NVMe-01-B pwwn <vm-host-infra-fc-nvme-01-wwpnb>
 
   device-alias name VM-Host-Infra-FC-NVMe-02-B pwwn <vm-host-infra-fc-nvme-02-wwpnb>
 
   device-alias name VM-Host-Infra-FC-NVMe-03-B pwwn <vm-host-infra-fc-nvme-03-wwpnb>
 
   device-alias commit
 
   [bookmark: _Toc52462483]Create Zones and Zoneset
 
   Cisco MDS 9132T A
 
   1.    To create the required zones and zoneset on Fabric A, run the following commands:
 
   configure terminal
 
   zone name FCP-Infra_SVM-Fabric-A vsan <vsan-a-id>
 
   member device-alias VM-Host-Infra-FCP-01-A init
 member device-alias VM-Host-Infra-FCP-02-A init
 
   member device-alias VM-Host-Infra-FCP-03-A init
 
   member device-alias Infra_SVM-fcp-lif-01a target
 
   member device-alias Infra_SVM-fcp-lif-02a target
 
   exit
 zone name FC-NVMe-Infra_SVM-Fabric-A vsan <vsan-a-id>
 
   member device-alias VM-Host-Infra-FC-NVMe-01-A init
 member device-alias VM-Host-Infra-FC-NVMe-02-A init
 
   member device-alias VM-Host-Infra-FC-NVMe-03-A init
 
   member device-alias Infra_SVM-fc-nvme-lif-01a target
 
   member device-alias Infra_SVM-fc-nvme-lif-02a target
 
   exit
 
   zoneset name FlexPod-Fabric-A vsan <vsan-a-id>
 
   member FCP-Infra_SVM-Fabric-A
 member FC-NVMe-Infra_SVM-Fabric-A
 
   exit
 
   zoneset activate name FlexPod-Fabric-A vsan <vsan-a-id>
 
   show zoneset active
 copy r s
 
    
    [image: *]       Since Smart Zoning is enabled, a single zone for each storage protocol (FCP and FC-NVMe) is created with all host initiators and targets for the Infra_SVM instead of creating separate zones for each host with the host initiator and targets. If a new host is added, its initiator can simply be added to each single zone in each MDS switch and then the zoneset reactivated. If another SVM is added to the FlexPod with FC and/or FC-NVMe targets, new zones can be added for that SVM.
 
   
 
   Cisco MDS 9132T B
 
   1.    To create the required zones and zoneset on Fabric B, run the following commands:
 
   configure terminal
 
   zone name FCP-Infra_SVM-Fabric-B vsan <vsan-b-id>
 
   member device-alias VM-Host-Infra-FCP-01-B init
 
   member device-alias VM-Host-Infra-FCP-02-B init
 
   member device-alias VM-Host-Infra-FCP-03-B init
 
   member device-alias Infra_SVM-fcp-lif-01b target
 
   member device-alias Infra_SVM-fcp-lif-02b target
 
   exit
 
   zone name FC-NVMe-Infra_SVM-Fabric-B vsan <vsan-b-id>
 
   member device-alias VM-Host-Infra-FC-NVMe-01-B init
 
   member device-alias VM-Host-Infra-FC-NVMe-02-B init
 
   member device-alias VM-Host-Infra-FC-NVMe-03-B init
 
   member device-alias Infra_SVM-fc-nvme-lif-01b target
 
   member device-alias Infra_SVM-fc-nvme-lif-02b target
 
   exit
 
   zoneset name FlexPod-Fabric-B vsan <vsan-b-id>
 
   member FCP-Infra_SVM-Fabric-B
 
   member FC-NVMe-Infra_SVM-Fabric-B
 
   exit
 
   zoneset activate name FlexPod-Fabric-B vsan <vsan-b-id>
 
   show zoneset active
 
   copy r s
 
   [bookmark: _Toc97465488][bookmark: _Toc55564535][bookmark: _Toc52462484]Storage Configuration – ONTAP Boot Storage Setup
 
   Ansible Configuration
 
   This section details the Ansible Scripts used to configure storage.
 
   To configure the storage for ONTAP Boot, follow these steps:
 
   1.    Edit the following variable file and update the fcp_igroups variables:
 
   FlexPod-M6/FlexPod-UCSM-M6/vars/ontap_main.yml
 
    
    [image: *]       Update the initiator WWPNs for FC iGroups. 
 
   
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, invoke the ansible scripts for this section using the following command:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_2
 
    
    [image: *]       Use the -vvv tag to see detailed execution output log.
 
   
 
   Manual Configuration
 
   Create Boot LUNs
 
   To create three boot LUNs, run the following commands:
 
   lun create -vserver Infra-SVM -path /vol/esxi_boot/VM-Host-Infra-01 -size 32GB -ostype vmware -space-reserve disabled
 
 lun create -vserver Infra-SVM -path /vol/esxi_boot/VM-Host-Infra-02 -size 32GB -ostype vmware -space-reserve disabled
 
 lun create -vserver Infra-SVM -path /vol/esxi_boot/VM-Host-Infra-03 -size 32GB -ostype vmware -space-reserve disabled 
 
   Create igroups
 
   Create initiator groups (igroups) by entering the following commands from the storage cluster management node Secure Shell (SSH) connection:
 
   lun igroup create –vserver Infra-SVM –igroup VM-Host-Infra-01 –protocol fcp –ostype vmware –initiator <vm-host-infra-01-wwpna>, <vm-host-infra-01-wwpnb>
 
    
 
   lun igroup create –vserver Infra-SVM –igroup VM-Host-Infra-02 –protocol fcp –ostype vmware –initiator <vm-host-infra-02-wwpna>, <vm-host-infra-02-wwpnb>
 
 lun igroup create –vserver Infra-SVM –igroup VM-Host-Infra-03 –protocol fcp –ostype vmware –initiator <vm-host-infra-03-wwpna>, <vm-host-infra-03-wwpnb>
 
    
 
   lun igroup create –vserver Infra-SVM –igroup MGMT-Hosts –protocol fcp –ostype vmware –initiator <vm-host-infra-01-wwpna>, <vm-host-infra-01-wwpnb>, <vm-host-infra-02-wwpna>, <vm-host-infra-02-wwpnb>, <vm-host-infra-03-wwpna>, <vm-host-infra-03-wwpnb>
 
    
    [image: *]        Use the values listed in Table 6 and Table 7 for the WWPN information.
 
   
 
   To view the three igroups just created, use the command lun igroup show:
 
   lun igroup show -protocol fcp
 
   Map Boot LUNs to igroups
 
   To map the boot LUNs to igroups, from the storage cluster management SSH connection, enter the following commands: 
 
   lun mapping create –vserver Infra-SVM –path /vol/esxi_boot/VM-Host-Infra-01 –igroup VM-Host-Infra-01 –lun-id 0
 
 
 
   lun mapping create –vserver Infra-SVM –path /vol/esxi_boot/VM-Host-Infra-02 –igroup VM-Host-Infra-02 –lun-id 0
 
 lun mapping create –vserver Infra-SVM –path /vol/esxi_boot/VM-Host-Infra-03 –igroup VM-Host-Infra-03 –lun-id 0
 
   [bookmark: _Toc97465489][bookmark: _Toc55564536][bookmark: _Toc52462488]VMware vSphere 7.0U2 Setup
 
   [bookmark: _Toc52462489]VMware ESXi 7.0U2
 
   This section provides detailed instructions for installing VMware ESXi 7.0 in a FlexPod environment. After the procedures are completed, three booted ESXi hosts will be provisioned. 
 
   Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote installation media to individual servers and connect to their boot logical unit numbers (LUNs).
 
   [bookmark: _Toc52462490]Download ESXi 7.0U2 from VMware
 
   If the VMware ESXi ISO has not already been downloaded, follow these steps:
 
   1.    Click the following link: Cisco Custom Image for ESXi 7.0 U2 Install ISO.
 
   2.    You will need a user id and password on vmware.com to download this software.
 
   3.    Download the .iso file. 
 
   [bookmark: _Toc52462491]Log into Cisco UCS 6454 Fabric Interconnect
 
   Cisco UCS Manager
 
   The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS) through remote media. It is necessary to log into the Cisco UCS environment to run the IP KVM.
 
   To log into the Cisco UCS environment, follow these steps:
 
   1.    Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the Cisco UCS Manager application.
 
   2.    Click the Launch UCS Manager link to launch the HTML 5 UCS Manager GUI.
 
   3.    If prompted to accept security certificates, accept as necessary.
 
   4.    When prompted, enter admin as the user name and enter the administrative password.
 
   5.    To log in to Cisco UCS Manager, click Login.
 
   6.    From the main menu, click Servers.
 
   [bookmark: _Hlk2336365]7.    Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-01.
 
   8.    In the Actions pane, click KVM Console.
 
   9.    Follow the prompts to launch the HTML5 KVM console.
 
   10. Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-02.
 
   11. In the Actions pane, click KVM Console.
 
   12. Follow the prompts to launch the HTML5 KVM console.
 
   13. Choose Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization > VM-Host-Infra-03.
 
   14. In the Actions pane, click KVM Console.
 
   15. Follow the prompts to launch the HTML5 KVM console.
 
   [bookmark: _Toc52462492]Set Up VMware ESXi Installation
 
   ESXi Hosts VM-Host-Infra-01, VM-Host-Infra-02, and VM-Host-Infra-03
 
    
    [image: *]        Skip this section if you’re using vMedia policies; the ISO file will already be connected to the KVM.
 
   
 
   To prepare the server for the OS installation, follow these steps on each ESXi host:
 
   1.    In the KVM window, click Virtual Media.
 
   2.    Choose Activate Virtual Devices. 
 
   3.    If prompted to accept an Unencrypted KVM session, accept as necessary.
 
   4.    Click Virtual Media and choose Map CD/DVD.
 
   5.    Browse to the ESXi installer ISO image file and click Open.
 
   6.    Click Map Device. 
 
   7.    Click the KVM Console tab to monitor the server boot.
 
   [bookmark: _Toc52462493]Install ESXi
 
   ESXi Hosts VM-Host-Infra-01, VM-Host-Infra-02, and VM-Host-Infra-03
 
   To install VMware ESXi to the bootable LUN of the hosts, follow these steps on each host:
 
   1.    Boot the server by selecting Boot Server in the KVM and click OK, then click OK again.
 
   2.    On boot, the machine detects the presence of the ESXi installation media and loads the ESXi installer.
 
    
    [image: *]       If the ESXi installer fails to load because the software certificates cannot be validated, reset the server, and when prompted, press F2 to go into BIOS and set the system time and date to current. The ESXi installer should load properly.
 
   
 
   3.    After the installer is finished loading, press Enter to continue with the installation.
 
   4.    Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.
 
    
    [image: *]       It may be necessary to map function keys as User Defined Macros under the Macros menu in the Cisco UCS KVM console.
 
   
 
   5.    Choose the LUN that was previously set up as the installation disk for ESXi and press Enter to continue with the installation.
 
   6.    Choose the appropriate keyboard layout and press Enter.
 
   7.    Enter and confirm the root password and press Enter.
 
   8.    The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with the installation.
 
   9.    After the installation is complete, press Enter to reboot the server.
 
    
    [image: *]       The ESXi installation image will be automatically unmapped in the KVM when Enter is pressed.
 
   
 
   10. In Cisco UCS Manager, bind the current service profile to the non-vMedia service profile template to prevent mounting the ESXi installation iso over HTTP.
 
   [bookmark: _Toc52462494]Set Up Management Networking for ESXi Hosts
 
   Adding a management network for each VMware host is necessary for managing the host. 
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02, and VM-Host-Infra-03
 
   To configure each ESXi host with access to the management network, follow these steps:
 
   1.    After the server has finished rebooting, in the UCS KVM console, press F2 to customize VMware ESXi.
 
   2.    Log in as root, enter the corresponding password, and press Enter to log in.
 
   3.    Use the down arrow key to choose Troubleshooting Options and press Enter.
 
   4.    Choose Enable ESXi Shell and press Enter.
 
   5.    Choose Enable SSH and press Enter.
 
   6.    Press Esc to exit the Troubleshooting Options menu.
 
   7.    Choose the Configure Management Network option and press Enter.
 
   8.    Choose Network Adapters and press Enter.
 
   9.    Verify that the numbers in the Hardware Label field match the numbers in the Device Name field. If the numbers do not match, note the mapping of vmnic ports to vNIC ports for later use. 
 
   10. Using the spacebar, choose vmnic1.
 
   
 
    
    [image: *]       In lab testing, examples have been seen where the vmnic and device ordering do not match. If this is the case, use the Consistent Device Naming (CDN) to note which vmnics are mapped to which vNICs and adjust the upcoming procedure accordingly.
 
   
 
   11. Press Enter.
 
    
    [image: *]       Set the IB-MGMT VLAN as the native VLAN on the vSwitch0-A and vSwitch0-B vNICs which allows untagged VLAN packets from this interface to go into the IB-MGMT VLAN. Because of this, do not set a VLAN on this interface.
 
   
 
   12. Choose IPv4 Configuration and press Enter.
 
    
    [image: *]       If you are using DHCP to set the ESXi host networking configuration, alter this process as needed.
 
   
 
   13. Choose the “Set static IPv4 address and network configuration” option by using the arrow keys and space bar.
 
   14. Move to the IPv4 Address field and enter the IP address for managing the ESXi host.
 
   15. Move to the Subnet Mask field and enter the subnet mask for the ESXi host.
 
   16. Move to the Default Gateway field and enter the default gateway for the ESXi host.
 
   17. Press Enter to accept the changes to the IP configuration.
 
   18. Choose the IPv6 Configuration option and press Enter.
 
   19. Using the spacebar, choose Disable IPv6 (restart required) and press Enter.
 
   20. Choose the DNS Configuration option and press Enter.
 
    
    [image: *]       Since the IP address is assigned manually, the DNS information must also be entered manually.
 
   
 
   21. Using the spacebar, choose “Use the following DNS server addresses and hostname:”
 
   22. Move to the Primary DNS Server field and enter the IP address of the primary DNS server.
 
   23. Optional: Move to the Alternate DNS Server field and enter the IP address of the secondary DNS server.
 
   24. Move to the Hostname field and enter the fully qualified domain name (FQDN) for the ESXi host.
 
   25. Press Enter to accept the changes to the DNS configuration.
 
   26. Press Esc to exit the Configure Management Network submenu.
 
   27. Press Y to confirm the changes and reboot the ESXi host.
 
   [bookmark: _Toc52462495][bookmark: _Toc31217152]Reset VMware ESXi Host VMkernel Port vmk0 MAC Address (Optional)
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02, and VM-Host-Infra-03
 
   By default, the MAC address of the management VMkernel port vmk0 is the same as the MAC address of the Ethernet port it is placed on.  If the ESXi host’s boot LUN is remapped to a different server with different MAC addresses, a MAC address conflict will exist because vmk0 will retain the assigned MAC address unless the ESXi System Configuration is reset.  To reset the MAC address of vmk0 to a random VMware-assigned MAC address, follow these steps:
 
   1.    From the ESXi console menu main screen, type Ctrl-Alt-F1 to access the VMware console command line interface.  In the UCSM KVM, Ctrl-Alt-F1 appears in the list of Static Macros.
 
   2.    Log in as root.
 
   3.    Type esxcfg-vmknic –l to get a detailed listing of interface vmk0.  vmk0 should be a part of the “Management Network” port group. Note the IP address and netmask of vmk0.
 
   4.    To remove vmk0, type esxcfg-vmknic –d “Management Network”.
 
   5.    To re-add vmk0 with a random MAC address, type esxcfg-vmknic –a –i <vmk0-ip> -n <vmk0-netmask> “Management Network”.
 
   6.    Verify vmk0 has been re-added with a random MAC address by typing esxcfg-vmknic –l.
 
   7.    Tag vmk0 as the management interface by typing esxcli network ip interface tag add -i vmk0 -t Management.
 
   8.    When vmk0 was re-added, if a message popped up saying vmk1 was marked as the management interface, type esxcli network ip interface tag remove -i vmk1 -t Management.
 
   9.    If this VMware ESXi host is iSCSI booted, the vmk1, iScsiBootPG-A interface’s MAC address can also be reset to a random, VMware-assigned MAC address.
 
   a.    Type esxcfg-vmknic –l to get a detailed listing of interface vmk1.  vmk1 should be a part of the “iScsiBootPG-A” port group and should have a MAC address from the UCS MAC Pool. Note the IP address and netmask of vmk1.
 
   10. To remove vmk1, type esxcfg-vmknic –d “iScsiBootPG-A.”
 
   11. To re-add vmk1 with a random MAC address, type esxcfg-vmknic –a –i <vmk1-ip> -n <vmk1-netmask> -m 9000 “iScsiBootPG-A.”
 
   12. Verify vmk1 has been re-added with a random MAC address by typing esxcfg-vmknic –l.
 
   13. Type exit to log out of the command line interface.
 
   14. Type Ctrl-Alt-F2 to return to the ESXi console menu interface.
 
   FlexPod VMware ESXi Ansible Configuration
 
   The following procedure can be used to configure the three VMware ESXi hosts from the management workstation.
 
   1.    Edit the following variable files to ensure proper Nexus variables are entered:
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   [bookmark: _Hlk82434390]●   FlexPod-M6/FlexPod-UCSM-M6/roles/ESXIhosts/defaults/main.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/ESXIiscsi/defaults/main.yml (If using iSCSI boot)
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_ESXi.yml Ansible playbook:
 
   ansible-playbook ./Setup_ESXi.yml -i inventory
 
   FlexPod VMware ESXi Manual Configuration
 
   Although the VMware ESXi Ansible configuration configures all three ESXi hosts, the manual configuration, after the installation of necessary drivers, configures only the first host using the ESXi web interface then adds the second and third hosts after vCenter is installed.
 
   [bookmark: _Toc52462496]Install VMware and Cisco VIC Drivers for the ESXi Host
 
   Download the offline bundle for the Cisco VIC nfnic driver, Cisco UCS Tools Component and the NetApp NFS Plug-in for VMware VAAI to the Management workstation: https://customerconnect.vmware.com/downloads/details?downloadGroup=DT-ESXI70-CISCO-NFNIC-50015&productId=974 (Cisco-nfnic_5.0.0.15-1OEM.700.1.0.15843807_18697950.zip)
 
   Cisco UCS Tools Component for ESXi 7.0 1.2.1 (ucs-tool-esxi_1.2.1-1OEM.zip)
 
   NetApp NFS Plug-in for VMware VAAI 2.0 (NetAppNasPluginV2.0.zip)
 
    
    [bookmark: _Hlk53135978][image: *]       This document is using the driver versions shown above along with Cisco VIC nenic version 1.0.35.0 (already included in the Cisco Custom ISO) along with VMware vSphere version 7.0.2, Cisco UCS version 4.2(1i), and the latest patch of NetApp ONTAP 9.9.1. These were the versions validated and supported at the time this document was published. This document can be used as a guide for configuring future versions of software. Consult the Cisco UCS Hardware Compatibility List and the NetApp Interoperability Matrix Tool to determine supported combinations of firmware and software.
 
   
 
   ESXi Hosts VM-Host-Infra-01, VM-Host-Infra-02, and VM-Host-Infra-03
 
   To install VMware VIC Drivers, the UCS Tool, and the NetApp NFS Plug-in for VMware VAAI on the ESXi host VM-Host-Infra-01 and VM-Host-Infra-02, follow these steps: 
 
   1.    Using an SCP program such as WinSCP, copy the three offline bundles referenced above to the /tmp directory on each ESXi host.
 
   2.    Using a ssh tool such as PuTTY, ssh to each VMware ESXi host. Log in as root with the root password.
 
   3.    Type cd /tmp.
 
   4.    Run the following commands on each host:[bookmark: _Hlk2350395]
 
   esxcli software component apply -d /tmp/Cisco-nfnic_5.0.0.15-1OEM.700.1.0.15843807_1869750.zip
 
 esxcli software component apply -d /tmp/ucs-tool-esxi_1.2.1-1OEM.zip
 
 esxcli software vib install -d /tmp/NetAppNasPluginV2.0.zip
 
 reboot
 
   5.    After reboot, log back into each host and run the following commands and ensure the correct version is installed:
 
   esxcli software vib list | grep nenic
 
 esxcli software component list | grep nfnic
 
    
 
   esxcli software component list | grep ucs
 
 esxcli software vib list | grep NetApp
 
   [bookmark: _Toc52462497]Log into the First VMware ESXi Host by Using VMware Host Client
 
   ESXi Host VM-Host-Infra-01
 
   To log into the VM-Host-Infra-01 ESXi host by using the VMware Host Client, follow these steps:
 
   1.    Open a web browser on the management workstation and navigate to the VM-Host-Infra-01 management IP address.
 
   2.    Enter root for the User name.
 
   3.    Enter the root password.
 
   4.    Click Login to connect.
 
   5.    Decide whether to join the VMware Customer Experience Improvement Program and click OK.
 
   [bookmark: _Toc52462498][bookmark: SetUpVMkernelPortsandVS]Set Up VMkernel Ports and Virtual Switch
 
   ESXi Host VM-Host-Infra-01 
 
   To set up the VMkernel ports and the virtual switches on the first ESXi host, follow these steps:
 
    
    [image: *]       In this procedure, you’re only setting up the first ESXi host. The second and third hosts will be added to vCenter and setup from the vCenter HTML5 Interface.
 
   
 
   1.    From the Host Client Navigator, choose Networking.
 
   2.    In the center pane, choose the Virtual switches tab.
 
   3.    Highlight the vSwitch0 line.
 
   4.    Choose Edit settings.
 
   5.    Change the MTU to 9000.
 
   6.    Expand NIC teaming.
 
   7.    In the Failover order section, choose vmnic1 and click Mark active.
 
   8.    Verify that vmnic1 now has a status of Active.
 
   9.    Click Save.
 
   10. Choose Networking, then choose the Port groups tab.
 
   11. In the center pane, right-click VM Network and choose Edit settings.
 
   12. Name the port group IB-MGMT Network. Leave the VLAN ID set at 0. 
 
   13. Click Save to finalize the edits for the IB-MGMT Network port group.
 
   14. Click Add port group.
 
   15. Name the port group OOB-MGMT Network and enter the <OOB-MGMT-vlan-id> for the VLAN ID. 
 
   16. Click Add to finalize the edits for the OOB-MGMT port group.
 
   17. At the top, choose the VMkernel NICs tab.
 
   18. Click Add VMkernel NIC.
 
   19. For New port group, enter VMkernel-Infra-NFS.
 
   20. For Virtual switch, choose vSwitch0.
 
   21. Enter <infra-nfs-vlan-id> for the VLAN ID.
 
   22. Change the MTU to 9000.
 
   23. Choose Static IPv4 settings and expand IPv4 settings.
 
   24. Enter the ESXi host Infrastructure NFS IP address and netmask.
 
   25. Leave TCP/IP stack set at Default TCP/IP stack and do not choose any of the Services.
 
   26. Click Create.
 
   27. Choose the Virtual Switches tab, then vSwitch0. The properties for vSwitch0 VMkernel NICs should be similar to the following example:
 
   
 
   28. Choose Networking and the VMkernel NICs tab to confirm configured virtual adapters. The adapters listed should be similar to the following example:
 
   
 
   [bookmark: _Toc52462499]Mount Required Datastores
 
   ESXi Host VM-Host-Infra-01 
 
   To mount the required datastores, follow these steps on the first ESXi host:
 
   1.    From the Host Client, choose Storage.
 
   2.    In the center pane, choose the Datastores tab.
 
   3.    In the center pane, choose New Datastore to add a new datastore.
 
   4.    In the New datastore popup, choose Mount NFS datastore and click Next.
 
     
 
   5.    Input infra_datastore_01 for the datastore name. Input the IP address for the nfs-lif-01 LIF for the NFS server. Input /infra_datastore_01 for the NFS share. Set the NFS version to NFS 4. Click Next.
 
   
 
   6.    Click Finish. The datastore should now appear in the datastore list.
 
   7.    In the center pane, choose New Datastore to add a new datastore.
 
   8.    In the New datastore popup, choose Mount NFS datastore and click Next.
 
   9.    Input infra_datastore_02 for the datastore name.  Input the IP address for the nfs-lif-02 LIF for the NFS server.  Input /infra_datastore_02 for the NFS share.  Set the NFS version to NFS 4.  Click Next.
 
   10. Click Finish. The datastore should now appear in the datastore list.
 
   11. In the center pane, choose New Datastore to add a new datastore.
 
   12. In the New datastore popup, choose Mount NFS datastore and click Next.
 
   13. Input infra_swap for the datastore name.  Input the IP address for the nfs-lif-01 LIF for the NFS server.  Input /infra_swap for the NFS share.  Set the NFS version to NFS 4.  Click Next.
 
   14. Click Finish. The datastore should now appear in the datastore list.
 
   [bookmark: _Toc52462500]Configure NTP on First ESXi Host
 
   ESXi Host VM-Host-Infra-01
 
   To configure Network Time Protocol (NTP) on the first ESXi host, follow these steps:
 
   1.    From the Host Client, choose Manage.
 
   2.    In the center pane, choose System > Time & date.
 
   3.    Click Edit NTP settings.
 
   4.    Make sure “Manually configure the date and time on this host and enter the approximate date and time.
 
   5.    Select Use Network Time Protocol (enable NTP client).
 
   6.    Use the drop-down list to choose Start and stop with host.
 
   7.    Enter the two Nexus switch NTP addresses in the NTP servers box separated by a comma.
 
    
 
   8.    Click Save to save the configuration changes.
 
   9.    Select the Services tab.
 
   10. Right-click ntpd and choose Start.
 
   11. System > Time & date should now show Running for the NTP service status.
 
   
 
   [bookmark: _Hlk49701855][bookmark: _Toc52462501]Configure ESXi Host Swap
 
   ESXi Host VM-Host-Infra-01 
 
   To configure host swap on the first ESXi host, follow these steps on the host:
 
   1.    From the Host Client, choose Manage.
 
   [bookmark: _Hlk49701945]2.    In the center pane, choose System > Swap.
 
   3.    Click Edit settings.
 
   4.    Use the drop-down list to choose infra_swap. Leave all other settings unchanged.
 
   
 
   5.    Click Save to save the configuration changes.
 
   [bookmark: _Toc52462502]Configure Host Power Policy
 
   ESXi Host VM-Host-Infra-01 
 
   To configure the host power policy on the first ESXi host, follow these steps on the host:
 
    
    [image: *]       Implementation of this policy is recommended in https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/performance-tuning-guide-ucs-m6-servers.html for maximum VMware ESXi performance. If your organization has specific power policies, please set this policy accordingly.
 
   
 
   1.    From the Host Client, choose Manage.
 
   2.    In the center pane, choose Hardware > Power Management.
 
   3.    Choose Change policy.
 
   4.    Choose High performance and click OK.
 
   
 
   5.    If you are implementing iSCSI boot, execute the VMware ESXi setup scripts in the FlexPod iSCSI Addition section.
 
   [bookmark: _Toc52462503][bookmark: _Toc32946864]VMware vCenter 7.0U2B
 
   The procedures in the following subsections provide detailed instructions for installing the VMware vCenter 7.0U2B Server Appliance in a FlexPod environment. After the procedures are completed, a VMware vCenter Server will be configured. 
 
   [bookmark: _Toc52462504][bookmark: _Toc32946865]Build the VMware vCenter Server Appliance
 
   The VCSA deployment consists of 2 stages: installation and configuration. To build the VMware vCenter virtual machine, follow these steps:
 
   1.    Locate and copy the VMware-VCSA-all-7.0.2-17958471.iso file to the desktop of the management workstation.  This ISO is for the VMware vSphere 7.0 U2 vCenter Server Appliance.
 
   2.    Using ISO mounting software, mount the ISO image as a disk on the management workstation. (For example, with the Mount command in Windows Server 2012 and above).
 
   3.    In the mounted disk directory, navigate to the vcsa-ui-installer > win32 directory and double-click installer.exe. The vCenter Server Appliance Installer wizard appears.
 
   
 
   4.    Click Install to start the vCenter Server Appliance deployment wizard.
 
   5.    Click NEXT in the Introduction section. 
 
   6.    Read and accept the license agreement and click NEXT.
 
   7.    In the “vCenter Server deployment target” window, enter the FQDN or IP address of the first ESXi host, User name (root) and Password. Click NEXT.
 
      
 
   8.    Click YES to accept the certificate.
 
   9.    Enter the Appliance VM name and password details shown in the “Set up vCenter Server VM” section. Click NEXT.
 
       
 
   10. In the “Select deployment size” section, choose the Deployment size and Storage size. For example, choose “Small” and “Default.” Click NEXT.
 
   
 
   11. Choose infra_datastore_02 for storage. Click NEXT.
 
   
 
   12. In the “Network Settings” section, configure the following settings:
 
   a.    Choose a Network: IB-MGMT Network
 
    
    [image: *]       It is important that the vCenter VM stay on the IB-MGMT Network on vSwitch0 and that it not get moved to a vDS. If vCenter is moved to a vDS and the virtual environment is completely shut down and then brought back up, and it is attempted to bring up vCenter on a different host than the one it was running on before the shutdown, vCenter will not have a functional network connection. With the vDS, for a virtual machine to move from one host to another, vCenter must be up and running to coordinate the move of the virtual ports on the vDS.  If vCenter is down, the port move on the vDS cannot occur correctly. Moving vCenter to a different host on vSwitch0 to be brought up always occurs correctly without requiring vCenter to already be up and running.
 
   
 
   b.    IP version: IPV4
 
   c.    IP assignment: static
 
   d.    FQDN: <vcenter-fqdn>
 
   e.    IP address: <vcenter-ip>
 
   f.     Subnet mask or prefix length: <vcenter-subnet-mask>
 
   g.    Default gateway: <vcenter-gateway>
 
   h.    DNS Servers: <dns-server1>,<dns-server2>
 
   
 
   13. Click NEXT.
 
   14. Review all values and click FINISH to complete the installation.
 
    
    [image: *]       The vCenter Server appliance installation will take a few minutes to complete.
 
   
 
   
 
   15. Click CONTINUE to proceed with stage 2 configuration.
 
   16. Click NEXT.
 
   17. In the vCenter Server configuration window, configure these settings:
 
   a.    Time Synchronization Mode: Synchronize time with NTP servers
 
   b.    NTP Servers: <nexus-a-ntp-ip>,<nexus-b-ntp-ip>
 
   c.    SSH access: Enabled
 
   
 
   18. Click NEXT.
 
   19. Complete the SSO configuration as shown below (or according to your organization’s security policies):
 
   
 
   20. Click NEXT.
 
   21. Decide whether to join VMware’s Customer Experience Improvement Program (CEIP).
 
   22. Click NEXT.
 
   23. Review the configuration and click FINISH.
 
   24. Click OK.
 
    
    [image: *]       vCenter Server setup will take a few minutes to complete.
 
   
 
   
 
   25. Click CLOSE. Eject or unmount the VCSA installer ISO.
 
   [bookmark: _Toc52462505][bookmark: _Toc32946866]Adjust vCenter CPU Settings
 
   If a vCenter deployment size of Small or larger was selected in the vCenter setup, it is possible that the VCSA’s CPU setup does not match the Cisco UCS server CPU hardware configuration. Cisco UCS B and C-Series servers are normally 2-socket servers. In this validation, the Small deployment size was selected and vCenter was setup for a 4-socket server.  This setup can cause issues in the VMware ESXi cluster Admission Control. To resolve the Admission Control issue, follow these steps:
 
   1.    Open a web browser on the management workstation and navigate to https://<VM-Host-Infra-01-IP>.
 
   2.    Enter root for the user name.
 
   3.    Enter the root password.
 
   4.    Click Login to connect.
 
   5.    Choose Virtual Machines.
 
   6.    In the center pane, [bookmark: _Hlk2792489]right-click the vCenter VM and choose Edit settings.
 
   [bookmark: _Hlk2792526]7.    In the Edit settings window, expand CPU and check the value of Sockets.
 
   
 
   8.    If the number of Sockets does not match your server configuration, it will need to be adjusted. Click Cancel.
 
   9.    If the number of Sockets needs to be adjusted:
 
   a.    Right-click the vCenter VM and choose Guest OS > Shut down. Click Yes on the confirmation.
 
   10. Once vCenter is shut down, right-click the vCenter VM and choose Edit settings.
 
   11. In the Edit settings window, expand CPU and change the Cores per Socket value to make the Sockets value equal to your server configuration (normally 2).
 
   
 
   12. Click Save.
 
   13. Right-click the vCenter VM and choose Power > Power on. Wait approximately 10 minutes for vCenter to come up.
 
   [bookmark: _Toc52462506][bookmark: _Toc32946867]Install VMware vCenter Server Log4j Workaround
 
   To install the VMware vCenter Server log4j workaround, follow the steps: https://kb.vmware.com/s/article/87081. 
 
   Setup VMware vCenter Server
 
   To setup the VMware vCenter Server, follow these steps:
 
   1.    Using a web browser, navigate to https://<vcenter-ip-address>:5480. You will need to navigate security screens.
 
   2.    Log into the VMware vCenter Server Management interface as root with the root password set in the vCenter installation.
 
   3.    In the menu on the left, choose Time.
 
   4.    Choose EDIT to the right of Time zone.
 
   5.    Choose the appropriate Time zone and click SAVE. 
 
   6.    In the menu on the left choose Administration.
 
   7.    According to your Security Policy, adjust the settings for the root user and password.
 
   8.    In the menu on the left choose Update.
 
   9.    Follow the prompts to STAGE AND INSTALL any available vCenter updates. In this validation, vCenter version 7.0.2.00200 was installed.
 
   10. In the upper right-hand corner of the screen, choose root > Logout to logout of the Appliance Management interface.
 
   11. Using a web browser, navigate to https://<vcenter-fqdn>. You will need to navigate security screens.
 
    
    [image: *]       With VMware vCenter 7.0 and above, the use of the vCenter FQDN is required.
 
   
 
   12. Choose [bookmark: _Hlk28790330]LAUNCH VSPHERE CLIENT (HTML5).
 
    
    [image: *]       Although the previous versions of this document used the FLEX vSphere Web Client, the VMware vSphere HTML5 Client is the only option in vSphere 7 and will be used going forward. 
 
   
 
   13. Log in using the Single Sign-On username (administrator@vsphere.local) and password created during the vCenter installation. Dismiss the Licensing warning at this time.
 
   
 
   [bookmark: _Toc52462507][bookmark: _Toc32946868]Add AD User Authentication to vCenter (Optional)
 
   If an AD Infrastructure is set up in this FlexPod environment, you can setup in AD and authenticate from vCenter. 
 
   To add an AD user authentication to the vCenter, follow these steps: 
 
   1.    In the AD Infrastructure, using the Active Directory Users and Computers tool, setup a Domain Administrator user with a user name such as flexadmin (FlexPod Admin).
 
   2.    Connect to https://<vcenter-ip> and choose LAUNCH VSPHERE CLIENT (HTML5).
 
   3.    Log in as Administrator@vsphere.local (or the SSO user set up in vCenter installation) with the corresponding password.
 
   4.    Under Menu, choose Administration. In the list on the left, under Single Sign On, choose Configuration.
 
   5.    In the center pane, under Configuration, choose the Identity Provider tab.
 
   6.    In the list under Type, select Active Directory Domain.
 
   7.    Choose JOIN AD.
 
   8.    Fill in the AD domain name, the Administrator user, and the domain Administrator password.  Do not fill in an Organizational unit. Click JOIN. 
 
   9.    Click Acknowledge.
 
   10. In the list on the left under Deployment, choose System Configuration. Choose the radio button to choose the vCenter, then choose REBOOT NODE.
 
   11. Input a reboot reason and click REBOOT.  The reboot will take approximately 10 minutes for full vCenter initialization.  
 
   12. Log back into the vCenter vSphere HTML5 Client as Administrator@vsphere.local.
 
   13. Under Menu, choose Administration. In the list on the left, under Single Sign On, choose Configuration.
 
   14. In the center pane, under Configuration, choose the Identity Provider tab. Under Type, select Identity Sources. Click ADD.
 
   15. Make sure Active Directory (Integrated Windows Authentication) is selected, your Windows Domain name is listed, and Use machine account is selected. Click ADD.
 
   16. In the list select the Active Directory (Integrated Windows Authentication) Identity source type. If desired, select SET AS DEFAULT and click OK.
 
   17. On the left under Access Control, choose Global Permissions.
 
   18. In the center pane, click the + sign to add a Global Permission.
 
   19. In the Add Permission window, choose your AD domain for the Domain.
 
   20. On the User/Group line, enter either the FlexPod Admin username or the Domain Admins group. Leave the Role set to Administrator. Check the box for Propagate to children.
 
    
    [image: *]       The FlexPod Admin user was created in the Domain Admins group. The selection here depends on whether the FlexPod Admin user will be the only user used in this FlexPod or you would like to add other users later.  By selecting the Domain Admins group, any user placed in that group in the AD domain will be able to login to vCenter as an Administrator.
 
   
 
   21. Click OK to add the selected User or Group. The user or group should now appear in the Global Permissions list with the Administrator role.
 
   22. Log out and log back into the vCenter HTML5 Client as the FlexPod Admin user.  You will need to add the domain name to the user, for example, flexadmin@domain.
 
   [bookmark: _Hlk84519016]vCenter and ESXi Ansible Setup
 
   To complete the configuration of the VMware vCenter and the three management ESXi hosts:
 
   1.    Edit the following variable files to ensure proper Nexus variables are entered:
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   FlexPod-M6/FlexPod-UCSM-M6/roles/ESXIpostvC/defaults/main.yml
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_vCenter.yml Ansible playbook:
 
   ansible-playbook ./Setup_vCenter.yml -i inventory
 
   [bookmark: _Hlk84518390][bookmark: _Hlk84519431]vCenter and ESXi Manual Setup
 
   To manually set up vCenter, follow these steps:
 
   Initial vCenter Setup
 
   1.    In the center pane, choose ACTIONS > New Datacenter.
 
   2.    Type “FlexPod-DC” in the Datacenter name field.
 
   
 
   3.    Click OK. 
 
   4.    Expand the vCenter.
 
   5.    Right-click the datacenter FlexPod-DC in the list in the left pane. Choose New Cluster. 
 
   6.    Name the cluster FlexPod-Management.
 
   7.    Turn on DRS and vSphere HA. Do not turn on vSAN.
 
   
 
   8.    Click NEXT and then click FINISH to create the new cluster.
 
   9.    Right-click “FlexPod-Management” and choose Settings.
 
   10. Choose Configuration > General in the list located and choose EDIT.
 
   11. Choose Datastore specified by host and click OK.
 
     
 
   [bookmark: _Ref2359584]12. Right-click FlexPod-Management and click Add Hosts.
 
   13. In the IP address or FQDN field, enter either the IP address or the FQDN of the first VMware ESXi host. Enter root as the Username and the root password. Click NEXT.
 
   14. In the Security Alert window, choose the host and click OK.
 
   15. Verify the Host summary information and click NEXT. 
 
   16. Ignore warnings about the host being moved to Maintenance Mode and click FINISH to complete adding the host to the cluster.
 
   17. The added ESXi host will have Warnings that the ESXi Shell and SSH have been enabled. These warnings can be suppressed. The host will also have a TPM Encryption Key Recovery alert that can be reset to green.
 
   18. In the list, right-click the added ESXi host and choose Settings.
 
   19. In the center pane under Virtual Machines, choose Swap File location. 
 
   20. On the right, click EDIT.
 
   21. Because of a known issue with the vCenter UI, you will need to use the TAB key to move the cursor to the first datastore in the datastore list. Then use the arrow keys to move the highlight to the infra_swap datastore. Once the infra_swap datastore is highlighted, use the spacebar to select it and click OK.
 
   
 
   22. In the list under Storage, choose Storage Devices. Make sure the NETAPP Fibre Channel Disk LUN 0 or NETAPP iSCSI Disk LUN 0 is selected.
 
   23. Choose the Paths tab.
 
   24. Ensure that 4 paths appear, two of which should have the status Active (I/O).
 
   
 
   [bookmark: _Toc52462508]FlexPod VMware vSphere Distributed Switch (vDS)
 
   This section provides detailed procedures for installing the VMware vDS in vCenter and on the first FlexPod ESXi Management Host.  
 
   In the Cisco UCS setup section of this document two sets of vNICs were setup. The vmnic ports associated with the vDS0-A and B vNICs will be placed on the VMware vDS in this procedure. The vMotion VMkernel port(s) will be placed on the vDS.
 
   A vMotion, and a VM-Traffic port group will be added to the vDS. Any additional VLAN-based port groups added to the vDS would need to have the corresponding VLANs added to the Cisco UCS LAN cloud, to the Cisco UCS vDS0-A and B vNIC templates, and to the Cisco Nexus 9K switches and vPC peer-link interfaces on the switches.
 
   In this document, the infrastructure ESXi management VMkernel ports, the In-Band management interfaces including the vCenter management interface, and the infrastructure NFS VMkernel ports are left on vSwitch0 to facilitate bringing the virtual environment back up in the event it needs to be completely shut down. The vMotion VMkernel ports are moved to the vDS to allow QoS marking of vMotion to be done at the VLAN level in the vDS if vMotion needs to have QoS policies applied in the future. The vMotion port group is also pinned to Cisco UCS fabric B. Pinning should be done in a vDS to ensure consistency across all ESXi hosts.
 
   [bookmark: _Toc52462509]Configure the VMware vDS in vCenter
 
   VMware vSphere Web Client
 
   To configure the vDS, follow these steps:
 
   1.    After logging into the VMware vSphere HTML5 Client, choose Networking under Menu.  
 
   2.    Right-click the FlexPod-DC datacenter and choose Distributed Switch > New Distributed Switch.
 
   3.    Give the Distributed Switch a descriptive name (vDS0) and click NEXT.
 
   4.    Make sure version 7.0.2 – ESXi 7.0.2 and later is selected and click NEXT.
 
   5.    Change the Number of uplinks to 2. If VMware Network I/O Control is to be used for Quality of Service, leave Network I/O Control Enabled. Otherwise, Disable Network I/O Control. Enter VM-Traffic for the Port group name. Click NEXT.
 
   6.    Review the information and click FINISH to complete creating the vDS.
 
   7.    Expand the FlexPod-DC datacenter and the newly created vDS. Choose the newly created vDS.
 
   8.    Right-click the VM-Traffic port group and choose Edit Settings.
 
   9.    Choose VLAN.
 
   10. Choose VLAN for VLAN type and enter the VM-Traffic VLAN ID. Click OK.
 
   11. Right-click the vDS and choose Settings > Edit Settings. 
 
   12.  In the Edit Settings window, choose the Advanced tab.
 
   13. Change the MTU to 9000. The Discovery Protocol can optionally be changed to Link Layer Discovery Protocol and the Operation to Both. Click OK.
 
   
 
   14. For the vMotion port group, right-click the vDS, choose Distributed Port Group > New Distributed Port Group.
 
   15. Enter vMotion as the name and click NEXT.
 
   16. Set the VLAN type to VLAN, enter the VLAN ID used for vMotion, check the box for Customize default policies configuration, and click NEXT.
 
   17. Leave the Security options set to Reject and click NEXT.
 
   18. Leave the Ingress and Egress traffic shaping options as Disabled and click NEXT.
 
   19. Choose Uplink 1 from the list of Active uplinks and click MOVE DOWN twice to place Uplink 1 in the list of Standby uplinks. This will pin all vMotion traffic to UCS Fabric Interconnect B except when a failure occurs.
 
    
 
   20. Click NEXT.
 
   21. Leave NetFlow disabled and click NEXT.
 
   22. Leave Block all ports set as No and click NEXT.
 
   23. Confirm the options and click FINISH to create the port group.
 
   24. Right-click the vDS and choose Add and Manage Hosts.
 
   25. Make sure Add hosts is selected and click NEXT.
 
   26. Click the green + sign to add New hosts. Choose the one configured FlexPod Management host and click OK. Click NEXT.
 
   27. Choose vmnic2 and click Assign uplink. Choose Uplink 1 and click OK. Choose vmnic3 and click Assign uplink. Choose Uplink 2 and click OK. 
 
    
    [image: *]       It is important to assign the uplinks as shown below. This allows the port groups to be pinned to the appropriate Cisco UCS fabric.
 
   
 
   
 
   28. Click NEXT.
 
   29. Do not migrate any VMkernel ports and click NEXT.
 
   30. Do not migrate any virtual machine networking ports. Click NEXT.
 
   31. Click FINISH to complete adding the ESXi host to the vDS.
 
   32. Select Hosts and Clusters under Menu and select the first ESXi host. In the center pane, select the Configure tab.
 
   33. In the list under Networking, select VMkernel adapters.
 
   34. Select ADD NETWORKING.
 
   35. In the Add Networking window, ensure that VMkernel Network Adapter is selected and click NEXT.
 
   36. Ensure that Select and existing network is selected and click BROWSE .
 
   37. Select vMotion and click OK.
 
   38. Click NEXT.
 
   39. From the MTU drop-down list, select Custom and ensure the MTU is set to 9000.
 
   40. From the TCP/IP stack drop-down list, select vMotion. Click NEXT.
 
   
 
   41. Select Use static IPv4 settings and fill in the IPv4 address and Subnet mask for the first ESXi host’s vMotion IP address. Click NEXT.
 
   
 
   42. Review the information and click FINISH to complete adding the vMotion VMkernel port.
 
   [bookmark: _Toc52462510]Add and Configure VMware ESXi Hosts in vCenter
 
   This section details the steps to add and configure an ESXi host in vCenter. This section assumes the host has had the VMware ESXi 7.0 U2 Cisco Custom ISO installed, the management IP address set, the nfnic driver updated, and the Cisco UCS Tool and NetApp NFS Plug-in for VMware VAAI installed. This procedure is initially being run on the second and third ESXi management hosts but can be run on any added ESXi host.
 
   [bookmark: _Toc52462511]Add the ESXi Hosts to vCenter
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To add the ESXi host(s) to vCenter, follow these steps:
 
   1.    From the Home screen in the VMware vCenter HTML5 Interface, choose Menu > Hosts and Clusters.
 
   2.    Right-click the “FlexPod-Management” cluster and click Add Hosts.
 
   3.    In the IP address or FQDN field, enter either the IP address or the FQDN name of the configured VMware ESXi host. Also enter the user id (root) and associated password. If more than one host is being added, add the corresponding host information, optionally selecting “Use the same credentials for all hosts.” Click NEXT.
 
   4.    Choose all hosts being added and click OK to accept the thumbprint(s).
 
   5.    Review the host details and click NEXT to continue.
 
   6.    Review the configuration parameters and click FINISH to add the host(s).
 
   
 
    
    [image: *]       The added ESXi host(s) will be placed in Maintenance Mode and will have Warnings that the ESXi Shell and SSH have been enabled. These warnings can be suppressed. The TPM Encryption Recovery Key Backup Alarm can also be Reset to Green.
 
   
 
   [bookmark: _Toc52462512]Set Up VMkernel Ports and Virtual Switch
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To set up the VMkernel ports and the virtual switches on the ESXi host, follow these steps:
 
   1.    In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.
 
   2.    In the center pane, choose the Configure tab.
 
   3.    In the list, choose Virtual switches under Networking.
 
   4.    Expand Standard Switch: vSwitch0.
 
   5.    Choose EDIT to Edit settings.
 
   6.    Change the MTU to 9000.
 
   7.    Choose Teaming and failover located on the left.
 
   8.    In the Failover order section, use the arrow icons to move the vmnics until both are Active adapters.
 
   
 
   9.    Click OK.
 
   10. In the center pane, to the right of VM Network click … > Remove to remove the port group. Click YES on the confirmation.
 
   11. Click ADD NETWORKING to add a new VM port group.
 
   12. Choose Virtual Machine Port Group for a Standard Switch and click NEXT.
 
   13. Ensure vSwitch0 is shown for Select an existing standard switch and click NEXT.
 
   14. Name the port group “IB-MGMT Network” and leave the VLAN ID field set to None (0). Click NEXT.
 
    
    [image: *]       The IB-MGMT VLAN was set as the native VLAN for the vSwitch0 vNIC templates, allowing DHCP to be used on ESXi vmk0 without putting in a VLAN ID for this port. Since this port group is in the same VLAN, the port group’s VLAN ID should also be set to 0.
 
   
 
   
 
   15. Click FINISH to complete adding the IB-MGMT Network VM port group.
 
   16. Click ADD NETWORKING to add a new VM port group.
 
   17. Choose Virtual Machine Port Group for a Standard Switch and click NEXT.
 
   18. Ensure vSwitch0 is shown for Select an existing standard switch and click NEXT.
 
   19. Name the port group “OOB-MGMT Network” and input <OOB-MGMT-vlan-id> for the VLAN ID field. Click NEXT.
 
   
 
   20. Click FINISH to complete adding the OOB-MGMT Network VM port group.
 
   21. Located on the left under Networking, choose VMkernel adapters.
 
   22. In the center pane, click Add Networking.
 
   23. Make sure VMkernel Network Adapter is selected and click NEXT.
 
   24. Choose Select an existing standard switch and click BROWSE. Choose vSwitch0 and click OK. Click NEXT.
 
   25. For Network label, enter VMkernel-Infra-NFS.
 
   26. Enter <infra-nfs-vlan-id> for the VLAN ID.
 
   27. Choose Custom for MTU and make sure 9000 is entered.
 
   28. Leave the Default TCP/IP stack selected and do not choose any of the Enabled services. Click NEXT.
 
   29. Choose Use static IPv4 settings and enter the IPv4 address and subnet mask for the Infra-NFS VMkernel port for this ESXi host.
 
   30. Click NEXT.
 
   31. Review the settings and click FINISH to create the VMkernel port.
 
   32. Under Networking, choose Virtual switches, then expand vSwitch0. The properties for vSwitch0 should be similar to the following example:
 
   
 
   33. Repeat steps 1 - 32 for all hosts being added.
 
   [bookmark: _Toc52462513]Mount Required Datastores
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To mount the required datastores, follow these steps on the ESXi host(s):
 
   1.    From the vCenter Home screen, choose Menu > Storage.
 
   2.    Expand FlexPod-DC.
 
   3.    Right-click infra_datastore_01 and choose Mount Datastore to Additional Hosts.
 
   4.    Choose the ESXi host(s) and click OK.
 
     
 
   5.    Repeat steps 1 - 4 to mount the infra_datastore_02 and infra_swap datastores to the ESXi host(s).
 
   6.    Choose infra_datastore_01. In the center pane, choose Hosts. Verify the ESXi host(s) now has the datastore mounted. Repeat this process to also verify that infra_datastore_02 and infra_swap are also mounted on all hosts. 
 
   [bookmark: _Toc52462514]Configure NTP on ESXi Host
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To configure Network Time Protocol (NTP) on the ESXi host(s), follow these steps:
 
   1.    In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.
 
   2.    In the center pane, choose the Configure tab.
 
   3.    In the list under System, choose Time Configuration.
 
   4.    To the right of Manual Time Configuration, click EDIT.
 
   5.    Set the correct local time and click OK.
 
   6.    To the right of Network Time Protocol, click EDIT.
 
   7.    Check the box for Enable.
 
   8.    Enter the two Nexus switch NTP IP addresses in the NTP servers box separated by a comma.
 
   9.    Check the box for Start NTP Service.
 
   10. Use the drop-down list to choose Start and stop with host.
 
   
 
   11. Click OK to save the configuration changes.
 
   12. Verify that NTP service is now enabled and running, and the clock is now set to approximately the correct time. 
 
   [bookmark: _Toc52462516]Change ESXi Power Management Policy 
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To change the ESXi power management policy, follow these steps:
 
    
    [image: *]       Implementation of this policy is recommended in Performance Tuning Guide for Cisco UCS M5 Servers for maximum VMware ESXi performance. If your organization has specific power policies, please set this policy accordingly.
 
   
 
   1.    In the list under Hardware, choose Overview. Scroll to the bottom and to the right of Power Management, choose EDIT POWER POLICY.
 
   2.    Choose High performance and click OK.
 
   
 
   [bookmark: _Toc52462518]Add the ESXi Host(s) to the VMware Virtual Distributed Switch
 
   ESXi Host VM-Host-Infra-02 and VM-Host-Infra-03
 
   To add the ESXi host(s) to the VMware vDS, follow these steps on the host:
 
   1.    After logging into the VMware vSphere HTML5 Client, choose Networking under Menu.
 
   2.    Right-click the vDS (vDS0) and click Add and Manage Hosts.
 
   3.    Make sure Add hosts is selected and click NEXT.
 
   4.    Click the green + sign to add New hosts.  Choose the configured FlexPod Management host(s) and click OK. Click NEXT.
 
   5.    Choose vmnic2 on each host and click Assign uplink. Choose Uplink 1 and click OK. Choose vmnic3 on each host and click Assign uplink. Choose Uplink 2 and click OK. If more than one host is being connected to the vDS, check the box for Apply this uplink assignment to the rest of the hosts.
 
    
    [image: *]       It is important to assign the uplinks as shown below. This allows the port groups to be pinned to the appropriate Cisco UCS fabric.
 
   
 
   
 
   6.    Click NEXT.
 
   7.    Do not migrate any VMkernel ports and click NEXT.
 
   8.    Do not migrate any VM ports and click NEXT.
 
   9.    Click FINISH to complete adding the ESXi host(s) to the vDS.
 
   [bookmark: _Toc52462519]Add the vMotion VMkernel Port(s) to the ESXi Host
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02 and VM-Host-Infra-03
 
   To add the vMotion VMkernel Port to the ESXi host(s) on the VMware vDS, follow these steps on the host:
 
   1.    In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.
 
   2.    Click the Configure tab.
 
   3.    In the list under Networking, choose VMkernel adapters.
 
   4.    Choose Add Networking to Add host networking.
 
   5.    Make sure VMkernel Network Adapter is selected and click NEXT.
 
   6.    Choose BROWSE to the right of Select an existing network.
 
   7.    Choose vMotion on the vDS and click OK. 
 
   8.    Click NEXT.
 
   9.    Make sure the Network label is vMotion with the vDS in parenthesis. From the drop-down list, select Custom for MTU and make sure the MTU is set to 9000. Choose the vMotion TCP/IP stack and click NEXT.
 
   10. Choose Use static IPv4 settings and input the host’s vMotion IPv4 address and Subnet mask. 
 
   11. Click NEXT.
 
   12. Review the parameters and click FINISH to add the vMotion VMkernel port.
 
   13. If NetApp VSC is installed, under Hosts and Clusters, right-click the host and click NetApp VSC > Set Recommended Values. Reboot the host.
 
   14. If this is an iSCSI-booted host, execute the instructions in the Appendix for an iSCSI-booted host being added in vCenter.
 
   15. Exit Maintenance Mode on each ESXi host in Maintenance Mode.
 
   16. Migrate the vCenter VM to another ESXi host to move its swap into the infra_swap datastore.
 
   [bookmark: _Toc52462520]vCenter and ESXi Final Setup
 
   Execute the following steps whether the Ansible or manual setup of VMware vCenter was done.
 
   Configure ESXi Host Swap
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02 and VM-Host-Infra-03 
 
   To configure host swap on the ESXi host(s), follow these steps on the host:
 
   1.    In the vCenter HTML5 Interface, under Hosts and Clusters choose the ESXi host.
 
   2.    In the center pane, choose the Configure tab.
 
   3.    In the list under System, choose System Swap.
 
   4.    Located on the right, click EDIT.
 
   5.    Choose Can use datastore and use the drop-down list to choose infra_swap. Leave all other settings unchanged.
 
   
 
   6.    Click OK to save the configuration changes.
 
   7.    In the list under Virtual Machines, choose Swap File Location.
 
   8.    Located on the right, click EDIT.
 
   9.    Because of a known issue with the vCenter UI, you will need to use the TAB key to move the cursor to the first datastore in the datastore list. Then use the arrow keys to move the highlight to the infra_swap datastore. Once the infra_swap datastore is highlighted, use the spacebar to select it and click OK.
 
   
 
   Configure ESXi IPMI/iLO Settings for Power Management (Optional)
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02 and VM-Host-Infra-03
 
   The vSphere Distributed Power Management (DPM) feature allows a DRS cluster to reduce its power consumption by powering hosts on and off based on cluster resource utilization. In order to implement this optional feature, an IPMI Access Profile was configured in Cisco UCS Manager and assigned to each service profile template. This procedure configures IPMI access for each ESXi host allowing DPM to be configured. To configure ESXi IPMI/iLO Settings for Power Management for each ESXi host, follow these steps:
 
   1.    In Cisco UCS Manager, select the ESXi host’s corresponding service profile template under Servers > Service Profiles > root > Sub-Organizations > FlexPod Organization.
 
   2.    On the right, click the link for the Associated Server in the format of “sys/chassis-1/blade-1”. A new window should pop up.
 
   3.    In the Properties for: window, select the Inventory tab. Then select the CIMC tab.
 
   4.    Under the Outband IPv4 tab, note the IP address and MAC.
 
   
 
   5.    In the VMware vSphere Client, under Hosts and Clusters, select the ESXi host. In the center pane, select the Configure tab, and select Power Management under System.
 
   6.    Click EDIT.
 
   7.    Fill in the User name (ipmiadmin), the corresponding password, and the BMC IP address and BMC MAC address from Cisco UCS Manager.
 
   
 
   8.    Click OK. The ESXi host will query the server CIMC at the BMC IP address and verify the BMC MAC address. If an error occurs, make sure the correct server information is being entered.
 
    
    [image: *]       The BMC MAC address is hard coded in the CIMC (not part of the service profile), and this set of parameters will need to be entered again if the service profile is associated to a different server.
 
   
 
   9.    Repeat this process for each VMware ESXi host.
 
   Check ESXi Host Fibre Channel Pathing
 
   ESXi Host VM-Host-Infra-01, VM-Host-Infra-02 and VM-Host-Infra-03
 
   For fibre channel SAN-booted ESXi hosts, to ensure that the host(s) boot disk contains all required fibre channel paths, follow these steps:
 
   1.    In the list under Storage, choose Storage Devices. Make sure the NETAPP Fibre Channel Disk is selected.
 
   2.    Choose the Paths tab.
 
   3.    Ensure that 4 fibre channel paths appear, two of which should have the status Active (I/O).
 
   
 
   VMware ESXi 7.0 U2 TPM Attestation
 
   If your Cisco UCS servers have Trusted Platform Module (TPM) 2.0 modules installed, the TPM can provide assurance that ESXi has booted with UEFI Secure Boot enabled and using only digitally signed code. In the Cisco UCS Configuration section of this document, UEFI secure boot was enabled in the boot policy. A server can boot with UEFI Secure Boot with or without a TPM 2.0 module. If it has a TPM, VMware vCenter can attest that the server booted with UEFI Secure Boot. To configure the Vmware ESXi 7.0 U2 TPM, follow these steps:
 
   1.    If your Cisco UCS servers have TPM 2.0 modules installed, TPM Attestation can be verified in the vSphere HTML5 Client.  
 
   2.    From the Hosts and Clusters window in the vSphere Client, click the FlexPod-Management cluster. In the center pane, click Monitor > Security. The Attestation status will appear as shown below, where 2 of the 3 hosts have TPM 2.0 modules installed:
 
   
 
    
    [image: *]       It may be necessary to disconnect and reconnect a host from vCenter to get it to pass attestation the first time. 
 
   
 
   [bookmark: _Toc97465490]Storage Configuration – ONTAP NVMe Namespace Mapping and Finalizing ONTAP Storage
 
   Ansible Configuration
 
   This section details the Ansible Scripts used to configure storage.
 
   To configure storage, follow these steps:
 
   1.    Edit the following variable file and update the nvme_specs variable with namespace and subsystem info:
 
   FlexPod-M6/FlexPod-UCSM-M6/vars/ontap_main.yml
 
    
    [image: *]       Add the NQNs from each host to the subsystem  variable. The NVMe namespace will be shared by all the hosts in the nvme subsystem.
 
   
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, invoke the ansible scripts for this section using the following command:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_3
 
    
    [image: *]       Use the -vvv tag to see detailed execution output log.
 
   
 
   Manual Configuration
 
   1.    Create NVMe namespace:
 
   vserver nvme namespace create -vserver SVM_name -path path -size size_of_namespace -ostype OS_type
 
    
 
   aa16-a400::> vserver nvme namespace create -vserver Infra-SVM -path /vol/NVMe_datastore_01/NVMe_namespace_01 -ostype vmware -size 50G
 
    
 
   Created a namespace of size 50GB (53687091200).
 
   2.    Create NVMe subsystem:
 
   vserver nvme subsystem create -vserver SVM_name -subsystem name_of_subsystem -ostype OS_type
 
   aa16-a400::> vserver nvme subsystem create -vserver Infra-SVM -subsystem nvme_infra_host_01_02_03 -ostype vmware
 
   3.    Verify the subsystem was created:
 
   vserver nvme subsystem show -vserver SVM_name 
 
   aa16-a400::> vserver nvme subsystem show -vserver Infra-SVM 
 
   Vserver Subsystem    Target NQN
 
   ------- ------------ --------------------------------------------------------
 
   Infra-SVM
 
           nvme_infra_host_01_02_03
 
                        nqn.1992-08.com.netapp:sn.e01bbb1de4f911ebac6fd039ea166b8c:subsystem. nvme_infra_host_01_02_03
 
   [bookmark: ConfigNVMeOverFConESXiHost]Configure NVMe over FC on ESXi Host
 
   Execute the following steps whether the Ansible configuration or manual configuration was used to set up the NVME namespace and subsystem. To configure NVMe over FC on the ESXi host, follow these steps:
 
   1.    Enabling NVMe/FC with ANA:
 
   esxcfg-advcfg -s 0 /Misc/HppManageDegradedPaths
 
   Reboot the Host
 
   After reboot, verify that the HppManageDegradedPaths parameter is now disabled:
 esxcfg-advcfg -g /Misc/HppManageDegradedPaths 
 
   The Value of HppManageDegradedPaths is 0
 
   2.    Get the ESXi host NQN string and add this to the host NQN string for the corresponding subsystem on the ONTAP array:
 
   esxcli nvme info get
 
   3.    Add the host NQNs to the subsystem. This information is obtained in Step 2 for Configuring NVME: 
 
   vserver nvme subsystem host add -vserver SVM_name -subsystem Subsystem_name -host-nqn Host_NQN:subsystem.Subsystem_name
 
    
 
   aa16-a400::> vserver nvme subsystem host add -vserver Infra_SVM  -subsystem nvme_infra_host_01_02_03  -host-nqn nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-1
 
   aa16-a400::> vserver nvme subsystem host add -vserver Infra_SVM  -subsystem nvme_infra_host_01_02_03  -host-nqn nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-2
 
   aa16-a400::> vserver nvme subsystem host add -vserver Infra_SVM  -subsystem nvme_infra_host_01_02_03  -host-nqn nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-3
 
       
 
   aa16-a400::> vserver nvme subsystem host show
 
   Vserver Subsystem Host NQN
 
   ------- --------- ----------------------------------------------------------
 
   Infra_SVM 
 
           nvme_infra_host_01_02_03
 
                     nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-1
 
                     nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-2
 
                     nqn.2014-08.com.cisco.flexpod:nvme:nx-esxi-3
 
   3 entries were displayed.
 
    
    [image: *]       It is important that the separate host NQNs get added in separate commands and not as a comma-separated list in a single command. If a comma-separated list in a single command is entered, ONTAP will take the input as a single, long NQN and will not indicate an error. Also, the ESXi hosts will not map the namespaces mapped to this subsystem.
 
   
 
   4.    Map the Namespace to the subsystem: 
 
   vserver nvme subsystem map add -vserver SVM_name -subsystem subsystem_name -path path 
 
   aa16-a400::> vserver nvme subsystem map add -vserver Infra_SVM -subsystem nvme_infra_host_01_02_03 -path /vol/NVMe_datastore_01/NVMe_namespace_01
 
   5.    Verify the Namespace is mapped to the subsystem: 
 
   vserver nvme subsystem map show -vserver Infra-SVM -instance 
 
   6.    Reboot each ESXi host and then verify that the ONTAP target NVMe/FC controllers are properly discovered on the ESXi Host:   
 
   esxcli nvme controller list 
 
   [root@nx-esxi-1:~] esxcli nvme controller list 
 
   Name                                                                                                                               Controller Number  Adapter  Transport Type  Is Online
 
   ---------------------------------------------------------------------------------------------------------------------------------  -----------------  -------  --------------  ---------
 
   nqn.1992-08.com.netapp:sn.50919001efe111ebb785d039ea166b8c:subsystem.nvme_infra_host_01#vmhba65#2005d039ea17129b:2006d039ea17129b                258  vmhba65  FC                   true
 
   nqn.1992-08.com.netapp:sn.50919001efe111ebb785d039ea166b8c:subsystem.nvme_infra_host_01#vmhba64#2005d039ea17129b:2007d039ea17129b                261  vmhba64  FC                   true
 
   nqn.1992-08.com.netapp:sn.50919001efe111ebb785d039ea166b8c:subsystem.nvme_infra_host_01#vmhba65#2005d039ea17129b:2008d039ea17129b                265  vmhba65  FC                   true
 
   nqn.1992-08.com.netapp:sn.50919001efe111ebb785d039ea166b8c:subsystem.nvme_infra_host_01#vmhba64#2005d039ea17129b:2009d039ea17129b                266  vmhba64  FC                   true
 
   Configure DNS 
 
   To configure DNS for the Infra_SVM, run the following commands: 
 
   dns create -vserver <vserver name> -domains <dns-domain> -nameserve <dns-servers> 
 
    
 
   dns create -vserver Infra_SVM -domains flexpod.cisco.com -nameservers 10.1.156.250,10.1.156.251  
 
   Delete Residual Default Broadcast Domains (Applicable for 2-node cluster only) 
 
   To delete the Default broadcast domains that are not in use, run the following commands:
 
   broadcast-domain delete -broadcast-domain <broad-domain-name>
 
   broadcast-domain delete -broadcast-domain Default-1
 
   Test AutoSupport
 
   To test the AutoSupport configuration by sending a message from all nodes of the cluster, run the following commands:
 
   autosupport invoke -node * -type all -message “FlexPod storage configuration completed”
 
   ESXi Host NVMe over FC Datastore Configuration
 
   To configure the ESXi host NVMe over FC datastore, follow these steps:
 
   1.    The remaining steps in the VMware vSphere Client are manual steps that should be completed whether Ansible configuration or manual configuration is being done. Verify that the NVMe Fibre Channel Disk is mounted on each ESXi host. Under Hosts and Clusters select the ESXi host. In the center pane, select Configure > Storage > Storage Devices. The NVMe Fibre Channel Disk should be listed under Storage Devices. Select the NVMe Fibre Channel Disk, then select Paths underneath. Verify 2 paths have a status of Active (I/O) and 2 paths have a status of Active. 
 
   2.    Repeat this step for all 3 hosts.
 
   
 
   3.    For any of the three hosts, right-click the host under Hosts and Clusters and select Storage > New Datastore. Leave VMFS selected and click NEXT.
 
   4.    Name the datastore and select the NVMe Fibre Channel Disk. Click NEXT.
 
   
 
   5.    Leave VMFS 6 selected and click NEXT.
 
   6.    Leave all Partition configuration values at the default values and click NEXT.
 
   7.    Review the information and click FINISH.
 
   8.    Select Storage and select the just-created NVMe datastore. In the center pane, select Hosts. Ensure all three hosts have the datastore mounted.
 
   
 
   [bookmark: _Toc97465491][bookmark: _Toc55564537][bookmark: _Toc52462521]FlexPod Management Tools Setup
 
   Cisco UCS Manager Plug-in for VMware vSphere Web Client
 
   The Cisco UCS Manager Plug-in for VMware vSphere Web Client allows administration of UCS domains through the VMware vCenter administrative interface. The capabilities of the plug-in include:
 
   ●   Cisco UCS physical hierarchy view
 
   ●   Overall health of server and other infrastructure components
 
   ●   Maps UCS servers to ESX hosts
 
   ●   Inventory, installed firmware, faults, power, and temperature statistics for each server/ESX host
 
   ●   KVM launch for all ESX and non-ESX servers
 
   ●   Switch on and off locater LED and launch Cisco UCS Manager GUI for each server
 
   ●   Registration tool for registering the plug-in with the vCenter
 
   ●   Perform key actions on ESX, non-ESX servers, and other UCS components
 
   ●   View service profile, service profile templates, server pools, and host firmware packs for each UCS Domain
 
   ●   Server firmware management using host firmware pack
 
   ●   Support for VMware vSphere HTML client 6.7 and later
 
   ●   Firmware Management for blades and rack servers in UCS domain. You can perform the following operations:
 
   ●   Upload firmware
 
   ●   Modify firmware package version for the host firmware packs with option to move the affected ESX host into maintenance mode before triggering the firmware upgrade
 
   ●   Acknowledge pending activities
 
   ●   Delete firmware package
 
   ●   Delete firmware upload task
 
   ●   View VIF paths for servers
 
   ●   Monitor UCS domain, chassis, fabric interconnect, fabric extender, ESX, and non-ESX servers
 
   ●   View faults with ability to filter based on the severity
 
   ●   Support for In-Band access with IPv4, and IPv6 addresses
 
   ●   Managing of UCS domains using IPv6 addresses
 
   ●   Enhancement to allow registered domains to be globally visible
 
   ●   Support for Proactive High Availability (HA)—The Cisco UCS Provider supports the Proactive HA feature which allows you to protect the hosts within a vCenter cluster from potential failures
 
   The installation is only valid for VMware vCenter 6.7 or higher and will require revisions of .NET Framework 4.5 or higher, and VMware PowerCLI 5.1 or higher. 
 
   Cisco UCS Manager Plug-in Installation
 
   To begin the plug-in installation on a Windows system that meets the previously stated requirements, follow these steps:
 
   1.    Download the plugin and registration tool from: https://software.cisco.com/download/home/286282669/type/286282010/release/3.0.5.  
 
   2.    Place the downloaded ucs-vcplugin-html-3.0.5.zip file onto the web server used for hosting the ONTAP software, VMware ESXi ISO, and VMware ESXi drivers.
 
   3.    Unzip the Cisco_UCS_Plugin_Registration_Tool_v1-2-3.zip and open the executable file within it.
 
   4.    Leave Register Plugin selected for the Action, fill in the following vCenter information and click Submit:
 
   a.    IP/Hostname
 
   b.    Username (administrator@vsphere.local)
 
   c.    Password
 
   d.    URL that plugin has been uploaded to  
 
   
 
   5.    A pop-up will appear explaining that ‘allowHttp=true’ will need to be added to the webclient.properties file on the VCSA in the /etc/vmware/vsphere-ui directory.
 
   6.    This issue will be resolved after the plugin has been registered, click OK to close the Information dialogue box.
 
   7.    Click OK to confirm that the Cisco UCS Plugin registered successfully.
 
   8.    Click Cancel to close the registration tool.
 
   9.    To resolve the change needed for the HTTP download of the vSphere Web Client launch, connect to the VCSA with ssh using the root account, open the BASH shell, and type:
 
   echo ‘allowHttp=true’ >> /etc/vmware/vsphere-ui/webclient.properties 
 
    
    [image: *]       This will add “allowHttp=true” to the end of the webclient.properties file. Make sure to use two greater than symbols “>>” to append to the end of the configuration file, a single greater than symbol will replace the entire pre-existing file with what has been sent with the echo command.
 
   
 
   10. To verify the change, type the following. If allowHttp=true is not on the last line of the file by itself, use an editor such as vim to fix this and make allowHttp=true the last line of the file:
 
   cat /etc/vmware/vsphere-ui/webclient.properties
 
   11. Logout and log back into the vSphere Client.
 
   FlexPod UCS Domain Registration
 
   You can now register the FlexPod UCS Domain. The account used will correlate to the permissions allowed to the plugin, admin will be used in our example, but a read only account could be used with the plugin if that was appropriate for the environment.
 
   To register the UCS Domain, follow these steps:
 
   1.    Open the vSphere Client.
 
   2.    Select the Menu drop-down list and select the Cisco UCS icon.
 
   3.    Click Register and provide the following options in the Register UCS Domain dialogue box that appears:
 
   a.    UCS Hostname/IP
 
   b.    Username
 
   c.    Password
 
   d.    Port (if different than 443)
 
   e.    Leave SSL selected and click the Visible to All users option
 
   
 
   4.    Click OK then click OK again to register the UCS Domain.
 
   Use the Cisco UCS vCenter Plugin
 
   The plugin can now enable the functions described at the start of this section by double-clicking the registered UCS Domain:
 
    
 
   You can view the components associated to the domain:
 
   
 
   Selecting within the chassis or rack mounts will provide a list of ESXi or non-ESXi servers to perform operations on the following:
 
     
 
   In addition to viewing and working within objects shown in the UCS Plugin’s view of the UCS Domain, direct access of Cisco UCS functions provided by the plugin can be selected within the drop-down list of hosts registered to vCenter.
 
   For full installation instructions and usage information, please refer to the Cisco UCS Manager Plug-in for VMware vSphere Web Client User Guide at: https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/vmware_tools/vCenter/vCenter_Plugin_User_Guide/3x/b_UCSM_Plugin_VMware_vSphere_Web_Client_User_Guide_3_x.html. 
 
   [bookmark: _Toc52462522][bookmark: _Toc490508295][bookmark: _Toc459312942]NetApp ONTAP Tools 9.8P2 Deployment Procedure
 
   The ONTAP tools for VMware vSphere provide end-to-end life cycle management for virtual machines in VMware environments that use NetApp storage systems. It simplifies storage and data management for VMware environments by enabling administrators to directly manage storage within the vCenter Server.
 
   This section describes the deployment procedures for the NetApp ONTAP Tools for VMware vSphere.
 
   NetApp ONTAP Tools for VMware vSphere 9.8P2 Pre-installation Considerations
 
   The following licenses are required for ONTAP Tools on storage systems that run ONTAP 9.8 or above:
 
   ●     Protocol licenses (NFS, FCP, and/or iSCSI)
 
   ●     NetApp FlexClone® ((optional) Required for performing test failover operations for SRA and for
 
   vVols operations of VASA Provider. 
 
   ●     NetApp SnapRestore® (for backup and recovery)
 
   ●     The NetApp SnapManager® Suite
 
   ●     NetApp SnapMirror® or NetApp SnapVault® ((optional) Required for performing failover operations for SRA and VASA Provider if u using vVols replication.)
 
    
    [image: *]       The Backup and Recovery capability has been integrated with SnapCenter and requires additional licenses for SnapCenter to perform backup and recovery of virtual machines and applications.
 
   
 
   Table 8.     Port Requirements for NetApp ONTAP Tools
 
    
     
      
       
       	 Port
  
       	 Requirement
  
      
 
       
       	 443 (HTTPS) 
  
       	 Secure communications between VMware vCenter Server and the storage systems
  
      
 
       
       	 8143 (HTTPS)
  
       	 VSC listens for secure communications
  
      
 
       
       	 9083 (HTTPS)
  
       	 VASA Provider uses this port to communicate with the vCenter Server and obtain TCP/IP settings
  
      
 
       
       	 7
  
       	 VSC sends an echo request to ONTAP to verify reachability and is required only when adding storage system and can be disabled later.
  
      
 
      
    
 
   
 
   [bookmark: _Toc52462524]The requirements for deploying NetApp ONTAP Tools (VSC) are listed here: https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html.
 
   [bookmark: _Toc52462525]Install NetApp ONTAP Tools 
 
    
    [image: *]       NetApp ONTAP Tools can be installed using the ansible scripts.
 
   
 
   To invoke the ansible scripts use the following command:
 
   ansible-playbook -i inventory  Setup_ONTAP_tools.yml
 
   Update the following variable files:
 
   vars/ontap_tools_main.yml
 
   group_vars/vcenter
 
   To install the NetApp ONTAP tools for VMware vSphere 7.0U2 software by using an Open Virtualization Format (OVF) deployment, follow these steps:
 
   1.    Launch the vSphere Web Client and navigate to Hosts and Clusters.
 
   2.    Select ACTIONS for the FlexPod-DC datacenter and choose Deploy OVF Template.
 
   [image: Graphical user interface, text, application, emailDescription automatically generated] 
 
   3.    Browse to the ONTAP tools file downloaded from the NetApp Support site. 
 
   4.    Enter the VM name and choose a datacenter or folder in which to deploy and click NEXT.
 
   5.    Choose a host cluster resource in which to deploy OVA and click NEXT.
 
   6.    Review the details and accept the license agreement.
 
   7.    Choose the infra_datastore_02 volume and choose the Thin Provision option for the virtual disk format.
 
   [image: Graphical user interface, applicationDescription automatically generated] 
 
   8.    From Select Networks, choose a destination network (IB-MGMT Network) and click NEXT.
 
   9.    From Customize Template, enter the ONTAP tools administrator password, vCenter name or IP address and other configuration details and click NEXT. 
 
    [image: Graphical user interface, applicationDescription automatically generated]   
 
   10. Review the configuration details entered and click FINISH to complete the deployment of NetApp ONTAP-tools VM.
 
   [image: Graphical user interface, applicationDescription automatically generated] 
 
   11. Power on the ONTAP-tools VM and open the VM console. 
 
   12. During the ONTAP-tools VM boot process, you see a prompt to install VMware Tools. From vCenter, right-click the ONTAP-tools VM > Guest OS > Install VMware Tools. 
 
   13. Networking configuration and vCenter registration information was provided during the OVF template customization, therefore after the VM is running, VSC and vSphere API for Storage Awareness (VASA) is registered with vCenter.
 
   14. Refresh the Home Screen and confirm that the ONTAP tools is installed.
 
    
    [image: *]       The NetApp ONTAP tools vCenter plug-in is only available in the vSphere HTML5 Client and is not available in the vSphere Web Client.
 
   
 
     [image: Graphical user interface, text, applicationDescription automatically generated] 
 
   [bookmark: _Toc52462526][bookmark: _Toc490508299][bookmark: _Toc459312946]Download the NetApp NFS Plug-in for VAAI
 
   To download the NetApp NFS Plug-in for VAAI, follow this step:
 
   1.    Download the NetApp NFS Plug-in 2.0 for VMware .vib file from the NFS Plugin Download  page and save it to your local machine or admin host.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   [bookmark: _Toc490508300][bookmark: _Toc459312947][bookmark: _Toc52462527]Install the NetApp NFS Plug-in for VAAI
 
    
    [image: *]       The NFS Plug-in for VAAI was previously installed on the ESXi hosts along with the Cisco UCS VIC drivers; it is not necessary to re-install.
 
   
 
   To install the NetApp NFS Plug-in for VAAI, follow these steps:
 
   1.    Rename the .vib file that you downloaded from the NetApp Support Site to NetAppNasPlugin.vib to match the predefined name that ONTAP tools uses.
 
   2.    Click Settings in the ONTAP tool Getting Started page.
 
   3.    Click NFS VAAI Tools tab.
 
   4.    Click Change in the Existing version section.
 
   5.    Browse and choose the renamed .vib file, and then click Upload to upload the file to the virtual appliance.
 
   6.    In the Install on ESXi Hosts section, choose the ESXi host on which you want to install the NFS Plug-in for VAAI, and then click Install.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   7.    Reboot the ESXi host after the installation finishes.
 
   [bookmark: _Toc52462528]Verify the VASA Provider
 
   The VASA provider for ONTAP is enabled by default during the installation of the NetApp ONTAP tools. To verify the VASA provider was enabled, follow these steps:
 
   1.    From the vSphere Client, click Menu > ONTAP tools.
 
   2.    Click Settings.
 
   3.    Click Manage Capabilities in the Administrative Settings tab.
 
   4.    In the Manage Capabilities dialog box if not enabled, click Enable VASA Provider slider.
 
   5.    Enter the IP address of the virtual appliance for ONTAP tools, VASA Provider, and VMware Storage Replication Adapter (SRA) and the administrator password, and then click Apply.
 
   [image: Graphical user interface, text, application, emailDescription automatically generated] 
 
   [bookmark: _Toc52462529]Discover and Add Storage Resources
 
   To Add storage resources for the Monitoring and Host Configuration capability and the Provisioning and Cloning capability, follow these steps:
 
   1.    Using the vSphere Web Client, log in to the vCenter Server as the FlexPod admin user. If the vSphere Web Client was previously opened, close the tab, and then reopen it.
 
   2.    In the Home screen, click the Home tab and click ONTTAP tools.
 
    
    [image: *]       When using the cluster admin account, add storage from the cluster level.
 
    [image: *]       You can modify the storage credentials with the vsadmin account or another SVM level account with role-based access control (RBAC) privileges.  Refer to the ONTAP 9 Administrator Authentication and RBAC Power Guide for additional information.
 
   
 
   3.    Choose Storage Systems >Add
 
   4.    Click Overview > Getting Started, and then click ADD under Add Storage System.
 
   5.    Specify the vCenter Server instance where the storage will be located.
 
   6.    In the IP Address/Hostname field, enter the storage cluster management IP. 
 
   7.    Confirm Port 443 to Connect to this storage system.
 
   8.    Enter admin for the username and the admin password for the cluster.
 
   9.    Click Save to add the storage configuration to ONTAP tools.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   10. Wait for the Storage Systems to update. You might need to click Refresh to complete this update.
 
   To discover the cluster and SVMs with the cluster admin account, follow these steps:
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   1.    From the vSphere Client Home page, click Hosts and Clusters. 
 
   2.    Right-click the FlexPod-DC datacenter, click NetApp ONTAP tools > Update Host and Storage Data. 
 
   [image: Graphical user interfaceDescription automatically generated] 
 
   NetApp ONTAP tools  displays a Confirm dialog box that informs you that this operation might take a few minutes.
 
   3.    Click OK.
 
   [bookmark: _Toc52462530][bookmark: _Toc490508301][bookmark: _Toc459312948]Optimal Storage Settings for ESXi Hosts
 
   ONTAP tools enables the automated configuration of storage-related settings for all ESXi hosts that are connected to NetApp storage controllers. To use these settings, follow these steps:
 
   1.    From the VMware vSphere Web Client Home page, click vCenter > Hosts. 
 
   2.    Choose a host and then click Actions > NetApp ONTAP tools > Set Recommended Values. 
 
   3.    In the NetApp Recommended Settings dialog box, choose all the values for your system. 
 
   [image: A screenshot of a social media postDescription automatically generated]
 
    
    [image: *]       This functionality sets values for HBAs and converged network adapters (CNAs), sets appropriate paths and path-selection plug-ins, and verifies appropriate settings for software-based I/O (NFS).  A vSphere host reboot may be required after applying the settings.
 
   
 
   4.    Click OK.
 
     
 
   [bookmark: _Toc52462531][bookmark: _Toc490508302]ONTAP Tools 9.8P2 Provisioning Datastores
 
   Using ONTAP tools, the administrator can provision an NFS, FC, FC-NVMe or iSCSI datastore and attach it to a single host or multiple hosts in the cluster. The following steps describe provisioning a datastore and attaching it to the cluster.
 
    
    [image: *]       It is a NetApp best practice to use ONTAP tools to provision datastores for the FlexPod infrastructure. When using VSC to create vSphere datastores, all NetApp storage best practices are implemented during volume creation and no additional configuration is needed to optimize performance of the datastore volumes.
 
   
 
   Storage Capabilities
 
   A storage capability is a set of storage system attributes that identifies a specific level of storage performance (storage service level), storage efficiency, and other capabilities such as encryption for the storage object that is associated with the storage capability.
 
   [bookmark: _Toc52462532]Create the Storage Capability Profile
 
   In order to leverage the automation features of VASA two primary components must first be configured. The Storage Capability Profile (SCP) and the VM Storage Policy. The Storage Capability Profile expresses a specific set of storage characteristics into one or more profiles used to when provisioning a Virtual Machine. The SCP is specified as part of VM Storage Policy which is specified when you deploy a virtual machine. NetApp Virtual Storage Console comes with two pre-configured Storage Capability Profiles- Platinum and Bronze.  
 
    
    [image: *]       The ONTAP tools for VMware vSphere plug-in also allow you to set Quality of Service (QoS) rule using a combination of maximum and/or minimum IOPs.
 
   
 
   To review or edit one of the built-in profiles pre-configured with ONTAP tools, follow these steps:
 
   1.    In the NetApp ONTAP tools click Storage Capability Profiles.
 
   2.    Choose the Platinum Storage Capability Profile and choose Clone from the toolbar. 
 
   [image: Graphical user interface, text, application, chat or text messageDescription automatically generated] 
 
   3.    Enter a name for the cloned SCP and add a description if desired.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   4.    Choose All Flash FAS(AFF) for the storage platform and click Next.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    Choose None to allow unlimited performance or set a the desired minimum and maximum IOPS for the QoS policy group.
 
   6.    On the Storage attributes page, Change the Encryption and Tiering policy to the desired settings and click NEXT.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   7.    Review the summary page and choose FINISH to create the storage capability profile.
 
    
    [image: *]       It is recommended to Clone the Storage Capability Profile if you wish to make any changes to the default profiles rather than editing the built-in profile.
 
   
 
   [bookmark: _Toc52462533]Create a VM Storage Policy
 
   Create a VM storage policy and associate a storage capability profile (SCP) to the datastore that meets the requirements defined in the SCP. To create a new VM Storage policy, follow these steps:
 
   1.    Navigate to Policies and Profiles from the vSphere Client menu.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   2.    Choose VM Storage Policies and click Create VM Storage Policy.
 
   3.    Create a name for the VM storage policy and enter a description and click NEXT.
 
   4.    Choose Enable rules for NetApp.clustered.Data.ONTAP.VP.VASA10 storage located under the Datastore specific rules section and click NEXT.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   5.    On the Placement tab select the SCP created in the previous step and click NEXT.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   6.    The datastores with matching capabilities are displayed, click NEXT.
 
   7.    Review the policy summary and click FINISH.
 
   Provision NFS Datastore 
 
   To provision the NFS datastore, follow these steps:
 
   1.    From the ONTAP tools Home page, click Overview. 
 
   2.    In the Getting Started tab, click Provision.
 
   3.    Click Browse to choose the destination to provision the datastore.
 
   4.    Choose the type as NFS and Enter the datastore name.
 
   5.    Provide the size of the datastore and the NFS Protocol.
 
   6.    Check the storage capability profile and click NEXT.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   7.    Choose the desired Storage Capability Profile, cluster name and the desired SVM to create the datastore. In this example, the Infra-SVM is selected. 
 
   8.    Click NEXT.
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   9.    Choose the aggregate name and click NEXT.
 
   [image: Graphical user interface, applicationDescription automatically generated] 
 
   10. Review the Summary and click FINISH.
 
   [image: Graphical user interface, applicationDescription automatically generated] 
 
    
    [image: *]       The datastore is created and mounted on the hosts in the cluster. Click Refresh from the vSphere Web Client to see the newly created datastore or it is also listed in the ONTAP tools home page > Traditional Dashboard > Datastores view. Also, ONTAP tools home page > Reports > Datastore Report should list the newly created datastore.
 
   
 
   11. Distributed datastore is supported from ONTAP 9.8, which provides FlexGroup volume on ONTAP storage. To create a Distributed Datastore across the ONTAP Cluster select NFS 4.1 and check the box for Distributed Datastore data across the ONTAP Cluster.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   12. Provide the Storage System details and SVM name. Click Next.
 
   13. The storage attributes are assigned automatically. Select the space reserve option by clicking Advanced options. Click Next.
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   14. Review the summary and click Finish.
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   Provision FC Datastore
 
   To provision the FC datastore, follow these steps:
 
   1.    From the ONTAP tools Home page, click Overview. 
 
   2.    In the Getting Started tab, click Provision.
 
   3.    Click Browse to choose the destination to provision the datastore.
 
   4.    Choose the type as VMFS and Enter the datastore name.
 
   5.    Provide the size of the datastore and the FC Protocol.
 
   6.    Check the storage capability profile and click NEXT.
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   7.    Choose the Storage Capability Profile, cluster name and the desired SVM to create the datastore. In this example, the Infra-SVM is selected. 
 
   8.    Click NEXT.
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   9.    Choose the aggregate name and click NEXT.
 
    [image: Graphical user interface, applicationDescription automatically generated] 
 
   10. Review the Summary and click FINISH.
 
    [image: Graphical user interface, applicationDescription automatically generated] 
 
   11.  Click OK.
 
    
    [image: *]       The datastore is created and mounted on all the hosts in the cluster. Click Refresh from the vSphere Web Client to see the newly created datastore or it is also listed in the ONTAP tools home page > Traditional Dashboard > Datastores view. Also, ONTAP tools Home page > Reports > Datastore Report should be listing the newly created datastore.
 
   
 
   [bookmark: _Toc52462534][bookmark: _Toc38723092][bookmark: _Toc3907756]Create Virtual Machine with Assigned VM Storage Policy
 
   To create a virtual machine assigned to a VM storage policy, follow these steps:
 
   1.    Navigate to the VMs and Templates tab and click the FlexPod-DC datacenter.
 
   2.    Click Actions and click New Virtual Machine.
 
   3.    Choose Create a new virtual machine and choose NEXT.
 
   4.    Enter a name for the VM and click the FlexPod-DC datacenter.
 
   5.    Choose the FlexPod-Management Data compute Resource.
 
   6.    Choose the VM storage policy from the selections and choose a compatible datastore and click NEXT.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   7.    Choose Compatibility and click NEXT.
 
   8.    Choose the Guest OS and click NEXT.
 
   9.    Customize the hardware for the VM and click NEXT.
 
   10. Review the details and click FINISH.
 
   [bookmark: _Toc52462535]Virtual Volumes (vVols)
 
   NetApp VASA Provider enables you to create and manage VMware virtual volumes (vVols). A vVols datastore consists of one or more FlexVol volumes within a storage container (also called "backing storage"). A virtual machine can be spread across one vVols datastore or multiple vVols datastores. All of the FlexVol volumes within the storage container must use the same protocol (NFS, iSCSI, or FCP) and the same SVMs.
 
    
    [image: *]       Lab testing has shown that if a virtual machine (VM) has one or more disks in vVol datastores and the VM is migrated to another host, just at the end of the migration the VM can be stunned or frozen for 45 or more seconds.
 
   
 
   [bookmark: _Toc52462536]Verify NDMP Vserver Scope Mode
 
   To verify the NDMP Vserver scope mode, follow these steps:
 
   1.    View NDMP scope mode with the following command:
 
   system services ndmp node-scope-mode status
 NDMP node-scope-mode is enabled.
 
   2.    Disable NDMP node-scoped mode:
 
   system services ndmp node-scope-mode off
 
   NDMP node-scope-mode is disabled.
 
   3.    Enable NDMP services on the vserver:
 
   vserver add-protocols -protocols ndmp -vserver Infra_svm
 
   vserver services ndmp on -vserver Infra_svm
 
   [bookmark: _Toc52462537]Create the Storage Capability Profile
 
   You can select one or more VASA Provider storage capability profiles for a vVols datastore. You can also specify a default storage capability profile for any vVols datastores that are automatically created in that storage container. 
 
   To create storage capability profile for the vVol datastore, follow these steps:  
 
   1.    In the NetApp ONTAP tools click Storage Capability Profiles.
 
   2.    Choose the Platinum Storage Capability Profile and choose Clone from the toolbar. 
 
   [image: A screenshot of a cell phoneDescription automatically generated]
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   3.    Choose All Flash FAS(AFF) for the storage platform and click Next.
 
   4.    Choose None to allow unlimited performance or set a the desired minimum and maximum IOPS for the QoS policy group. You can set the value for Max IOPS, which enables you to use the QoS functionality. 
 
    
    [image: *]       When applied for a virtual datastore, a QoS policy with "MAX IOPS" value is created for each data vVols.
 
    [image: *]       When you select ONTAP Service Level, then the existing adaptive QoS policies of ONTAP are applied to a data vVols. You can select one of three service levels: Extreme, Performance, or Value. The ONTAP service level is applicable only to vVols datastores.
 
   
 
   5.    On the Storage attributes page, change the Encryption and Tiering policy to the desired settings and click NEXT.
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   6.    Review the summary page and choose FINISH to create the storage capability profile.
 
   [bookmark: _Toc52462538]Create a VM Storage Policy
 
   Create a VM storage policy and associate a storage capability profile (SCP) to the datastore that meets the requirements defined in the SCP. To create a new VM Storage policy, follow these steps:
 
   1.    Navigate to Policies and Profiles from the vSphere Client menu.
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   2.    Click Create VM Storage Policy.
 
   3.    Create a new name for the VM storage Policy and enter a description and click NEXT.
 
   4.    Choose Enable rules for NetApp.clustered.Data.ONTAP.VP.VASA.10 storage and NetApp.clustered.Data.ONTAP.VP.vvol storage, located under the Datastore specific rules section and click NEXT.
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   5.    On the Placement tab for VP.VASA and VP.vvol storage rules, select the SCP created in the previous step.
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   6.    The datastores with matching capabilities are displayed, click NEXT.
 
   7.    Review the Policy Summary and click Finish.
 
   [bookmark: _Toc52462539]Provision a vVols Datastore
 
   To provision the vVols datastore over NFS protocol, follow these steps:
 
   1.    From the NetApp ONTAP tools Home page, click Overview. 
 
   2.    In the Getting Started tab, click Provision.
 
   3.    Click Browse to choose the destination to provision the datastore as per the next step.
 
   4.    Choose the type as vVols and Enter the datastore name.
 
   5.    Select NFS for protocol and click Next. 
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   6.    Select the Storage capability profile created earlier for vVols.
 
   7.    Select the NFS storage server and the NetApp Storage SVM where the vVols needs to be created and click Next.
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   8.    Create new vVols or select existing vVols. 
 
    
    [image: *]       You can create multiple vVols for a datastore. 
 
   
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   9.    Check the storage capability profile and click NEXT.
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   10. Review all the fields on the summary page and click Finish.
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   11. Verify in the vVols Datastore report the vVols is mounted correctly, go to VSC > Reports >  vVols Datastore Report.
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    [image: *]       To provision vVols for FC or ISCSI protocol, select it in the General tab and provide protocol-specific storage attributes in the Storage Attributes Inputs to create vVols successfully.
 
   
 
   [bookmark: _Toc52462540]Update a vVols Datastore
 
   The following actions can be performed on a vVols Datastore:
 
   ●     Expand Storage on a  vVols Datastore
 
   ●     Remove Storage on a  vVols Datastore
 
   ●     Edit Properties of vVols Datastore
 
   ●     Mount vVols Datastore
 
   ●     Delete vVols Datastore
 
   [bookmark: _Toc52462541]Expand Storage on a vVol Datastore
 
   To expand storage on a vVol datastore, follow these steps:
 
   1.    In the Storage tab, click the vVols datastore to expand  >  Actions >  NetApp ONTAP tools  >  Expand Storage on a vVols Datastore.
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   2.    Provide the storage attributes. Create new vVols or select existing vVols. Click Add.
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   3.    Review the details in the Summary page and click Finish.
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   4.    Verify that the size of the vVols datastore has been expanded successfully.
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   [bookmark: _Toc52462542]Remove Storage from a vVol Datastore
 
   To remove storage from a vVol datastore, follow these steps:
 
   1.    In the Storage tab , click the vVol datastore to remove storage  >  Actions >  NetApp VSC  >  Remove Storage from vVols Datastore.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   2.    Select the vVols within the datastore to remove and click Remove.
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   3.    Verify the size of the datastore to validate the successful removal of storage from the vVols Datastore.
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   [bookmark: _Toc52462543]Create a Virtual Machine on a vVols Datastore with Assigned Virtual Machine Storage Policy
 
   To provision a virtual machine on a vVols datastore, follow these steps:
 
   1.    Navigate to vSphere Client > VMs and Templates > Actions > New Virtual Machine.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   2.    Enter the name for the VM and click the datacenter.
 
   [image: Graphical user interface, text, application, emailDescription automatically generated] 
 
   3.    Choose the FlexPod-Management Data compute Resource.
 
   [image: TableDescription automatically generated with medium confidence]
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   [image: Graphical user interface, application, tableDescription automatically generated]
 
   4.    Validate that the VM is created successfully.
 
   [bookmark: _Toc52462544]Monitor a vVols Datastore
 
   To monitor a vVols datastore, follow these steps:
 
   1.    The vVols dashboard in the NetApp ONTAP tools Overview tab provides:
 
   ●     Overview
 
   ●     Top 5 datastores by Space Utilization, IOPs and Latency in ascending and descending order
 
   ●     A list of VMs on the vVols Datastore
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   2.    The vVol Datastore Report can be retrieved from VSC > Reports > vVol Datastore Report.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   3.    The vVol Virtual Machine Report can be retrieved from VSC > Reports > vVol Virtual Machine Report.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   [bookmark: _Toc52462545]NetApp SnapCenter 4.6
 
   SnapCenter Software is a simple, centralized, scalable platform that provides application-consistent data protection for applications, databases, host file systems, and VMs running on ONTAP systems anywhere in the Hybrid Cloud.
 
   [bookmark: _Toc52462546][bookmark: _Toc535752504][bookmark: _Toc516520128][bookmark: _Toc515898739]NetApp SnapCenter Architecture
 
   [bookmark: _Toc524445982]The SnapCenter platform is based on a multitier architecture that includes a centralized management server (SnapCenter Server) and a SnapCenter host agent. The host agent that performs virtual machine and datastore backups for VMware vSphere is the SnapCenter Plug-in for VMware vSphere.  It is packaged as a Linux appliance (Debian-based Open Virtual Appliance format) and is no longer part of the SnapCenter Plug-ins Package for Windows. Additional information on deploying SnapCenter server for application backups can be found in the documentation listed below.
 
   This guide focuses on deploying and configuring the SnapCenter plug-in for VMware vSphere to protect virtual machines and VM datastores.  
 
   You must install SnapCenter Server and the necessary plug-ins to support application-consistent backups for Microsoft SQL, Microsoft Exchange, Oracle databases and SAP HANA.  Application-level protection is beyond the scope of this deployment guide.  Refer to the SnapCenter documentation for more information or the application specific CVD’s and technical reports for detailed information on how to deploy SnapCenter for a specific application configuration.
 
   ●     SnapCenter Documentation: https://docs.netapp.com/us-en/snapcenter/index.html
 
   ●     FlexPod Datacenter for Microsoft SQL Server 2019 and VMware vSphere 6.7
 
   ●     SnapCenter Plug-in for VMware vSphere Documentation
 
   [bookmark: _Toc52462547][bookmark: _Toc535752512]Install SnapCenter Plug-In for VMware vSphere 4.6
 
   NetApp SnapCenter Plug-in for VMware vSphere is a Linux-based virtual appliance which enables the SnapCenter Plug-in for VMware vSphere to protect virtual machines and VMware datastores. 
 
   [bookmark: _Toc52462548][bookmark: _Toc535752513]Host and Privilege Requirements for the SnapCenter Plug-In for VMware vSphere
 
   Review the following requirements before you install the SnapCenter Plug-in for VMware vSphere virtual appliance:
 
   ●     You must deploy the SnapCenter Plug-in for VMware vSphere virtual appliance as a Linux VM.
 
   ●     You should deploy the virtual appliance on the vCenter Server.
 
   ●     You must not deploy the virtual appliance in a folder that has a name with special characters. 
 
   ●     You must deploy and register a separate, unique instance of the virtual appliance for each vCenter Server. 
 
   Table 9.     Port Requirements
 
    
     
      
       
       	 Port
  
       	 Requirement
  
      
 
      
      
       
       	 8080(HTTPS) bidirectional
  
       	 This port is used to manage the virtual appliance
  
      
 
       
       	 8144(HTTPs) bidirectional
  
       	 Communication between SnapCenter Plug-in for VMware vSphere and vCenter 
  
      
 
       
       	 443 (HTTPS) 
  
       	 Communication between SnapCenter Plug-in for VMware vSphere and vCenter
  
      
 
      
    
 
   
 
   [bookmark: _Toc52462549]License Requirements for SnapCenter Plug-In for VMware vSphere
 
   The following licenses are required to be installed on the ONTAP storage system to backup and restore VM’s in the virtual infrastructure:
 
   Table 10. SnapCenter Plug-in for VMware vSphere License Requirements
 
    
     
      
       
       	 Product
  
       	 License Requirements
  
      
 
       
       	 ONTAP
  
       	 SnapManager Suite:  Used for backup operations
 One of these: SnapMirror or SnapVault (for secondary data protection regardless of the type of relationship)
  
      
 
       
       	 ONTAP Primary Destinations
  
       	 To perform protection of VMware VMs and datastores the following licenses should be installed:
 SnapRestore: used for restoring operations
 FlexClone: used for mount and attach operations
  
      
 
       
       	 ONTAP Secondary Destinations
  
       	 To perform protection of VMware VMs and datastores only:
 FlexClone: used for mount and attach operations
  
      
 
       
       	 VMware
  
       	 vSphere Standard, Enterprise, or Enterprise Plus
 A vSphere license is required to perform restore operations, which
 use Storage vMotion. vSphere Essentials or Essentials Plus
 licenses do not include Storage vMotion.
  
      
 
      
    
 
   
 
    
    [image: *]       It is recommended but not required, that you add SnapCenter Standard licenses to secondary destinations. If SnapCenter Standard licenses are not enabled on secondary systems, you cannot use SnapCenter after performing a failover operation. A FlexClone license on secondary storage is required to perform mount and attach operations. A SnapRestore license is required to perform restore operations.
 
   
 
   [bookmark: _Toc52462550]Download and Deploy the SnapCenter Plug-In for VMware vSphere 4.6
 
   To download and deploy the SnapCenter Plug-in for VMware vSphere appliance, follow these steps:
 
   1.    Download SnapCenter Plug-in for VMware vSphere OVA file from NetApp support site (https://mysupport.netapp.com).
 
   2.    From VMware vCenter, navigate to the VMs and Templates tab, right-click FlexPod-DC and choose Deploy OVF Template.
 
   3.    Specify the location of the OVF Template and click NEXT.
 
   4.    On the Select a name and folder page, enter a unique name and location for the VM and click NEXT to continue.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   5.    On the Select a compute resource page, choose a resource where you want to run the deployed VM template, and click NEXT. 
 
   6.    On the Review details page, verify the OVA template details and click NEXT. 
 
   7.    On the License agreements page, check the box I accept all license agreements. 
 
   8.    On the Select storage page, change the datastore virtual disk format to Thin Provision and click NEXT.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   9.    On the Select networks page, choose a source network, and map it to a destination network, and then click NEXT. 
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   10. On the Customize template page, do the following: 
 
   a.    In Register to existing vCenter, enter the vCenter credentials. 
 
   11. In Create SnapCenter Plug-in for VMware vSphere credentials, enter the SnapCenter Plug-in for VMware vSphere credentials. 
 
   12. In Create SCV credentials, create a username and password for the SCV maintenance user.
 
   13. In Setup Network Properties, enter the network information. 
 
   14. In Setup Date and Time, choose the time zone where the vCenter is located. 
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   15. On the Ready to complete page, review the page and click FINISH. 
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   16. Navigate to the VM where the virtual appliance was deployed, then click the Summary tab, and then check the box for Power On to start the virtual appliance. 
 
   17. While the virtual appliance is powering on, click Install VMware tools in the orange banner displayed in the summary tab of the appliance. 
 
   [image: Graphical user interface, websiteDescription automatically generated]
 
   18. Log into SnapCenter Plug-in for VMware vSphere using the IP address (https://<ip>:8080 )  displayed on the appliance console screen with the credentials that you provided in the deployment wizard.  Verify on the Dashboard that the virtual appliance is successfully connected to vCenter and the SnapCenter Plug-in for VMware vSphere is successfully enabled and connected. 
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   [bookmark: _Toc52462551]SnapCenter Plug-In for VMware vSphere in vCenter Server 
 
   After you have successfully installed the Plug-in for VMware vSphere, to configure SnapCenter and make it ready to backup virtual machines, follow these steps:
 
   1.    In your browser, navigate to VMware vSphere Web Client URL https://<vCenter Server>/ui.
 
    
    [image: *]       If currently logged into vCenter, logoff, close the open tab and sign-on again to access the SnapCenter Plug-in for VMware vSphere.
 
   
 
   2.    After logging on to the vSphere Web Client you will see a blue banner indicating the SnapCenter plug-in was successfully deployed.  Click Refresh to activate the plug-in. 
 
   3.    On the VMware vSphere Web Client page, click the menu and click SnapCenter Plug-in for VMware vSphere to launch the SnapCenter Plug-in for VMware GUI.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   [bookmark: _Toc52462552]Add Storage Systems (SVM)
 
   To add storage systems, follow these steps:
 
   1.    Go to the Storage Systems tab.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   2.    Click Add Storage System to add a cluster or SVM.
 
   3.    Enter vCenter, Storage System, user credentials, and other required information in following dialog box.
 
   4.    Check the box for Log SnapCenter server events to syslog and Send AutoSupport Notification for failed operation to storage system.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   [bookmark: _Toc52462553]Create Backup Policies for Virtual Machines and Datastores
 
   To create backup policies for VMs and datastores, follow these steps:
 
   1.    In the left Navigator pane of the VMware vSphere Web Client, click Policies.
 
   2.    On the Policies page, click New Policy in the toolbar.
 
   3.    On the New Backup Policy page, follow these steps:
 
   a.    Enter the policy name and a description. 
 
   b.    Enter the backups to keep. 
 
   4.    From the Frequency drop-down list, choose the backup frequency (hourly, daily, weekly, monthly, and on-demand only).
 
   5.    Expand the Advanced options and select VM Consistency and Include datastore with independent disks.
 
   6.    Click Add.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   7.    Create multiple policies as required for different sets of VMs or datastores.
 
   [bookmark: _Toc52462554]Create Resource Groups
 
   Resource groups are groups of virtual machines or datastores that are backed up together. A backup policy is associated with the resource group to back up the virtual machines and retain a certain number of backups as defined in the policy.
 
   To create resource groups, follow these steps:
 
   1.    In Navigator pane of the SnapCenter Plug-in for VMware vSphere, click Resource Groups and then click Create Resource Group. This is the easiest way to create a resource group. However, you can also create a resource group with one resource by performing one of the following steps:
 
   ●   To create a resource group for one virtual machine, click VMs and Templates, right-click a virtual machine, choose NetApp SnapCenter from the drop-down list, and then choose Create Resource Group from the secondary drop-down list.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   ●   To create a resource group for one datastore, click Storage, right-click a datastore, choose NetApp SnapCenter from the drop-down list, and then choose Create Resource Group from the secondary drop-down list.
 
   2.    In the General Info & Notification page, enter the resource group name and complete the notification settings. Click Next.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   
 
    [image: *]       Simplify the task of locating virtual machine and datastore snapshots by selecting the Custom snapshot format option and choose the desired label such as $ResourceGroup to have the resource group name appended to the snapshot name during snapshot operation.
 
   
 
   3.    Choose a datastore as the parent entity to create a resource group of virtual machines, and then choose the virtual machines from the available list. Click Next.
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    [image: *]       Entire datastores can be backed up by selecting FlexPod-DC in the parent entity list box and selecting the datastore.
 
   
 
   4.    From the Spanning Disks options, choose the Always include all spanning datastores option.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    From the Policies tab, choose one of the previously created policies that you want to associate with the resource group and click Next.
 
   [image: TableDescription automatically generated]
 
   6.    From the Schedules option, choose the schedule for each selected policy and click Next.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   7.    Review the summary and click Finish to complete the creation of the resource group.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   [bookmark: _Toc52462555][bookmark: _Toc535752517]View Virtual Machine Backups from vCenter by Using SnapCenter Plug-In 
 
   Backups of the virtual machines included in the resource group occurs according to the schedule of the policies associated with the resource group. To view the backups associated with each schedule, follow these steps: 
 
   1.    Navigate to the VMs and Templates tab.
 
   2.    Go to any virtual machine that is a member of a Resource Group, select the Configure tab. Under SnapCenter Plug-in for VMware vSphere choose the Backups tab to view all the backups available for the virtual machine..
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   3.    Navigate to the SnapCenter Plug-in for VMware vSphere and choose the Dashboard tab to view recent job activity, backup jobs and configuration details.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   4.    In the SnapCenter Plug-in for VMware vSphere, click Resource Groups and choose any resource group. In the right pane, the completed backups are displayed.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   [bookmark: _Toc52462556]Create On-Demand Backup
 
   To create an on-demand backup for any resource group, follow these steps:
 
   1.    From the VMs and Templates tab, choose a virtual machine contained in the resource group where you want to create an on-demand backup.
 
   2.    Click the Configure  >  SnapCenter Plugin for VMware vSphere  >  Resource Groups.
 
   3.    Select the resource group and click Run Now to run the backup immediately.
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   [bookmark: _Toc52462557][bookmark: _Toc535752519]Restore from vCenter by Using SnapCenter Plug-In
 
   To restore from vCenter by using SnapCenter Plug-in, follow these steps:
 
    
    [image: *]       The Plug-in for VMware vSphere provides native backup, recovery, and cloning of virtualized applications. 
 
   
 
   1.    Navigate to VMs and Templates, choose a VM and right-click to access the context menu. Choose NetApp SnapCenter > Restore.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   2.    Choose a backup from which to restore. Click Next.
 
   [image: TableDescription automatically generated with medium confidence]
 
   3.    From the Restore Scope drop-down list:
 
   a.    Choose either "Entire virtual machine" to restore the virtual machine with all Virtual Machine Disks (VMDKs) or choose "Particular Virtual Disk" to restore the VMDK without affecting the virtual machine configuration and other VMDKs.
 
   b.    Choose the ESXi host that the VM should be restored to and check the box if you wish to restart the VM upon being restored. Click Next.
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   4.    Choose the destination datastore and click Next.
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   5.    Review the Summary and click Finish to complete the restore process.
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   [bookmark: _Toc52462558][bookmark: _Toc4582802]Active IQ Unified Manager 9.10
 
   Active IQ Unified Manager enables you to monitor and manage the health and performance of your ONTAP storage systems and virtual infrastructure from a single interface. Unified Manager provides a graphical interface that displays the capacity, availability, protection, and performance status of the monitored storage systems.
 
   This section describes the steps to deploy NetApp Active IQ Unified Manager 9.10 as a virtual appliance.  The following table lists the recommended configuration for the virtual machine to install and run Active IQ Unified Manager to ensure acceptable performance.
 
   Table 11. Virtual Machine Configuration
 
    
     
      
       
       	 Hardware Configuration
  
       	 Recommended Settings
  
      
 
      
      
       
       	 RAM
  
       	 12 GB
  
      
 
       
       	 Processors
  
       	 4 CPUs/ vCPUs
  
      
 
       
       	 CPU Cycle Capacity
  
       	 9572 MHz total
  
      
 
       
       	 Free Disk Space/virtual disk size
  
       	 5 GB - Thin provisioned
 152 GB – Thick provisioned
  
      
 
      
    
 
   
 
    
    [image: *]       There is a limit to the number of nodes that a single instance of Active IQ Unified Manager can monitor before you need to install a second instance of Active IQ Unified Manager. See the Unified Manager Best Practices Guide (TR-4621) for more details.
 
   
 
   Install NetApp Active IQ Unified Manager 9.10
 
   Install Active IQ Unified Manager using Ansible 
 
   To install Active IQ Unified Manager using Ansible, follow these steps:
 
   1.    Follow the Pre-Requisites from https://github.com/NetApp-Automation/NetApp-AIQUM 
 
   2.    Download ansible git: git clone https://github.com/NetApp-Automation/NetApp-AIQUM.git
 
   3.    To invoke the ansible scripts use the following command:
 
   ansible-playbook aiqum.yml -t aiqum_setup
 
    
 
   To install Active IQ Unified Manager 9.10 manually, follow these steps: 
 
   1.    Download NetApp Active IQ Unified Manager for VMware vSphere OVA file from NetApp support site.
 
   2.    From the VMware vCenter, click the VMs and Templates tab, then click Actions> Deploy OVF Template.
 
   3.    Specify the location of the OVF Template and click NEXT.
 
   4.    On the Select a name and folder page, enter a unique name for the VM, and choose a deployment location, and then click NEXT. 
 
    [image: Graphical user interface, text, applicationDescription automatically generated]
 
   5.    On the Select a compute resource page, choose a resource where you want to run the deployed VM template, and click NEXT. 
 
   6.    On the Review details page, verify the OVA template details and click NEXT. 
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   7.    On the License agreements page, check the box for I accept all license agreements. 
 
   8.    On the Select storage page, define where and how to store the files for the deployed OVF template: 
 
   a.    Choose the disk format for the VMDKs. 
 
   b.    Choose a VM Storage Policy. 
 
   c.    Choose a datastore to store the deployed OVA template.
 
   
 
   9.    On the Select networks page, select a source network, and map it to a destination network, and then click NEXT. 
 
   10. On the Customize template page, provide network details.
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    [image: *]       Scroll through the customization template to ensure all required values are entered.
 
   
 
   11. On the Ready to complete page, review the page and click FINISH. 
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   12. Choose the newly created Active IQ Unified Manager VM, right-click it and choose Power > Power On to start the virtual machine. 
 
   13. While the virtual machine is powering on, click the prompt in the yellow banner to Install VMware tools.
 
   [image: A screenshot of a computerDescription automatically generated with medium confidence] 
 
   14. Open a console session to the Active IQ Unified Manager appliance and configure the time zone information when displayed.
 
   [image: TextDescription automatically generated]
 
   15. Create the maintenance user account when prompted by specifying a user account name and password.  
 
    
    [image: *]       Store the maintenance user account and password in a secure location.  It is required for the initial GUI login and to make any configuration changes to the appliance settings that may be needed in the future.
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   16. Log into NetApp Active IQ Unified Manager using the IP address or URL displayed on the deployment screen and the maintenance user credentials you created in the previous step.
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   [bookmark: _Toc52462559][bookmark: _Toc4582803]Configure Active IQ Unified Manager 
 
   To configure Active IQ Unified Manager and add a storage system for monitoring, follow these steps:
 
   1.    Launch a web browser and log into Active IQ Unified Manger.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   2.    Enter the email address that Unified Manager will use to send alerts, enter the mail server configuration, and the IP address or hostname of the NTP server.  Choose Continue and complete the AutoSupport configuration.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   3.    Configure AutoSupport for Unified Manager by clicking Agree and Continue.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   4.    Check the box for Enable API Gateway and click Continue to setup the API gateway for Active IQ Unified Manager.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    Enter the ONTAP cluster hostname or IP address and the admin login credentials then click Add.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   6.    A security prompt will be displayed to authorize the cluster certificate. Choose Yes to trust the certificate.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   7.    When prompted to trust the self-signed certificate from Active IQ Unified Manager, click Yes to finish and add the storage system.  
 
    
    [image: *]       The initial discovery process can take up to 15 minutes to complete.
 
   
 
   [bookmark: _Toc52462560]Add Local Users to Active IQ Unified Manager
 
   To add a local user to Active IQ Unified Manager, follow these steps:
 
   1.    Navigate to the General section and click Users.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   2.    Click Add and complete the requested information:
 
   a.    Choose Local User for the Type.
 
   b.    Enter a username and password.
 
   c.    Add the user’s email address.
 
   d.    Choose the appropriate role for the new user.
 
   3.    Click Save to add the new user to Active IQ Unified Manager.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   [bookmark: _Toc52462561]Configure Remote Authentication
 
   Simplify user management and authentication for Active IQ Unified Manager by integrating it with Microsoft Active Directory.  To connect Active IQ Unified Manager to Active Directory and perform user authentication with the Active Directory domain, follow these steps:
 
    
    [image: *]       You must be logged on as the maintenance user created during the installation or another user with Application Administrator privileges to configure remote authentication.
 
   
 
   1.    Navigate to the General section and choose Remote Authentication.
 
   2.    Choose the option to Enable remote authentication and define a remote user or remote group.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   3.    Choose Active Directory from the authentication service list.
 
   4.    Enter the Active Directory service account name and password.  The account name can be in the format of domain\user or user@domain.
 
   5.    Enter the base DN where your Active Directory users reside.  
 
   6.    If Active Directory LDAP communications are protected via SSL enable the Use Secure Connection option.
 
   7.    Add one or more Active Directory domain controllers by clicking Add and entering the IP or FQDN of the domain controller.
 
   8.    Click Save to enable the configuration.
 
    
    [image: *]       If you don’t know the base DN to your Active Directory user organizational unit, contact the Active Directory administrator at your organization to provide this information.
 
   
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   9.    Click Test Authentication and enter an Active Directory username and password to test authentication with the Active Directory authentication servers.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   A result message displays indicating authentication was successful:
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   [bookmark: _Toc52462562]Add a Remote User to Active IQ Unified Manager
 
   To add remote users that need to access Active IQ Unified Manager and authenticate with the Active Directory servers, follow these steps:
 
   1.    Navigate to the General section and choose Users.
 
   2.    Click Add and choose Remote User from the Type drop-down list.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   3.    Enter the following information into the form:
 
   a.    The username of the Active Directory user.
 
   b.    Email address of the user.
 
   c.    Choose the appropriate role for the user
 
   4.    Click Save when finished to add the remote user to Active IQ Unified Manager.
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   [bookmark: _Toc52462563]Add the vCenter Server to Active IQ Unified Manager
 
   Active IQ Unified Manager provides visibility into vCenter and the virtual machines running inside the datastores backed by ONTAP storage. Virtual machines and storage are monitored to enable fast identification of performance issues within the various components of the virtual infrastructure stack. 
 
   Before adding vCenter into Active IQ Unified Manager, the log level of the vCenter server must be changed by following these steps:
 
   1.    In the vSphere client navigate to VMs and Templates and choose the vCenter instance from the top of the object tree.
 
   2.    Click the Configure tab, expand the settings, and choose General.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   3.    Click EDIT.
 
   4.    In the pop-up window under Statistics, locate the 5 minutes Interval Duration row and change the setting to Level 3 under the Statistics Level column.  Click SAVE.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    Return to Active IQ Unified Manager and navigate to the VMware section located under Inventory.
 
   [image: A screenshot of a social media postDescription automatically generated]
 
   6.    Expand the section and choose vCenter and click Add.
 
   7.    Enter the VMware vCenter server details and click Save.
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   8.    A dialog box will appear asking to authorize the certificate. Click Yes to accept the certificate and add the vCenter server.
 
   [image: Graphical user interface, application, TeamsDescription automatically generated]
 
    
    [image: *]       It may take up to 15 minutes to discover the vCenter server. Performance data can take up to an hour after discovery to become available.
 
   
 
   [bookmark: _Toc52462564]View Virtual Machine Inventory
 
   The virtual machine inventory is automatically added to Active IQ Unified Manager during discovery of the vCenter server.  Virtual machines can be viewed in a hierarchical display detailing storage capacity, IOPS and latency for each component in the virtual infrastructure to troubleshoot the source of any performance related issues.
 
   To review the virtual machine topology and statics, follow these steps:
 
   1.    Navigate to the VMware section located under Inventory, expand the section, and click Virtual Machines.
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   2.    Choose a VM and click the blue caret to expose the topology view.  Review the compute, network, and storage components and their associated IOPS and latency statistics.
 
   [image: A screenshot of a computerDescription automatically generated with medium confidence]
 
   3.    Click Expand Topology to see the entire hierarchy of the virtual machine and its virtual disks as it is connected through the virtual infrastructure stack. The VM components are mapped from vSphere and compute through the network to the storage.
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   [bookmark: _Toc52462565]Review Security Compliance with Active IQ Unified Manager
 
   Active IQ Unified Manager identifies issues and makes recommendations to improve the security posture of ONTAP.  Active IQ Unified Manager evaluates ONTAP storage based on recommendations made in the Security Hardening Guide for ONTAP 9.  Items are identified according to their level of compliance with the recommendations.  All events identified do not inherently apply to all environments, for example, FIPS compliance.  Review the Security Hardening Guide for NetApp ONTAP 9 (TR-4569) for additional information and recommendations for securing ONTAP 9.
 
    
    [image: *]       [image: A screenshot of a cell phoneDescription automatically generated]
 
   
 
   To identify security events in Active IQ Unified Manager, follow these steps:
 
   1.    Navigate to the URL of the Active IQ Unified Manager installation and login.
 
   2.    Choose the Dashboard from the left menu bar in Active IQ Unified Manager.
 
   3.    Locate the Security card and note the compliance level of the cluster and SVM.  Click the blue arrow to expand the findings.
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   4.    Locate Individual Cluster section and the Cluster Compliance card.  From the drop-down list choose View All.
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   5.    Choose an event from the list and click the name of the event to view the remediation steps.
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   6.    Remediate the risk if desired and perform the suggested actions to fix the issue.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   [bookmark: _Toc52462566]Remediate Security Compliance Findings
 
   Active IQ identifies several security compliance risks after installation that can be immediately corrected to improve the security posture of ONTAP.  
 
   Correct Cluster Risks
 
   To correct cluster risks, follow these steps:
 
   1.    To associate an NTP server with the cluster, run the ONTAP command:
 
   cluster time-service ntp server create -server <ntp server host name or ip address> 
 
   2.    Enable the login banner on the cluster:
 
   security login banner modify -vserver <clustername> -message "Access restricted to authorized users"
 
   [bookmark: _Toc52462567]users"
 
   NetApp Active IQ
 
   NetApp Active IQ is a data-driven service that leverages artificial intelligence and machine learning to provide analytics and actionable intelligence for ONTAP storage systems.  Active IQ uses AutoSupport data to deliver proactive guidance and best practices recommendations to optimize storage performance and minimize risk.
 
   Additional Active IQ documentation is available on the Active IQ Documentation Resources web page.
 
   Active IQ is automatically enabled when you configure AutoSupport on the ONTAP storage controllers.  To get started with Active IQ, follow these steps:
 
   1.    Obtain the controller serial numbers from your ONTAP system with the following command:
 
   system node show -fields serialnumber
 
   2.    Navigate to the Active IQ portal at https://activeiq.netapp.com/
 
   3.    Login with you NetApp support account ID
 
   4.    At the welcome screen enter the cluster name or one of controller serial numbers in the search box.  Active IQ will automatically begin searching for the cluster and display results below.
 
   [image: Graphical user interface, text, application, emailDescription automatically generated]
 
   5.    Choose the cluster name to launch the main dashboard.
 
   6.    From the drop-down list select Set Page as Default Landing View.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   [bookmark: _Toc52462568]Add a Watchlist to the Discovery Dashboard
 
   The system level dashboard is the default view for systems in Active IQ.  To create a watchlist for the quick access cluster to cluster health and risk information, follow these steps:  
 
   1.    Click Discovery Dashboard in the toolbar at the top of the Active IQ screen.
 
   [image: Graphical user interfaceDescription automatically generated]
 
   2.    Click Create Watchlist and enter a name for the watchlist.
 
   3.    Choose the radio button to add systems by serial number and enter the cluster serial numbers to the watchlist.
 
   4.    Check the box for Make this my default watchlist if desired and click Create Watchlist.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    Click Manage watchlists and then click the ellipsis on the cluster watchlist card you created and click View in Discovery Dashboard.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   6.    View the health and risk overview for the cluster.
 
   [bookmark: _Toc52462569]Create Active IQ Digital Advisor Dashboard
 
   The Active IQ Digital advisor provides a summary dashboard and system wellness score based on the health and risks that Active IQ have identified.  The dashboard provides a quick way to identify and get proactive recommendations on how to mitigate risks in the storage environment including links to technical reports and mitigation plans.
 
   To create an Active IQ Digital Advisor dashboard, follow these steps:
 
   1.    At the cluster dashboard, click Active IQ Digital Advisor from the top menu.
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   2.    Choose the watchlist created in the previous step and click Next.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   3.    Accept the dashboard default name and choose all the available widgets.
 
   4.    Check the box Make this the default dashboard and click Create.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   5.    Review the enhanced dashboard including the Wellness Score and any recommended actions or risks.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   6.    Switch between the Actions and Risks tabs to view the risks broken down by category or a list of all risks with their impact and links to corrective actions.
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   [image: A screenshot of a cell phoneDescription automatically generated]
 
   7.    Click the link in the Corrective Action column to read the bug information or knowledge base article about how to remediate the risk.
 
    
    [image: *]       Additional tutorials and video walk-throughs of Active IQ features can be viewed on the Active IQ documentation web page.
 
   
 
   [bookmark: CiscoIntersight][bookmark: _Toc52462575]Cisco Intersight
 
   Cisco Intersight™ is a management platform delivered as a service with embedded analytics for your Cisco and third-party IT infrastructure. This platform offers an intelligent level of management that enables IT organizations to analyze, simplify, and automate their environments in more advanced ways than the prior generations of tools. Cisco Intersight provides an integrated and intuitive management experience for resources in the traditional data center and at the edge. With flexible deployment options to address complex security needs, getting started with Intersight is quick and easy.
 
   Cisco Intersight offers flexible deployment either as Software as a Service (SaaS) on Intersight.com or running on your premises as Cisco Intersight Virtual Appliance. The virtual appliance provides the benefits of Cisco Intersight while allowing more flexibility for those with additional data locality and security requirements. The remainder of this section details Intersight deployment as SaaS on Intersight.com. To learn more about the virtual appliance, see the Cisco Intersight Virtual Appliance Getting Started Guide.
 
   To configure Cisco Intersight, follow these steps:
 
   1.    If you do not already have a Cisco Intersight account, to claim your Cisco UCS system into a new account on Cisco Intersight, connect to https://intersight.com. If you have an existing Intersight account, connect to https://intersight.com and sign in with your Cisco ID, select the appropriate account, and skip to step 6.
 
   2.    Click Create an account. 
 
   3.    Sign in with your Cisco ID.
 
   4.    Read, scroll through, and accept the End User License Agreement and click Next.
 
   5.    Enter an Account Name and click Create.
 
   [bookmark: Step6]6.    Choose ADMIN > Targets. Click Claim Target. Select Cisco UCS Domain (UCSM Managed) and click Start. Fill in the Device ID and Claim Code and click Claim. The Device ID and Claim Code can be obtained by connecting to Cisco UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim Code are on the right.
 
   [bookmark: _Hlk61362413]7.    To claim your Cisco UCS system into an existing Intersight account, log into the account at https://Intersight.com. Choose Administration > Devices. Click Claim a New Device. Under Direct Claim, fill in the Device ID and Claim Code and click Claim. The Device ID and Claim Code can be obtained by connecting to Cisco UCS Manager and selecting Admin > All > Device Connector. The Device ID and Claim Code are on the right. 
 
   8.    From the Cisco Intersight window, click  and then click Licensing. If this is a new account, all servers connected to the UCS Domain will appear under the Base license Tier. If you have purchased Cisco Intersight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day trial of Premier licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The remainder of this section will assume Premier licensing.
 
   9.    From the Licensing Window, click Set Default Tier. From the drop-down list choose Premier for Tier and click Set.
 
   
 
   10. Click Refresh to refresh the Intersight window with Premier, Advantage, and Essentials features added.
 
   11. Click  in the Intersight window and click Guided Help > Site Tour. Follow the prompts for a tour of Cisco Intersight.
 
   12. The Essentials tier of Cisco Intersight includes a Cisco driver check against the Cisco Hardware Compatibility List (HCL). In the Servers list, choose one of the servers in your VMware FlexPod-Management cluster by clicking the server name. Review the detailed General and Inventory information for the server. Click the HCL tab. Review the server information, the version of VMware ESXi, and the Cisco VIC driver versions.
 
   
 
   13. Using the Intersight Assist personality of the Cisco Intersight Virtual Appliance, VMware vCenter and NetApp Storage can be monitored (Advantage Licensing Tier) and configured (Premier Licensing Tier). To install Intersight Assist from an Open Virtual Appliance (OVA) in your VMware FlexPod-Management Cluster, first download the latest release of the Cisco Intersight Virtual Appliance for vSphere OVA from https://software.cisco.com/download/home/286319499/type/286323047/release/1.0.9-230?catid=268439477.  
 
   Refer to https://www.cisco.com/c/en/us/td/docs/unified_computing/Intersight/b_Cisco_Intersight_Appliance_Getting_Started_Guide/b_Cisco_Intersight_Appliance_Install_and_Upgrade_Guide_chapter_00.html  and set up the DNS entries for the Intersight Assist hostname as specified under Before you begin.
 
   14. From Hosts and Clusters in the VMware vCenter HTML5 client, right-click the FlexPod-Management cluster and click Deploy OVF Template.
 
   15. Specify a URL or either browse to the intersight-appliance-installer-vsphere-1.0.9-230.ova or latest release file. Click NEXT.
 
   
 
   16. Name the Intersight Assist VM and choose the location. Click NEXT.
 
   17. Choose the FlexPod-Management cluster and click NEXT.
 
   18. Review details, click Ignore, and click NEXT.
 
   19. Choose a deployment configuration (Tiny for just Intersight Assist, Small for Intersight Assist and IWO) and click NEXT.
 
   
 
   20. Choose infra_datastore_02 for storage and choose the Thin Provision virtual disk format. Click NEXT.
 
   21. Choose IB-MGMT Network for the VM Network. Click NEXT.
 
   22. Fill in all values to customize the template. Click NEXT.
 
   23. Review the deployment information and click FINISH to deploy the appliance.
 
   
 
   24. Once the OVA deployment is complete, right-click the Intersight Assist VM and click Edit Settings.
 
   25. Expand CPU and adjust the Cores per Socket so that the number of Sockets matches your server CPU configuration. In this example 2 Sockets are shown. Click OK.
 
   
 
   26. Right-click the Intersight Assist VM and choose Open Remote Console.
 
   27. Click to power on the VM.
 
   28. When you see the login prompt, close the Remote Console and connect to https://intersight-assist-fqdn.
 
    
    [image: *]       It may take a few minutes for https://intersight-assist-fqdn to respond.
 
   
 
   29. Navigate the security prompts and select Intersight Assist. Click Proceed.
 
   
 
   30. From Cisco Intersight, click ADMIN > Targets. Click Claim Target. Select Cisco Intersight Assist and click Start. Click OK on the warning. Copy and paste the Device ID and Claim Code shown in the Intersight Assist web interface to the Cisco Intersight Device Claim Direct Claim window. In Cisco Intersight, click Claim. Intersight Assist will now appear as a claimed device.
 
   31. In the Intersight Assist web interface, verify that Intersight Assist is Connected Successfully, and click Continue. 
 
    
    [image: *]       The Intersight Assist software will now be downloaded and installed into the Intersight Assist VM. This can take up to an hour to complete.
 
    [bookmark: _Hlk54277253][image: *]       The Intersight Assist VM will reboot during the software download process. It will be necessary to refresh the Web Browser after the reboot is complete to follow the status of the download process.
 
   
 
   32. When the software download is complete, an Intersight Assist login screen will appear. Log into Intersight Assist with the admin user and the password supplied in the OVA installation. Check the Intersight Assist status and log out of Intersight Assist.
 
   33. To claim the vCenter, from Cisco Intersight, click ADMIN > Targets. Click Claim Target. In the Select Target Type window, select VMware vCenter under Hypervisor and click Start. In the VMware vCenter window, make sure the Intersight Assist is correctly selected, fill in the vCenter information. If Intersight Workflow Optimizer (IWO) will be used, turn on Datastore Browsing Enabled and click Claim.
 
   
 
   34. After a few minutes, the VMware vCenter will appear in the Devices list. It also can be viewed by clicking Intersight Assist in the Devices list.
 
   35. Detailed information obtained from the vCenter can now be viewed by clicking Virtualization from the menu.
 
   
 
   
 
   36. If Intersight Premier Licensing is enabled, VMware Virtualization tasks are also defined that can be used to create workflows under Orchestration.
 
   
 
   37. To claim the NetApp AIQ UM, from Cisco Intersight, click ADMIN > Targets. Click Claim a New Target. In the Select Target Type window, select NetApp Active IQ Unified Manager under Storage and click Start. In the VMware vCenter window, make sure the Intersight Assist is correctly selected, fill in the AIQ UM information, and click Claim.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   38. After a few minutes, the NetApp ONTAP Storage will appear in the  Storage tab. The storage dashboard widgets can also be viewed from Monitoring tab.
 
   [image: Graphical user interface, application, TeamsDescription automatically generated]
 
   [image: Graphical user interfaceDescription automatically generated]
 
   39. Storage and Virtualization tasks and workflows can now be executed from Cisco Intersight Orchestration tab.
 
   [image: Graphical user interface, text, applicationDescription automatically generated]
 
   NetApp ONTAP Storage and Virtualization Workflows from Cisco Intersight
 
   Sample Workflow: New NAS Datastore Workflow
 
   This sample workflow creates an NFS storage volume and builds NAS datastores on the volume. It allows you to create an NAS or NFS storage volume by using NetApp storage tasks; then it uses the New NAS Datastore virtualization task to create the NFS datastore on the virtualization hypervisor.
 
   Figure 4.        Workflow Designer View
 
   [image: Graphical user interface, diagramDescription automatically generated]
 
   Table 12. Parameters and Values
 
    
     
      
       
       	 Parameter name
  
       	 Input value
  
      
 
      
      
       
       	 Organization
  
       	 default
  
      
 
       
       	 Workflow Instance Name
  
       	 New ONTAP NAS Datastore
  
      
 
       
       	 Storage Device*
  
       	 aa16-a400
  
      
 
       
       	 Storage Vendor Virtual Machine*
  
       	 Infra_SVM
  
      
 
       
       	 Aggregate*
  
       	 aa16_a400_01_NVME_SSD_1
  
      
 
       
       	 Export Policy*
  
       	 default
  
      
 
       
       	 Volume*
  
       	 Infra_SVM_NFS_datastore_ICO_01
  
      
 
       
       	 Volume Capacity*
  
       	 100G
  
      
 
       
       	 Mount path*
  
       	 /Infra_SVM_NFS_datastore_ICO_01
  
      
 
       
       	 Hypervisor Manager*
  
       	 nx-vc.flexpod.cisco.com
  
      
 
       
       	 Datacenter*
  
       	 FlexPod-DC
  
      
 
       
       	 Cluster
  
       	 FlexPod-Management
  
      
 
       
       	 Datastore Name*
  
       	 Infra_SVM_NFS_datastore_ICO_01
  
      
 
       
       	 Datastore Type*
  
       	 NFS4.1
  
      
 
       
       	 Remote Host Names*
  
       	 192.168.50.141, 192.168.50.142
  
      
 
      
    
 
   
 
   Sample Workflow: Update VMFS Datastore Workflow 
 
   Expand a datastore on hypervisor manager by extending the backing storage volume to specified capacity, and then grow the datastore to utilize the additional capacity. This workflow enables single click execution from Cisco Intersight to execute VMware hypervisor and NetApp ONTAP storage tasks and enable you to expand the VMFS or SAN datastore.
 
   Figure 5.        Workflow Designer View
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Table 13. Parameters and Values
 
    
     
      
       
       	 Parameter name
  
       	 Input value 
  
      
 
      
      
       
       	 Organization
  
       	 default
  
      
 
       
       	 Workflow Instance Name
  
       	 Update ONTAP VMFS Datastore
  
      
 
       
       	 Hypervisor Manager*
  
       	 nx-vc.flexpod.cisco.com
  
      
 
       
       	 Datacenter*
  
       	 FlexPod-DC
  
      
 
       
       	 Cluster
  
       	 FlexPod-Management
  
      
 
       
       	 Datastore Name*
  
       	 Infra_SVM_VMFS_datastore_ICO_01
  
      
 
       
       	 Storage Device*
  
       	 aa16-a400
  
      
 
       
       	 Datastore Size
  
       	 220G 
  
      
 
      
    
 
   
 
   [image: Graphical user interface, applicationDescription automatically generated]
 
   Validate the VMFS Datastore size from Cisco Intersight Virtualization tab.
 
   [image: A screenshot of a computerDescription automatically generated with medium confidence]
 
   Custom Workflow: New FC Storage Virtual Machine and Add 4 FC LIFs
 
   This workflow creates a new FC SVM and 4 new Fibre Channel interfaces. Using the NetApp ONTAP Storage tasks create a workflow to create a new SVM and add 4 new Logical Interface tasks for the Fiber Channel Protocol.
 
   Figure 6.        Workflow Designer View
 
   [image: Graphical user interfaceDescription automatically generated with medium confidence]
 
   Table 14. Parameters and Values
 
    
     
      
       
       	 Parameter name
  
       	 Input value 
  
      
 
      
      
       
       	 Organization
  
       	 default
  
      
 
       
       	 Display Name
  
       	 New FC SVM with 4 FC LIFS
  
      
 
       
       	 Storage Device*
  
       	 aa16-a400
  
      
 
       
       	 Storage Vendor Virtual Machine*
  
       	 Data_SVM_ICO_01
  
      
 
       
       	 Storage Vendor Virtual Machine Options
  
       	 Storage VM Protocol: FCcol: FC
  
      
 
       
       	 Interface Name
  
       	 Data_SVM_FC_LIF_ICO_01
  
      
 
       
       	 Interface options
  
       	 Data Protocol: FCP;Location Port:5a: Location Node Name: aa16-a400-01
  
      
 
       
       	 Interface Name
  
       	 Data_SVM_FC_LIF_ICO_02
  
      
 
       
       	 Interface options
  
       	 Data Protocol: FCP;Location Port:5b: Location Node Name: aa16-a400-01
  
      
 
       
       	 Interface Name
  
       	 Data_SVM_FC_LIF_ICO_03
  
      
 
       
       	 Interface options
  
       	 Data Protocol: FCP;Location Port:5a: Location Node Name: aa16-a400-02
  
      
 
       
       	 Interface Name
  
       	 Data_SVM_FC_LIF_ICO_04
  
      
 
       
       	 Interface options
  
       	 Data Protocol: FCP;Location Port:5b: Location Node Name: aa16-a400-02
  
      
 
      
    
 
   
 
   Cisco Data Center Network Manager (DCNM)–SAN
 
   Cisco DCNM-SAN can be used to monitor, configure, and analyze Cisco fibre channel fabrics. Cisco DCNM-SAN is deployed as a virtual appliance from an OVA and is managed through a web browser. SAN Analytics can be added to provide insights into your fabric by allowing you to monitor, analyze, identify, and troubleshoot performance issues.
 
   Prerequisites
 
   The following prerequisites need to be configured:
 
   1.    Licensing. Cisco DCNM-SAN includes a 60-day server-based trial license that can be used to monitor and configure Cisco MDS Fibre Channel switches and monitor Cisco Nexus switches. Both DCNM server-based and switch-based licenses can be purchased. Additionally, SAN Insights and SAN Analytics requires an additional switch-based license on each switch. Cisco MDS 32Gbps Fibre Channel switches provide a 120-day grace period to trial SAN Analytics. 
 
    
    [image: *]       If using the Cisco Nexus 93180YC-FX for SAN switching, it does not support SAN Analytics.
 
   
 
   2.    Passwords. Cisco DCNM-SAN passwords should adhere to the following password requirements:
 
   ●   It must be at least eight characters long and contain at least one alphabet and one numeral.
 
   ●   It can contain a combination of alphabets, numerals, and special characters.
 
   ●   Do not use any of these special characters in the DCNM password for all platforms: <SPACE> " & $ % ' ^ = < > ; : ` \ | / , .*
 
   3.  DCNM SNMPv3 user on switches. Each switch (both Cisco MDS and Nexus) needs an SNMPv3 user added for DCNM to use to query and configure the switch. On each switch, enter the following command in configure terminal mode (in the example, the userid is snmpuser):
 snmp-server user snmpadmin network-admin auth sha <password> priv aes-128 <privacy-password>
 
   4.    On Cisco MDS switches, type show run. If snmpadmin passphrase lifetime 0 is present, enter username snmpadmin passphrase lifetime 99999 warntime 14 gracetime 3.
 
    
    [image: *]       It is important to use auth type sha and privacy auth aes-128 for both the switch and UCS snmpadmin users.
 
   
 
   5.    Type “copy run start” on all switches to save the running configuration to the startup configuration.
 
   6.    DCNM SNMPv3 user in UCSM. A SNMPv3 user needs to be added to UCSM to allow DCNM to query the LAN side of the fabric interconnects. In Cisco UCS Manager, click Admin. Navigate to All > Communication Management > Communication Services. Under SNMP, click Enabled, click Save Changes, and the click OK. Under SNMP Users, click Add. Enter the user name and enter and confirm the Password and Privacy Password.
 
   
 
   7.    Click OK and then click OK again to complete adding the user.
 
   Deploy the Cisco DCNM-SAN OVA
 
   To deploy the Cisco DCNM-SAN OVA, follow these steps:
 
   1.    Download the Cisco DCNM 11.5.1 Open Virtual Appliance for VMware from https://software.cisco.com/download/home/281722751/type/282088134/release/11.5(1). Extract dcnm-va.11.5.1.ova from the ZIP file. 
 
   2.    In the VMware vCenter HTML5 interface, click Menu > Hosts and Clusters.
 
   3.    Right-click the FlexPod-Management cluster and select Deploy OVF Template.
 
   4.    Choose Local file then click UPLOAD FILES. Navigate to choose dcnm-va.11.5.1.ova and click Open. Click NEXT.
 
   
 
   5.    Name the virtual machine and choose the FlexPod-DC datacenter. Click NEXT.
 
   6.    Choose the FlexPod-Management cluster and click NEXT.
 
   7.    Review the details and click NEXT.
 
   8.    Scroll through and accept the license agreements. Click NEXT.
 
   9.    Choose the appropriate deployment configuration size and click NEXT.
 
    
    [image: *]       If using the SAN Insights and SAN Analytics feature, it is recommended to use the Huge size.
 
   
 
   
 
   10. Choose infra_datastore_02 and the Thin Provision virtual disk format. Click NEXT.
 
   
 
   11. Choose IB-MGMT Network for the first and third Source Networks. Choose OOB-MGMT Network for the second enhanced-fabric-mgmt Source Network. Click NEXT.
 
   
 
   12. Fill in the management IP address, subnet mask, and gateway. Set the Extra Disk Size according to how many Cisco MDS switches you will be monitoring with this DCNM. If you are only monitoring the two Cisco MDS switches in this FlexPod deployment, set this field to 32. Click NEXT.
 
   13. Review the settings and click FINISH to deploy the OVA.
 
   
 
   14. After deployment is complete, right-click the newly deployed DCNM VM and click Edit Settings. Expand CPU and adjust the Cores per Socket setting until the number of Sockets is set to match the number of CPUs in the UCS servers used in this deployment. The following example shows 2 sockets.
 
   
 
   15. Click OK to complete the change.
 
   16. Right-click the newly deployed DCNM VM and click Open Remote Console. Once the console is up, click to power on the VM. Once the VM has powered up, point a web browser to the URL displayed on the console.
 
   17. Navigate the security prompts and click Get started.
 
   18. Make sure Fresh installation – Standalone is selected and click Continue.
 
   19. Choose SAN only for the Installation mode and leave Cisco Systems, Inc. for the OEM vendor and click Next.
 
   20. Enter and repeat the administrator, database, and root passwords and click Next.
 
   21. Enter the DCNM FQDN, a comma-separated list of DNS servers, a comma-separated list of NTP servers, and select the appropriate time zone. Click Next.
 
   
 
   22. The Management Network settings should be filled in. For Out-of-Band Network, enter an IP address in the Out-of-Band management subnet. For the Out-of-Band Network, only input the IPV4 address with prefix. Do not put in the Gateway IPv4 Address. Do not enter any information for the In-Band Network. Scroll down and click Next.
 
   23. If necessary, enter data for the Device connector configuration. Leave Internal Application Services Network set at the default setting and click Next.
 
   24. Review the Summary details and click Start installation.
 
   25. When the Installation status is complete, click Continue.
 
   26. In the vCenter HTML5 client under Hosts and Clusters, choose the DCNM VM and click the Summary tab. If an alert is present that states “A newer version of VMware Tools is available for this virtual machine.”, click Upgrade VMware Tools. Choose Automatic Upgrade and click UPGRADE. Wait for the VMware Tools upgrade to complete.
 
   Configure DCNM-SAN
 
   To configure the DCNM-SAN, follow these steps:
 
   1.    When the DCNM installation is complete, the browser should redirect to the DCNM management URL.
 
   2.    Log in as admin with the password previously entered.
 
   3.    On the message that appears, choose Do not show this message again and click No.
 
   4.    If you have purchased DCNM server-based or switch-based licenses, follow the instructions that came with the licenses to install them. A new DCNM installation also has a 60-day trial license.
 
   5.    In the menu on the left, click Inventory > Discovery > LAN Switches.
 
   6.    Click  to add LAN switches. In the Add LAN Devices window, enter the mgmt0 IP address of the Nexus switch A in the Seed Switch box. Enter the snmpadmin user name and password set up in the Prerequisites section above. Set Auth-Privacy to SHA_AES. Click Next.
 
   
 
   7.    LAN switch discovery will take a few minutes. In the LAN Discovery list that appears, the two Nexus switches and two Fabric Interconnects that are part of this FlexPod should appear with a status of “manageable.” Using the checkboxes on the left, select the two Nexus switches and two Fabric Interconnects that are part of this FlexPod. Click Add.
 
   8.    After a few minutes (hit the Refresh icon in the upper right-hand corner), the two Nexus switches and two Fabric Interconnects that are part of this FlexPod will appear with detailed information. 
 
   
 
   9.    In the menu on the left, click Inventory > Discovery > SAN Switches.
 
   10. Click  to add a switching fabric.
 
   11. Enter either the IP address or hostname of the first Cisco MDS 9132T switch. Leave Use SNMPv3/SSH selected. Set Auth-Privacy to SHA_AES. Enter the snmpadmin user name and password set up in the Prerequisites section above. Click Options>>. Enter the UCS admin user name and password. Click Add.
 
    
    [image: *]       If Cisco Nexus 93180YC-FX switches are being used for SAN switching, substitute them here for MDS 9132Ts. They will need to be added again under SAN switches since LAN and SAN switching are handled separately in DCNM.
 
   
 
   
 
   12. Repeat steps 9-11 to add the second Cisco MDS 9132T and Fabric Interconnect.
 
   13. The two SAN fabrics should now appear in the Inventory.
 
   
 
   14. Choose Inventory > Discovery > Virtual Machine Manager.
 
   15. Click  to add the vCenter.
 
   16. In the Add VCenter window, enter the IP address of the vCenter VCSA. Enter the administrator@vsphere.local user name and password. Click Add. The vCenter should now appear in the inventory.
 
   17. Choose Inventory > Switches. All LAN and SAN switches should now appear in the inventory.
 
   18. Choose Administration > Performance Setup > LAN Collections.
 
   19. Choose the Default_LAN group and all information you would like to collect. Click Apply. Click Yes to restart the Performance Collector.
 
   
 
   20. Choose Administration > Performance Setup > SAN Collections.
 
   21. Choose both fabrics. Choose all information you would like to collect and click Apply. Click Yes to restart the Performance Collector.
 
   
 
   22. Choose Configure > SAN > Device Alias. Since device-alias mode enhanced was configured in the Cisco MDS 9132T switches, Device Aliases can be created and deleted from DCNM and pushed to the MDS switches.
 
   23. Choose Configure > SAN > Zoning. Just as Device Aliases can be created and deleted from DCNM, zones can be created, deleted, and modified in DCNM and pushed to the MDS switches. Remember to enable Smart Zoning and to Zone by Device Alias.
 
   You can now explore all of the different options and information provided by DCNM SAN. See Cisco DCNM SAN Management for OVA and ISO Deployments Configuration Guide, Release 11.5(1).
 
   [bookmark: _Hlk81163531]Configure SAN Insights in DCNM SAN
 
   The SAN Insights feature enables you to configure, monitor, and view the flow analytics in fabrics. Cisco DCNM enables you to visually see health-related indicators in the interface so that you can quickly identify issues in fabrics. Also, the health indicators enable you to understand the problems in fabrics. The SAN Insights feature also provides more comprehensive end-to-end flow-based data from host to LUN.
 
   ●   Ensure that the time configurations set above, including daylight savings settings are consistent across the MDS switches and Cisco DCNM.
 
   ●   SAN Insights requires installation of a switch-based SAN Analytics license on each switch. To trial the feature, each switch includes a one-time 120-day grace period for SAN Analytics from the time the feature is first enabled.
 
   ●   SAN Insights supports current Fibre Channel Protocol (SCSI) and NVMe over Fibre Channel (NVMe).
 
   ●   SAN Insights works by enabling SAN Analytics and Telemetry Streaming on each switch. The switches then stream the SAN Analytics data to DCNM, which collects, correlates, and displays statistics. All configurations can be done from DCNM.
 
   ●   Only Cisco MDS switches support SAN Analytics. Cisco Nexus 93180YC-FX switches do not support SAN Analytics.
 
   ●   For more information on SAN Insights, see the SAN Insights sections of Cisco DCNM SAN Management for OVA and ISO Deployments Configuration Guide, Release 11.5(1). 
 
   ●   For more information on SAN Analytics, see https://www.cisco.com/c/en/us/td/docs/switches/datacenter/mds9000/sw/8_x/config/san_analytics/cisco-mds9000-san-analytics-telemetry-streaming-config-guide-8x.html.
 
   To configure SAN Insights in DCNM SAN, follow these steps:
 
   1.    Click Configure > SAN > SAN Insights. Click Continue.
 
   2.    Choose Fabric A. Click Continue.
 
   3.    Choose the Fabric A Cisco MDS switch. Under Install Query click None and from the drop-down list click Storage. Under Subscriptions, choose SCSI & NVMe or whatever you have currently installed. Optionally, under Receiver, choose the IP address in the Out-of-Band Management subnet configured for DCNM. Click Save, then click Continue.
 
   
 
   4.    Review the information and click Continue.
 
   5.    Expand the switch and then the module. Under Enable / Disable SCSI Telemetry, click the left icon to enable telemetry on the ports connected to the NetApp AFF A400. Under Enable / Disable NVMe Telemetry, click the left icon to enable telemetry on the ports connected to the NetApp AFF A400. Click Continue.
 
   
 
   6.    Review the information and click Commit to push the configuration to the Cisco MDS switch.
 
   7.    Ensure that the two operations were successful and click Close.
 
   8.    Repeat steps 1 - 7 to install SAN Analytics and Telemetry on the Fabric B switch.
 
   9.    After approximately two hours, you can view SAN Analytics data under the Dashboard and Monitor.
 
   [bookmark: _Toc97465492][bookmark: _Toc55564538][bookmark: _Toc52462576]Sample Tenant Provisioning
 
   [bookmark: _Toc52462577]Provision a Sample Application Tenant
 
   This section describes a sample procedure for provisioning an application tenant. The procedure refers to previous sections of this document and can be used as a guide and modified as needed when provisioning an application tenant. Follow these steps:
 
   1.    Plan your application tenant and determine what storage protocols will be provided in the tenant.  In the architecture explained in this document, fibre channel, NFS, iSCSI, and CIFS/SMB (CIFS/SMB have not been discussed in this document) can be provided to the tenant.  Also, plan what network VLANs the tenant will use.  It is recommended to have a VLAN for virtual machine management traffic.  One or two VLANs (iSCSI needs two if VMware RDM LUNs or iSCSI datastores will be provisioned) are also needed for each storage protocol used except fibre channel.  If the infrastructure NFS VLAN will be used in the tenant, consider migrating the infrastructure NFS VMkernel port on each host to the vDS to take advantage of Ethernet adapter policy queuing. Fibre channel will have new storage LIFs defined with the same VSANs configured for the FlexPod Infrastructure.
 
   2.    In the Cisco Nexus switches, declare all added VLANs and configure the VM VLAN as an allowed VLAN on the Cisco UCS port channels and the vPC peer link.  Also, Layer 3 with HSRP or VRRP can be configured in the Cisco Nexus switches to provide this VLAN access to the outside.  Layer 3 setup is not explained in this document but is explained in the Nexus 9000 documentation. Configure the storage VLANs on the Cisco UCS and storage port channels, and on the vPC peer link. The VM VLAN can also be added to the storage port channels in order to configure the tenant SVM management interface on this VLAN.
 
   3.    In the storage cluster:
 
   a.    Create a broadcast domain with MTU 1500 for the tenant SVM management interface. Create a broadcast domain with MTU 9000 for each tenant storage protocol except fibre channel.
 
   b.    Create VLAN interface ports on the node interface group on each node for tenant SVM management (VM VLAN) and for the VLAN for each storage protocol except fibre channel.  Add these VLAN ports to the appropriate broadcast domains.
 
   c.    Create the tenant SVM and follow all procedures in that section.
 
   d.    Create Load-Sharing Mirrors for the tenant SVM.
 
   e.    Create the FC or iSCSI service for the tenant SVM if fibre channel or iSCSI is being deployed in this tenant.
 
   f.     Optionally, create a self-signed security certificate for the tenant SVM.
 
   g.    Configure NFSv3 for the tenant SVM.
 
   h.    Create a VM datastore volume in the tenant SVM.
 
   i.     If fibre channel is being deployed in this tenant, configure four FCP LIFs in the tenant SVM on the same fibre channel ports as in the Infrastructure SVM.
 
   j.     If iSCSI is being deployed in this tenant, configure four iSCSI LIFs in the tenant SVM on the iSCSI VLAN interfaces.
 
   k.    Create an NFS LIF in the tenant SVM on each storage node.
 
   l.     Create a boot LUN in the esxi_boot volume in the Infra-SVM for each tenant VMware ESXi host.
 
   m.  Add the tenant SVM Administrator, SVM management LIF on the SVM management VLAN port, and default route for the SVM.
 
   4.    In Cisco UCS, one method of tenant setup is to dedicate a VMware ESXi cluster and set of UCS servers to each tenant.  Service profiles will be generated for at least two tenant ESXi hosts.  These hosts can boot from LUNs from the esxi_boot volume in the Infra-SVM but will also have access to FC storage in the tenant SVM.
 
   5.    Create a Server Pool for the tenant ESXi host servers.
 
   6.    Create all tenant VLANs in the LAN Cloud.
 
   7.    Add the tenant VLANs to the vDS vNIC templates.  
 
   8.    Generate service profiles from the service profile template with the vMedia policy for the tenant ESXi hosts.  Remember to bind these service profiles to the service profile template without the vMedia policy after VMware ESXi installation.
 
   9.    In the Cisco MDS 9132T switches: 
 
   a.    Create device aliases for the tenant ESXi host vHBAs and the FC LIFs in the tenant storage SVM.
 
   b.    Add the tenant host initiators to the Infra-SVM zone.
 
   10. Create a zone for the tenant SVM with fibre channel targets from the tenant SVM.  
 
   11. Add these zones to the Fabric zoneset and activate the zoneset.
 
   12. In the storage cluster:
 
   a.    Create igroups for the tenant ESXi hosts in both the Infra-SVM and tenant SVM.  Also, create an igroup in the tenant SVM that includes the WWPNs for all tenant ESXi hosts to support shared storage from the tenant SVM.
 
   13. In Infra-SVM, map the boot LUNs created earlier to the tenant ESXi hosts.  Tenant FC or iSCSI storage can be created later using NetApp VSC.
 
   14. Install and configure VMware ESXi on all tenant host servers. It is not necessary to map infra_datastore unless you want the tenant ESXi hosts to have access to VMs or VM templates in these datastores.
 
   15. In VMware vCenter, create a cluster for the tenant ESXi hosts.  Add the hosts to the cluster.
 
   16. Using the vCenter HTML5 Client, add the tenant hosts to vDS0 or create a tenant vDS and add the hosts to it. In vDS0, add port-profiles for the tenant VLANs. When migrating the hosts to the vDS, leave only the ESXi management interfaces on vSwitch0.
 
   17. Back in vCenter, add in any necessary VMkernel ports for storage interfaces remembering to set the MTU correctly on these interfaces.  Mount the tenant NFS datastore on the tenant cluster if one was created. Tenant iSCSI VMkernel ports can be created on the vDS with the port groups pinned to the appropriate fabric.
 
   18. Using the NetApp VSC plugin to the vCenter HTML5 Client, set recommended values for all tenant ESXi hosts.  Ensure the NetApp NFS Plug-in for VMware VAAI is installed on all tenant hosts and reboot each host.
 
   19. You can now begin provisioning virtual machines on the tenant cluster.  The NetApp VSC plugin can be used to provision fibre channel, iSCSI, and NFS datastores.
 
   20. Optionally, use NetApp SnapCenter to provision backups of tenant virtual machines.
 
   [bookmark: _Toc97465493][bookmark: Appendix][bookmark: _Toc55564539][bookmark: _Toc52462578]Appendix
 
   [bookmark: AppendixPart1][bookmark: _Toc52462579]FlexPod with Cisco Nexus 93180YC-FX SAN Switching Configuration – Part 1
 
   [bookmark: _Toc52462580]If the Cisco Nexus switches are to be used for both LAN and SAN switching in the FlexPod configuration, either an automated configuration with Ansible or a manual configuration can be done. For either configuration method, the following base switch setup must be done manually. Figure 7 shows the validation lab cabling for this setup.
 
   [bookmark: Fig7]Figure 7.        FlexPod Cabling for Cisco Nexus 93180YC-FX SAN Switching
 
   
 
   [bookmark: _Hlk79665644]FlexPod Cisco Nexus 93180YC-FX SAN Switching Base Configuration
 
   The following procedures describe how to configure the Cisco Nexus 93180YC-FX switches for use in a base FlexPod environment that uses the switches for both LAN and SAN switching.  This procedure assumes you’re using Cisco Nexus 9000 9.3(7), the Cisco suggested Nexus switch release at the time of this validation. 
 
   [bookmark: _Hlk45879858]Set Up Initial Configuration in Cisco Nexus 93180YC-FX A
 
   To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, follow these steps:
 
   1.    Configure the switch:
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-A-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-A-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-A-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-A-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 Enter basic FC configurations (yes/no) [n]: y
 Configure default physical FC switchport interface state (shut/noshut) [shut]: Enter
 Configure default switchport trunk mode (on/off/auto) [on]: auto
 Configure default zone policy (permit/deny) [deny]: Enter
 Enable full zoneset distribution? (yes/no) [n]: y
 Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration:
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
   Set Up Initial Configuration in Cisco Nexus 93180YC-FX B
 
   To set up the initial configuration for the Cisco Nexus B switch on <nexus-B-hostname>, follow these steps:
 
   1.    Configure the switch:
 
    
    [image: *]       On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start and attempt to enter Power on Auto Provisioning.
 
   
 
   Abort Power On Auto Provisioning [yes - continue with normal setup, skip - bypass password and basic configuration, no - continue with Power On Auto Provisioning] (yes/skip/no)[no]: yes
 
   Disabling POAP.......Disabling POAP
 
   poap: Rolling back, please wait... (This may take 5-15 minutes)
 
    
 
            ---- System Admin Account Setup ----
 
    
 
   Do you want to enforce secure password standard (yes/no) [y]: Enter
 
   Enter the password for "admin": <password>
 
   Confirm the password for "admin": <password>
 
   Would you like to enter the basic configuration dialog (yes/no): yes
 
   Create another login account (yes/no) [n]: Enter
 
   Configure read-only SNMP community string (yes/no) [n]: Enter
 
   Configure read-write SNMP community string (yes/no) [n]: Enter
 
   Enter the switch name: <nexus-B-hostname>
 
   Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
 
   Mgmt0 IPv4 address: <nexus-B-mgmt0-ip>
 
   Mgmt0 IPv4 netmask: <nexus-B-mgmt0-netmask>
 
   Configure the default gateway? (yes/no) [y]: Enter
 
   IPv4 address of the default gateway: <nexus-B-mgmt0-gw>
 
   Configure advanced IP options? (yes/no) [n]: Enter
 
   Enable the telnet service? (yes/no) [n]: Enter 
 
   Enable the ssh service? (yes/no) [y]: Enter
 
   Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter 
 
   Number of rsa key bits <1024-2048> [1024]: Enter
 
   Configure the ntp server? (yes/no) [n]: Enter
 
   Configure default interface layer (L3/L2) [L2]: Enter
 
   Configure default switchport interface state (shut/noshut) [noshut]: shut
 
   Enter basic FC configurations (yes/no) [n]: y
 
   Configure default physical FC switchport interface state (shut/noshut) [shut]: Enter
 
   Configure default switchport trunk mode (on/off/auto) [on]: auto
 
   Configure default zone policy (permit/deny) [deny]: Enter
 
   Enable full zoneset distribution? (yes/no) [n]: y
 
   Configure CoPP system profile (strict/moderate/lenient/dense) [strict]: Enter
 
   Would you like to edit the configuration? (yes/no) [n]: Enter
 
   2.    Review the configuration summary before enabling the configuration:
 
   Use this configuration and save it? (yes/no) [y]: Enter
 
    
    [image: *]       SAN switching requires both the SAN_ENTERPRISE_PKG and FC_PORT_ACTIVATION_PKG licenses. Ensure these licenses are installed on each Nexus 93180YC-FX switch.
 
    [image: *]       This section is structured as a green field switch setup. If existing switches that are switching active traffic are being setup, execute this procedure down through Perform TCAM Carving and Configure Unified Ports in Cisco Nexus 93180YC-FX A and B first on one switch and then when that is completed, execute on the other switch.
 
   
 
   Install feature-set fcoe in Cisco Nexus 93180YC-FX A and B
 
   To add the fcoe feature-set, follow this step on both switches:
 
   1.    Run the following commands to set global configurations:
 
   config t
 install feature-set fcoe
 
   feature-set fcoe
 
   system default switchport trunk mode auto
 
   system default switchport mode F
 
    
    [image: *]       These steps are provided in case the basic FC configurations were not configured in the switch setup script detailed in the previous section.
 
   
 
   Set System-Wide QoS Configurations in Cisco Nexus 93180YC-FX A and B
 
   To set system-wide QoS configurations for FCoE for no-drop traffic support, follow this step on both switches:
 
   1.    Run the following commands to set global configurations:
 
   config t
 system qos
 
   service-policy type queuing input default-fcoe-in-que-policy
 
   service-policy type queuing output default-fcoe-8q-out-policy
 
   service-policy type network-qos default-fcoe-8q-nq-policy
 copy run start
 
   Perform TCAM Carving and Configure Unified Ports in Cisco Nexus 93180YC-FX A and B
 
   SAN switching requires TCAM carving for lossless fibre channel no-drop support. Also, unified ports need to be converted to fc ports. To perform TCAM carving on the Cisco Nexus switches and to convert ports 1-16 to fc, follow these steps:
 
   1.    Run the following commands:
 
   hardware access-list tcam region ing-racl 1536
 hardware access-list tcam region ing-ifacl 256
 hardware access-list tcam region ing-redirect 256
 slot 1
 port 1-8 type fc
 copy running-config startup-config
 reload
 This command will reboot the system. (y/n)?  [n] y
 
   2.    After the switch reboots, log back in as admin. Run the following commands:
 
   show hardware access-list tcam region |i i ing-racl
 
   show hardware access-list tcam region |i i ifacl
 show hardware access-list tcam region |i i ing-redirect
 show int status
 
   FlexPod Cisco Nexus 93180YC-FX SAN Switching Ethernet Switching Automated Configuration
 
   For the automated configuration of the Ethernet part of the Cisco Nexus 93180YC-FX switches when using the switches for SAN switching, once the base configuration is set, return to Ansible Nexus Switch Configuration and execute from there.
 
   FlexPod Cisco Nexus 93180YC-FX SAN Switching Ethernet Switching Manual Configuration
 
   For the manual configuration of the Ethernet part of the Cisco Nexus 93180YC-FX switches when using the switches for SAN switching, once the base configuration above is set, return to FlexPod Cisco Nexus Switch Manual Configuration and execute from there.
 
   [bookmark: FlexPodCiscoNexus93180YC_FXSANpart2]FlexPod with Cisco Nexus 93180YC-FX SAN Switching Configuration – Part 2
 
    
    [bookmark: _Hlk54276449][image: *]       If the Cisco Nexus 93180YC-FX switch is being used for SAN Switching, this section should be completed in place of the Cisco MDS section of this document.
 
   
 
   FlexPod Cisco Nexus 93180YC-FX SAN Switching Automated Configuration
 
   To automate the configuration of the SAN part of the Cisco Nexus 93180YC-FX switches when using the switches for SAN switching, follow these steps:
 
   1.    Verify Nexus switch ssh keys are in /root/.ssh/known_hosts. Adjust known_hosts as necessary if errors occur.
 
   ssh admin@<nexus-A-mgmt0-ip>
 exit
 ssh admin@<nexus-B-mgmt0-ip>
 exit
 
   2.    Edit the /root/ FlexPod-M6/FlexPod-UCSM-M6/inventory file putting the Nexus A information in for MDS A and the Nexus B information in for MDS B. 
 
   3.    Edit the following variable files to ensure proper Nexus SAN variables are entered:
 
   ●   /root/ FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ●   /root/ FlexPod-M6/FlexPod-UCSM-M6/host_vars/mdsA.yml
 
   ●   /root/ FlexPod-M6/FlexPod-UCSM-M6/host_vars/mdsB.yml
 
   ●   /root/ FlexPod-M6/FlexPod-UCSM-M6/roles/NEXUSSANconfig/defaults/main.yml
 
    
    [image: *]       The SAN variables and port descriptions from the mdsA.yml and mdsB.yml files will be used for the SAN configuration in the Nexus 93180YC-FX switches.
 
   
 
   4.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_NexusSAN.yml Ansible playbook.
 
   ansible-playbook ./Setup_NexusSAN.yml -i inventory
 
   FlexPod Cisco Nexus 93180YC-FX SAN Switching Ethernet Switching Manual Configuration
 
   For the manual configuration of the SAN part of the Cisco Nexus 93180YC-FX switches when using the switches for SAN switching, execute the following:
 
   Enable Features in Cisco Nexus 93180YC-FX A and B
 
   To enable the appropriate features on the Cisco Nexus switches, follow these steps:
 
   1.    Log in as admin.
 
    
    [image: *]       SAN switching requires both the SAN_ENTERPRISE_PKG and FC_PORT_ACTIVATION_PKG licenses. Make sure these licenses are installed on each Cisco Nexus 93180YC-FX switch.
 
   
 
   2.    Because basic FC configurations were entered in the setup script, feature-set fcoe has been automatically installed and enabled. Run the following commands:
 
   config t
 feature npiv
 feature fport-channel-trunk
 
   Configure Fibre Channel Ports in Cisco Nexus 93180YC-FX A
 
   To configure individual ports and port-channels for switch A, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   interface fc1/1
 
   switchport description <st-clustername>-01:5a
 port-license acquire
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
 
 
   interface fc1/2
 
   switchport description <st-clustername>-02:5a
 port-license acquire
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/5
 
   switchport description <ucs-clustername>-a:1/1
 port-license acquire
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface fc1/6
 
   switchport description <ucs-clustername>-a:1/2
 port-license acquire
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface san-port-channel15
 
   channel mode active
 
   switchport trunk allowed vsan <vsan-a-id>
 
   switchport description <ucs-clustername>-a
 
   switchport speed 32000
 
   no shutdown
 exit
 
    
    [image: *]       If VSAN trunking is not being used between the UCS Fabric Interconnects and the MDS switches, do not enter “switchport trunk allowed vsan <vsan-a-id>” for interface port-channel15. Also, the default setting of switchport trunk mode auto is being used for the port channel.
 
   
 
   Configure Fibre Channel Ports in Cisco Nexus 93180YC-FX B
 
   To configure individual ports and port-channels for switch B, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   interface fc1/1
 
   switchport description <st-clustername>-01:5b
 port-license acquire
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/2
 
   switchport description <st-clustername>-02:5b
 port-license acquire
 
   switchport speed 32000
 
   switchport trunk mode off
 
   no shutdown
 
   exit
 
    
 
   interface fc1/5
 
   switchport description <ucs-clustername>-b:1/1
 port-license acquire
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface fc1/6
 
   switchport description <ucs-clustername>-b:1/2
 port-license acquire
 
   channel-group 15
 
   no shutdown
 
   exit
 
    
 
   interface san-port-channel15
 
   channel mode active
 
   switchport trunk allowed vsan <vsan-b-id>
 
   switchport description <ucs-clustername>-b
 
   switchport speed 32000
 
   no shutdown
 
   exit
 
    
    [image: *]       If VSAN trunking is not being used between the Cisco UCS Fabric Interconnects and the Nexus switches, do not enter “switchport trunk allowed vsan <vsan-b-id>” for interface port-channel15. Also, the default setting of switchport trunk mode auto is being used for the port channel.
 
   
 
   Create VSANs in Cisco Nexus 93180YC-FX A
 
   To create the necessary VSANs for fabric A and add ports to them, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   vsan database
 
   vsan <vsan-a-id>
 
   vsan <vsan-a-id> name Fabric-A
 
   vsan <vsan-a-id> interface fc1/1
 Traffic on fc1/1 may be impacted. Do you want to continue? (y/n) [n] y
 
   vsan <vsan-a-id> interface fc1/2
 Traffic on fc1/2 may be impacted. Do you want to continue? (y/n) [n] y
 
   vsan <vsan-a-id> interface san-port-channel15
 exit
 
   zone smart-zoning enable vsan <vsan-a-id>
 
   zoneset distribute full vsan <vsan-a-id>
 copy run start
 
   Create VSANs in Cisco Nexus 93180YC-FX B
 
   To create the necessary VSANs for fabric B and add ports to them, follow this step:
 
   1.    From the global configuration mode, run the following commands:
 
   vsan database
 
   vsan <vsan-b-id>
 
   vsan <vsan-b-id> name Fabric-B
 
   vsan <vsan-b-id> interface fc1/1
 Traffic on fc1/1 may be impacted. Do you want to continue? (y/n) [n] y
 
   vsan <vsan-b-id> interface fc1/2
 Traffic on fc1/2 may be impacted. Do you want to continue? (y/n) [n] y
 
   vsan <vsan-b-id> interface san-port-channel15
 
   exit
 
   zone smart-zoning enable vsan <vsan-b-id>
 
   zoneset distribute full vsan <vsan-b-id>
 copy run start
 
   [bookmark: _Toc52462581]Cisco Nexus 93180YC-FX Zoning
 
   This section explains how to configure Device Aliases, Zoning, and Zonesets in the Cisco Nexus 93180YC-FX switches for use in a FlexPod environment. Follow the steps precisely because failure to do so could result in an improper configuration.
 
   Create Device Aliases in Cisco Nexus 93180YC-FX A
 
   To create device aliases for Fabric A that will be used to create zones, follow this step:
 
   1.    Login as admin and from the global configuration mode, run the following commands:
 
   config t
 device-alias mode enhanced
 
   device-alias database
 
   device-alias name Infra-SVM-fcp-lif01a pwwn <fcp-lif01a-wwpn>
 
   device-alias name Infra-SVM-fcp-lif02a pwwn <fcp-lif02a-wwpn>
 
   device-alias name VM-Host-Infra-01-A pwwn <vm-host-infra-01-wwpna>
 
   device-alias name VM-Host-Infra-02-A pwwn <vm-host-infra-02-wwpna>
 
   device-alias name VM-Host-Infra-03-A pwwn <vm-host-infra-03-wwpna>
 
   device-alias commit
 show device-alias database
 
   Create Device Aliases in Cisco Nexus 93180YC-FX B
 
   To create device aliases for Fabric B that will be used to create zones, follow this step:
 
   1.    Login as admin and from the global configuration mode, run the following commands:
 
   config t
 device-alias mode enhanced
 
   device-alias database
 
   device-alias name Infra-SVM-fcp-lif01b pwwn <fcp-lif01b-wwpn>
 
   device-alias name Infra-SVM-fcp-lif02b pwwn <fcp-lif02b-wwpn>
 
   device-alias name VM-Host-Infra-01-B pwwn <vm-host-infra-01-wwpnb>
 
   device-alias name VM-Host-Infra-02-B pwwn <vm-host-infra-02-wwpnb>
 
   device-alias name VM-Host-Infra-03-B pwwn <vm-host-infra-03-wwpnb>
 
   device-alias commit
 show device-alias database
 
   [bookmark: _Hlk45881378]Create Zones and Zoneset in Cisco Nexus 93180YC-FX A
 
   To create the required zones and zoneset on Fabric A, run the following commands:
 
   [bookmark: _Hlk61359340]zone name Infra-SVM-Fabric-A vsan <vsan-a-id>
 
   member device-alias VM-Host-Infra-01-A init
 
   member device-alias VM-Host-Infra-02-A init
 
   member device-alias VM-Host-Infra-03-A init
 
   member device-alias Infra-SVM-fcp-lif-01a target
 
   member device-alias Infra-SVM-fcp-lif-02a target
 
   exit
 
   zoneset name Fabric-A vsan <vsan-a-id>
 
   member Infra-SVM-Fabric-A
 
   exit
 
   zoneset activate name Fabric-A vsan <vsan-a-id>
 
   show zoneset active
 
   copy r s
 
   Create Zones and Zoneset in Cisco Nexus 93180YC-FX B
 
   To create the required zones and zoneset on Fabric B, run the following commands:
 
   [bookmark: _Hlk61359390]zone name Infra-SVM-Fabric-B vsan <vsan-b-id>
 
   member device-alias VM-Host-Infra-01-B init
 
   member device-alias VM-Host-Infra-02-B init
 
   member device-alias VM-Host-Infra-03-B init
 
   member device-alias Infra-SVM-fcp-lif-01b target
 
   member device-alias Infra-SVM-fcp-lif-02b target
 
   exit
 
   zoneset name Fabric-B vsan <vsan-b-id>
 
   member Infra-SVM-Fabric-B
 
   exit
 
   zoneset activate name Fabric-B vsan <vsan-b-id>
 
   exit
 
   show zoneset active
 
   copy r s
 
   Switch Testing Commands
 
   The following commands can be used to check for correct switch configuration:
 
    
    [image: *]       Some of these commands need to run after further configuration of the FlexPod components are complete to see complete results.
 
   
 
   show run
 
   show run int
 
   show int
 show int status
 show int brief
 show flogi database
 show device-alias database
 show zone
 show zoneset
 show zoneset active
 
   [bookmark: FlexPodiSCSIAddition][bookmark: _Toc52462582]FlexPod iSCSI Addition
 
   Except for storage, the following sections describe the additional manual steps for building a FlexPod with iSCSI boot. The Cisco Nexus, Cisco UCS, and VMware Ansible scripts have a configure_iSCSI parameter that when set, completes the iSCSI configuration.
 
   [bookmark: _Toc52462583]Cisco Nexus Switch Configuration
 
   This section is a delta section for adding infrastructure iSCSI to the Cisco Nexus switches.  This section should be executed after the Cisco Nexus Switch Configuration section in the main document is completed.
 
   Create Infrastructure iSCSI VLANs on Cisco Nexus A and Cisco Nexus B
 
   To create the necessary virtual local area networks (VLANs), follow this step on both switches:
 
   1.    From the global configuration mode, run the following commands:
 
   config t
 
   vlan <infra-iscsi-a-vlan-id>
 
   name Infra-iSCSI-A-VLAN
 
   vlan <infra-iscsi-b-vlan-id>
 
   name Infra-iSCSI-B-VLAN
 
   exit
 
   Add Infrastructure iSCSI VLANs to Port-Channels on Cisco Nexus A and Cisco Nexus B
 
   To create the necessary virtual local area networks (VLANs), follow this step on both switches:
 
   1.    From the global configuration mode, run the following commands:
 
   port-profile type port-channel vPC-Peer-Link
 
   switchport trunk allowed vlan add <infra-iscsi-a-vlan-id>,<infra-iscsi-b-vlan-id>
 
   exit
 port-profile type port-channel FP-ONTAP-Storage
 
   switchport trunk allowed vlan add <infra-iscsi-a-vlan-id>,<infra-iscsi-b-vlan-id>
 
   exit
 port-profile type port-channel FP-UCS
 
   switchport trunk allowed vlan add <infra-iscsi-a-vlan-id>,<infra-iscsi-b-vlan-id>
 
   exit
 copy run start
 
   [bookmark: _Hlk20754820][bookmark: _Toc52462584]NetApp Storage Configuration – Part 1
 
    
    [image: *]       You can use Ansible scripts to configure the iSCSI protocol for the storage configurations.
 
   
 
   To configure the storage, follow these steps:
 
   1.    Edit the following variable files to ensure proper ONTAP Storage variables are entered:
 
   ·         FlexPod-M6/FlexPod-UCSM-M6/inventory
 
   ·         FlexPod-M6/FlexPod-UCSM-M6/group_vars/all.yml
 
   ·         FlexPod-M6/FlexPod-UCSM-M6/group_vars/ontap
 
   ·         FlexPod-M6/FlexPod-UCSM-M6/vars/ontap_main.yml
 
   ◦     under the #SVM specific variables  >  svm specs:  >  allowed protocols: iscsi
 
   ◦     Update all the iscsi parameters
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, run the Setup_ONTAP.yml Ansible playbook:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_1
 
    
    [image: *]       Use the -vvv tag to see detailed execution output log.
 
    [image: *]       If the iSCSI license was not installed during the cluster configuration, make sure to install the license before creating the iSCSI service.
 
   
 
   Create Block Protocol (iSCSI) Service
 
   To create the block protocol iSCSI service, follow these steps:
 
    
    [image: *]       If the FCP protocol is not being used in the environment it should be removed from the vserver configured in a previous step.  If FCP will be used in addition to iSCSI or in the future, step 1 can be omitted. 
 
   
 
   1.    Remove FCP protocol from the vserver:
 
   vserver remove-protocols -vserver <infra-data-svm> -protocols fcp
 
   2.    Enable the iSCSI protocol on the vserver:
 
   vserver add-protocols -vserver <infra-data-svm>  -protocols iscsi
 
   3.    Create the iSCSI block service:
 
   vserver iscsi create -vserver <infra-data-svm>
 vserver iscsi show
 
   Create iSCSI Broadcast Domains
 
   To create the broadcast domains for each of the iSCSI VLANs, run the following commands:
 
   network port broadcast-domain create -broadcast-domain Infra-iSCSI-A -mtu 9000
 network port broadcast-domain create -broadcast-domain Infra-iSCSI-B -mtu 9000
 
   Create iSCSI VLANs
 
   To create iSCSI VLANs, follow these steps:
 
   1.    Modify the MTU size on the parent interface group hosting the iSCSI traffic using the following commands:
 
   network port modify -node <st-node01> -port a0a -mtu 9000
 
   network port modify -node <st-node02> -port a0a -mtu 9000
 
   2.    Create VLAN ports for the iSCSI LIFs on each storage controller:
 
   network port vlan create -node <st-node01> -vlan-name a0a-<infra-iscsi-a-vlan-id>
 network port vlan create -node <st-node01> -vlan-name a0a-<infra-iscsi-b-vlan-id> 
 
   
 network port vlan create -node <st-node02> -vlan-name a0a-<infra-iscsi-a-vlan-id>
 network port vlan create -node <st-node02> -vlan-name a0a-<infra-iscsi-b-vlan-id>
 
   Add VLANs to iSCSI Broadcast Domains
 
   To add each of the iSCSI VLAN ports to the corresponding broadcast domain, run the following commands:
 
   network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-A -ports <st-node01>:a0a-<infra-iscsi-a-vlan-id>
 
 
 
   network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-B -ports <st-node01>:a0a-<infra-iscsi-b-vlan-id>
 
 
 
   network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-A -ports <st-node02>:a0a-<infra-iscsi-a-vlan-id>
 
    
 
   network port broadcast-domain add-ports -broadcast-domain Infra-iSCSI-B -ports <st-node02>:a0a-<infra-iscsi-b-vlan-id>
 
   
 network port broadcast-domain show
 
   Create iSCSI LIFs
 
   To create four iSCSI LIFs, run the following commands (two on each node):
 
   network interface create -vserver <infra-data-svm> -lif iscsi-lif-01a -role data -data-protocol iscsi -home-node <st-node01> -home-port a0a-<infra-iscsi-a-vlan-id> [bookmark: _Hlk20750390]-address <st-node01-infra-iscsi-a–ip> -netmask <infra-iscsi-a-mask> -status-admin up
 
    
 
   network interface create -vserver <infra-data-svm> -lif iscsi-lif-01b -role data -data-protocol iscsi -home-node <st-node01> -home-port a0a-<infra-iscsi-b-vlan-id> -address <st-node01-infra-iscsi-b–ip> -netmask <infra-iscsi-b-mask> –status-admin up
 
    
 
   network interface create -vserver <infra-data-svm> -lif iscsi-lif-02a -role data -data-protocol iscsi -home-node <st-node02> -home-port a0a-<infra-iscsi-a-vlan-id> -address <st-node02-infra-iscsi-a–ip> -netmask <infra-iscsi-a-mask> –status-admin up
 
    
 
   network interface create -vserver <infra-data-svm> -lif iscsi-lif-02b -role data -data-protocol iscsi -home-node <st-node02> -home-port a0a-<infra-iscsi-b-vlan-id> -address <st-node02-infra-iscsi-b–ip> -netmask <infra-iscsi-b-mask> –status-admin up
 
    
 
   network interface show
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   The following sections can be completed to add infrastructure iSCSI to the Cisco UCS.  These section can be completed in place of the sections found in Cisco UCS Configuration labeled (FCP), or they can be completed in addition to the FCP sections to have the option of FCP or iSCSI boot.
 
   Create IQN Pools for iSCSI Boot
 
   To configure the necessary IQN pools for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click SAN.
 
   2.    Expand Pools > root.
 
   3.    Right-click IQN Pools.
 
   4.    Choose Create IQN Suffix Pool to create the IQN pool.
 
   5.    Enter IQN-Pool for the name of the IQN pool.
 
   6.    Optional: Enter a description for the IQN pool.
 
   7.    Enter iqn.2010-11.com.flexpod as the prefix.
 
   8.    Choose Sequential for Assignment Order.
 
   9.    Click Next.
 
   10. Click Add.
 
   11. Enter ucs-host as the suffix.
 
    
    [image: *]       If multiple Cisco UCS domains are being used, a more specific IQN suffix may need to be used.
 
   
 
   12. Enter 1 in the From field.
 
   13. Specify the size of the IQN block sufficient to support the available server resources.
 
   
 
   14. Click OK.
 
   15. Click Finish and OK to complete creating the IQN pool.
 
   Create IP Pools for iSCSI Boot 
 
   To configure the necessary IP pools for iSCSI boot for the Cisco UCS environment, follow these steps:
 
    
    [image: *]       The IP Pools for iSCSI Boot are created here in the root organization, assuming that all UCS servers will be booted from the NetApp Infrastructure SVM. If servers will be booted from tenant SVMs with UCS tenant organizations, consider creating the IP Pools for iSCSI Boot in the tenant organization.
 
   
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand Pools > root.
 
   3.    Right-click IP Pools.
 
   4.    Choose Create IP Pool.
 
   5.    Enter iSCSI-IP-Pool-A as the name of IP pool.
 
   6.    Optional: Enter a description for the IP pool.
 
   7.    Choose Sequential for the assignment order.
 
   8.    Click Next.
 
   9.    Click Add to add a block of IP addresses.
 
   10. In the From field, enter the beginning of the range to assign as iSCSI boot IP addresses on Fabric A.
 
   11. Set the size to enough addresses to accommodate the servers.
 
   12. Enter the appropriate Subnet Mask.
 
   13. Click OK.
 
   14. Click Next.
 
   15. Click Finish and OK to complete creating the Fabric A iSCSI IP Pool.
 
   16. Right-click IP Pools.
 
   17. Choose Create IP Pool.
 
   18. Enter iSCSI-IP-Pool-B as the name of IP pool.
 
   19. Optional: Enter a description for the IP pool.
 
   20. Choose Sequential for the assignment order.
 
   21. Click Next.
 
   22. Click Add to add a block of IP addresses.
 
   23. In the From field, enter the beginning of the range to assign as iSCSI IP addresses on Fabric B.
 
   24. Set the size to enough addresses to accommodate the servers.
 
   25. Enter the appropriate Subnet Mask.
 
   26. Click OK.
 
   27. Click Next.
 
   28. Click Finish and OK to complete creating the Fabric B iSCSI IP Pool.
 
   Create iSCSI VLANs
 
   To configure the necessary iSCSI virtual local area networks (VLANs) for the Cisco UCS environment, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.    
 
   2.    Expand LAN > LAN Cloud.      
 
   3.    Right-click VLANs.
 
   4.    Choose Create VLANs.
 
   5.    Enter Infra-iSCSI-A as the name of the VLAN to be used for iSCSI-A.
 
   6.    Keep the Common/Global option selected for the scope of the VLAN.
 
   7.    Enter the Infra-iSCSI-A VLAN ID.
 
   8.    Keep the Sharing Type as None.
 
   
 
   9.    Click OK and then click OK again.
 
   10. Right-click VLANs.
 
   11. Choose Create VLANs.
 
   12. Enter Infra-iSCSI-B as the name of the VLAN to be used for iSCSI-B.
 
   13. Keep the Common/Global option selected for the scope of the VLAN.
 
   14. Enter the iSCSI-B VLAN ID.
 
   15. Keep the Sharing Type as None.
 
   16. Click OK and then click OK again.
 
   Create iSCSI vNIC Templates
 
   To create iSCSI virtual network interface card (vNIC) templates for the Cisco UCS environment within the FlexPod Organization, follow these steps: 
 
   1.    Choose LAN.
 
   2.    Expand Policies > root > Sub-Organizations > FlexPod Organization.
 
   3.    Right-click vNIC Templates under the FlexPod Organization. 
 
   4.    Choose Create vNIC Template. 
 
   5.    Enter iSCSI-A as the vNIC template name.
 
   6.    Choose Fabric A. Do not choose the Enable Failover checkbox. 
 
   7.    Leave Redundancy Type set at No Redundancy.
 
   8.    Under Target, make sure that only the Adapter checkbox is selected.
 
   9.    Choose Updating Template for Template Type. 
 
   10. Under VLANs, choose only Infra-iSCSI-A. 
 
   11. Choose Infra-iSCSI-A as the native VLAN.
 
   12. Leave vNIC Name set for the CDN Source. 
 
   13. Under MTU, enter 9000. 
 
   14. From the MAC Pool list, choose MAC-Pool-A. 
 
   15. From the Network Control Policy list, choose Enable-CDP-LLDP. 
 
   
 
   16. Click OK to complete creating the vNIC template.
 
   17. Click OK.
 
   18. Right-click vNIC Templates. 
 
   19. Choose Create vNIC Template. 
 
   20. Enter iSCSI-B as the vNIC template name.
 
   21. Choose Fabric B. Do not choose the Enable Failover checkbox. 
 
   22. Leave Redundancy Type set at No Redundancy.
 
   23. Under Target, make sure that only the Adapter checkbox is selected.
 
   24. Choose Updating Template for Template Type. 
 
   25. Under VLANs, choose only Infra-iSCSI-B. 
 
   26. Choose Infra-iSCSI-B as the native VLAN.
 
   27. Leave vNIC Name set for the CDN Source.
 
   28. Under MTU, enter 9000. 
 
   29. From the MAC Pool list, choose MAC-Pool-B. 
 
   30. From the Network Control Policy list, choose Enable-CDP-LLDP. 
 
   31. Click OK to complete creating the vNIC template.
 
   32. Click OK.
 
   Create LAN Connectivity Policy for iSCSI Boot
 
   To configure the necessary Infrastructure LAN Connectivity Policy within the FlexPod Organization, follow these steps:
 
   1.    In Cisco UCS Manager, click LAN.
 
   2.    Expand LAN > Policies > root > Sub-Organizations > FlexPod Organization.
 
   3.    Right-click LAN Connectivity Policies under the FlexPod Organization.
 
   4.    Choose Create LAN Connectivity Policy.
 
   5.    Enter iSCSI-Boot as the name of the policy.
 
   6.    Click OK then OK again to create the policy.
 
   7.    On the left under LAN > Policies > root > Sub-Organizations > FlexPod Organization > LAN Connectivity Policies, choose iSCSI-Boot.
 
   8.    Click Add to add a vNIC.
 
   9.    In the Create vNIC dialog box, enter 00-vSwitch0-A as the name of the vNIC.
 
   10. Check the box for Use vNIC Template.
 
   11. In the vNIC Template list, choose vSwitch0-A.
 
   12. In the Adapter Policy list, choose VMWare.
 
   13. Click OK to add this vNIC to the policy.
 
   14. Click Save Changes and OK.
 
   15. Click Add to add another vNIC to the policy.
 
   16. In the Create vNIC box, enter 01-vSwitch0-B as the name of the vNIC.
 
   17. Check the box for Use vNIC Template.
 
   18. In the vNIC Template list, choose vSwitch0-B.
 
   19. In the Adapter Policy list, choose VMWare.
 
   20. Click OK to add the vNIC to the policy.
 
   21. Click Save Changes and OK. 
 
   22. Click Add to add a vNIC.
 
   23. In the Create vNIC dialog box, enter 02-vDS0-A as the name of the vNIC.
 
   24. Check the box for Use vNIC Template.
 
   25. In the vNIC Template list, choose vDS0-A.
 
   26. In the Adapter Policy list, choose VMWare-HighTrf.
 
   27. Click OK to add this vNIC to the policy.
 
   28. Click Save Changes and OK.
 
   29. Click Add to add another vNIC to the policy.
 
   30. In the Create vNIC box, enter 03-vDS0-B as the name of the vNIC.
 
   31. Check the box for Use vNIC Template.
 
   32. In the vNIC Template list, choose vDS0-B.
 
   33. In the Adapter Policy list, choose VMWare-HighTrf.
 
   34. Click OK to add the vNIC to the policy.
 
   35. Click Save Changes and OK.
 
   36. Click Add to add a vNIC.
 
   37. In the Create vNIC dialog box, enter 04-iSCSI-A as the name of the vNIC.
 
   38. Check the box for Use vNIC Template.
 
   39. In the vNIC Template list, choose iSCSI-A.
 
   40. In the Adapter Policy list, choose VMWare. 
 
   41. Click OK to add this vNIC to the policy.
 
   42. Click Save Changes and OK.
 
   43. Click Add to add a vNIC to the policy.
 
   44. In the Create vNIC dialog box, enter 05-iSCSI-B as the name of the vNIC.
 
   45. Check the box for Use vNIC Template.
 
   46. In the vNIC Template list, choose iSCSI-B.
 
   47. In the Adapter Policy list, choose VMWare. 
 
   48. Click OK to add this vNIC to the policy.
 
   49. Click Save Changes and OK.
 
   50. Expand Add iSCSI vNICs.
 
   51. Choose Add in the Add iSCSI vNICs section.
 
   52. Set the name to iSCSI-Boot-A.
 
   53. Choose 04-iSCSI-A as the Overlay vNIC.
 
   54. Set the iSCSI Adapter Policy to default.
 
   55. Leave the VLAN set to Infra-iSCSI-A (native).
 
   56. Leave the MAC Address set to None.
 
   57. Click OK.
 
   58. Click Save Changes and OK.
 
   59. Choose Add in the Add iSCSI vNICs section.
 
   60. Set the name to iSCSI-Boot-B.
 
   61. Choose 05-iSCSI-B as the Overlay vNIC.
 
   62. Set the iSCSI Adapter Policy to default.
 
   63. Leave the VLAN set to Infra-iSCSI-B (native).
 
   64. Leave the MAC Address set to None.
 
   65. Click OK.
 
   66. Click Save Changes and then click OK.
 
    
 
   Create iSCSI Boot Policy
 
   This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on cluster node 1 (iscsi-lif-01a and iscsi-lif-01b) and two iSCSI LIFs are on cluster node 2 (iscsi-lif-02a and iscsi-lif-02b). Also, it is assumed that the A LIFs are in the iSCSI-A VLAN and the B LIFs are in the iSCSI-B VLAN.
 
    
    [image: *]       One boot policy is configured in this procedure. The policy configures the primary target to be iscsi-lif01a.
 
   
 
   To create a boot policy for the Cisco UCS environment within the FlexPod Organization, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Policies > root > Sub-Organizations > FlexPod Organization.
 
   3.    Right-click Boot Policies under the FlexPod Organization.
 
   4.    Choose Create Boot Policy.
 
   5.    Enter Boot-iSCSI-A as the name of the boot policy.
 
   6.    Optional: Enter a description for the boot policy.
 
   7.    Do not choose the Reboot on Boot Order Change checkbox.
 
   8.    Choose the Uefi Boot Mode.
 
   9.    Check the box for Boot Security.
 
   10. Expand the Local Devices drop-down menu and click Add Remote CD/DVD.
 
   11. Expand the iSCSI vNICs drop-down menu and click Add iSCSI Boot.
 
   12. In the Add iSCSI Boot dialog box, enter iSCSI-Boot-A.
 
   13. Click OK.
 
   14. Choose Add iSCSI Boot.
 
   15. In the Add iSCSI Boot dialog box, enter iSCSI-Boot-B.
 
   16. Click OK.
 
   17. Expand CIMC Mounted Media and select Add CIMC Mounted CD/DVD.
 
    
 
   18. Expand iSCSI and select iSCSI-Boot-A. Select Set Uefi Boot Parameters.
 
    
    [image: *]       For Cisco UCS M5 and M6 servers it is not necessary to set the Uefi Boot Parameters.  These servers will boot properly with or without these parameters set. However, for Cisco UCS M4 and earlier servers, VMware ESXi 7.0 will not boot with Uefi Secure Boot unless these parameters are set exactly as shown.
 
   
 
   19. Fill in the Set Uefi Boot Parameters exactly as shown in the following screenshot:
 
   
 
   20. Click OK to complete setting the Uefi Boot Parameters for the SAN Boot Target and click OK for the confirmation.
 
   21. Repeat steps 1 - 20 to set Uefi Boot Parameters for each of the 2 iSCSI Boot Targets.
 
   22. Click OK then click OK again to create the policy.
 
   Create iSCSI Boot Service Profile Template 
 
   In this procedure, one service profile template for Infrastructure ESXi hosts within the FlexPod Organization is created for Fabric A boot. 
 
   To create the service profile template, follow these steps:
 
   1.    In Cisco UCS Manager, click Servers.
 
   2.    Expand Service Profile Templates > root > Sub-Organizations > FlexPod Organization. 
 
   3.    Right-click the FlexPod Organization.
 
   4.    Choose Create Service Profile Template to open the Create Service Profile Template wizard.
 
   5.    Enter VM-Host-Infra-iSCSI as the name of the service profile template. 
 
   6.    Choose the Updating Template option.
 
   7.    Under UUID Assignment, choose UUID_Pool.
 
   
 
   8.    Click Next.
 
   Configure Storage Provisioning
 
   To configure the storage provisioning, follow these steps:
 
   1.    Click the Local Disk Configuration Policy tab and choose the IgnoreDisk Local Storage Policy. 
 
   2.    Click Next.
 
   Configure Networking Options
 
   To configure the network options, follow these steps:
 
   1.    Choose the “Use Connectivity Policy” option to configure the LAN connectivity.
 
   2.    Choose iSCSI-Boot from the LAN Connectivity Policy drop-down list.
 
   3.    Choose IQN_Pool in Initiator Name Assignment.
 
     
 
   4.    Click Next.
 
   Configure Storage Options
 
   To configure the storage options, follow these steps:
 
   1.    Choose No vHBAs for the “How would you like to configure SAN connectivity?” field.
 
   2.    Click Next.
 
   Configure Zoning Options
 
   To configure the zoning options, follow this step:
 
   1.    Make no changes and click Next.
 
   Configure vNIC/HBA Placement
 
   To configure the vNIC/HBA placement, follow these steps:
 
   2.    In the “Select Placement” list, leave the placement policy as “Let System Perform Placement”.
 
   3.    Click Next.
 
   Configure vMedia Policy
 
   To configure the vMedia policy, follow these steps:
 
   1.    Do not select a vMedia Policy.
 
   2.    Click Next.
 
   Configure Server Boot Order
 
   To configure the server boot orders, follow these steps:
 
   1.    Choose Boot-iSCSI for Boot Policy.
 
   
 
   2.    In the Boot order, expand iSCSI and choose iSCSI-Boot-A.
 
   3.    Click Set iSCSI Boot Parameters.
 
   4.    In the Set iSCSI Boot Parameters pop-up, leave Authentication Profile to <not set> unless you have in-dependently created one appropriate to your environment.
 
   5.    Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name defined in the previous steps.
 
   6.    Set iSCSI-IP-Pool-A as the “Initiator IP address Policy.”
 
   7.    Choose iSCSI Static Target Interface option.
 
   8.    Click Add.
 
   9.    Enter the iSCSI Target Name. To get the iSCSI target name of Infra-SVM, log into the storage cluster management interface and run the “iscsi show” command”.
 
   10. Enter the IP address of iscsi-lif-01a for the IPv4 Address field.
 
   
 
   11. Click OK to add the iSCSI static target.
 
   12. Click Add.
 
   13. Enter the iSCSI Target Name.
 
   14. Enter the IP address of iscsi-lif-02a for the IPv4 Address field.
 
   15. Click OK to add the iSCSI static target.
 
   
 
   16. Click OK to complete setting the iSCSI Boot Parameters.
 
   17. In the Boot order, choose iSCSI-Boot-B.
 
   18. Click Set iSCSI Boot Parameters.
 
   19. In the Set iSCSI Boot Parameters pop-up, leave Authentication Profile to <not set> unless you have in-dependently created one appropriate to your environment.
 
   20. Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name defined in the previous steps.
 
   21. Set iSCSI-IP-Pool-B as the “Initiator IP address Policy”.
 
   22. Choose the iSCSI Static Target Interface option.
 
   23. Click Add.
 
   24. Enter the iSCSI Target Name. To get the iSCSI target name of Infra-SVM, login into storage cluster management interface and run “iscsi show” command”.
 
   25. Enter the IP address of iscsi-lif-01b for the IPv4 Address field.
 
   26. Click OK to add the iSCSI static target.
 
   27. Click Add.
 
   28. Enter the iSCSI Target Name.
 
   29. Enter the IP address of iscsi-lif-02b for the IPv4 Address field.
 
   30. Click OK to add the iSCSI static target.
 
   
 
   31. Click OK to complete setting the iSCSI Boot Parameters.
 
   32. Click Next.
 
   Configure Maintenance Policy
 
   To configure the maintenance policy, follow these steps:
 
   1.    Change the Maintenance Policy to default.
 
   
 
   2.    Click Next.
 
   Configure Server Assignment
 
   To configure server assignment, follow these steps:
 
   1.    In the Pool Assignment list, choose Infra-Pool.
 
   2.    Choose Down as the power state to be applied when the profile is associated with the server.
 
   3.    Optional: choose “UCS-B200M6” for the Server Pool Qualification to select only UCS B200M6 servers in the pool.
 
   4.    Expand Firmware Management at the bottom of the page and choose the default policy.
 
   
 
   5.    Click Next.
 
   Configure Operational Policies
 
   To configure the operational policies, follow these steps:
 
   1.    In the BIOS Policy list, choose the BIOS policy for the type of server that you have.
 
   2.    Expand External IPMI/Redfish Management Configuration and select IPMI-Profile for the IPMI/Redfish Access Profile.
 
   3.    Expand Power Control Policy Configuration and choose No-Power-Cap in the Power Control Policy list.
 
     
 
   4.    Click Finish to create the service profile template.
 
   5.    Click OK in the confirmation message.
 
   Create vMedia-Enabled Service Profile Template
 
   To create a service profile template with vMedia enabled, follow these steps:
 
   1.    Connect to Cisco UCS Manager and click Servers.
 
   2.    Choose Service Profile Templates > root > Sub-Organizations > FlexPod Organization > Service Template VM-Host-Infra-iSCSI.
 
   3.    Right-click VM-Host-Infra-iSCSI and click Create a Clone.
 
   4.    Name the clone VM-Host-Infra-iSCSI-vM and click OK then click OK again to create the clone.
 
   5.    Choose the newly created VM-Host-Infra-iSCSI-vM and choose the vMedia Policy tab.
 
   6.    Click Modify vMedia Policy.
 
   7.    Choose the ESXi-7U2—CC-HTTP vMedia Policy and click OK.
 
   8.    Click OK to confirm.
 
   This same cloning process can be used to create other Service Profile templates that can be modified to accommodate additional features such as Intel Datacenter Persistent Memory (DCPMem) in Memory or App-Direct Mode.
 
   Create Service Profiles
 
   To create service profiles from the service profile template, follow these steps:
 
   1.    Connect to Cisco UCS Manager and click Servers.
 
   2.    Expand Service Profile Templates > root > Sub-Organizations > FlexPod Organization.
 
   3.    Right-click the appropriate vMedia-enabled template and choose Create Service Profiles from Template.
 
   4.    For Naming Prefix, enter VM-Host-Infra-0.
 
   5.    For Name Suffix Starting Number, enter 1.
 
   6.    For Number of Instances, enter 3.
 
   
 
   7.    Click OK to create the service profiles.
 
   8.    Click OK in the confirmation message.
 
    
    [image: *]       When VMware ESXi 7.0U2 has been installed on the hosts, the host Service Profiles can be bound to the corresponding non-vMedia-enabled Service Profile Template to remove the vMedia Mapping from the host.
 
   
 
   [bookmark: _Toc52462590]NetApp Storage Configuration – Part 2
 
   To configure the storage, follow these steps:
 
   1.    Edit the following variable file and update the iscsi_igroups variables:
 
   FlexPod-M6/FlexPod-UCSM-M6/vars/ontap_main.yml
 
    
    [image: *]       Add the host IQNs in the iscsi iGroup variable for iSCSI SAN Boot. 
 
   
 
   2.    From /root/ FlexPod-M6/FlexPod-UCSM-M6, invoke the ansible scripts for this section use the following command:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_2
 
    
    [image: *]       Use the -vvv tag to see detailed execution output log.
 
   
 
   Ansible will implement all the Storage configurations tasks in this section. If implementing an Ansible configuration, skip the following manual steps and go to section Vmware vSphere Configuration.  
 
   Create igroups
 
   After the boot LUNs have been created for the three ESXi management hosts, create igroups by following these steps:
 
   [bookmark: _Ref20755347][bookmark: Table15]Table 15. iSCSI IQN for SVM
 
    
     
      
       
       	 SVM Name
  
       	 SVM Target IQN
  
      
 
       
       	 Infra-SVM
  
       	  
  
      
 
      
    
 
   
 
   [bookmark: _Ref20755386][bookmark: Table16]Table 16. iSCSI vNIC IQN Configuration
 
    
     
      
       
       	 Cisco UCS Service Profile Name
  
       	 iSCSI IQN
  
       	 Variable
  
      
 
      
      
       
       	 VM-Host-Infra-01
  
       	  
  
       	 <vm-host-infra-01-iqn>
  
      
 
       
       	 VM-Host-Infra-02
  
       	  
  
       	 <vm-host-infra-02-iqn>
  
      
 
       
       	 VM-Host-Infra-03
  
       	  
  
       	 <vm-host-infra-03-iqn>
  
      
 
      
    
 
   
 
   1.    To obtain the iSCSI vNIC IQN information in Cisco UCS Manager GUI, go to Servers > Service Profiles > root. Click each service profile and then click the iSCSI vNICs tab. The Initiator Name is displayed at the top of the page under the Service Profile Initiator Name. 
 
   2.    Create igroups by entering the following commands from the storage cluster management LIF SSH connection:
 
   lun igroup create –vserver <infra-data-svm> –igroup VM-Host-Infra-01 –protocol iscsi –ostype vmware –initiator <vm-host-infra-01-iqn>
 
    
 
   lun igroup create –vserver <infra-data-svm> –igroup VM-Host-Infra-02 –protocol iscsi –ostype vmware –initiator <vm-host-infra-02-iqn>
 
 lun igroup create –vserver <infra-data-svm> –igroup VM-Host-Infra-03 –protocol iscsi –ostype vmware –initiator <vm-host-infra-03-iqn>
 
    
    [image: *]       Use the values listed in Table 15 and Table 16 for the IQN information.
 
   
 
   3.    To view the two igroups just created, use the command lun igroup show:
 
   lun igroup show -protocol iscsi
 
   Map Boot LUNs to igroups
 
   From the storage cluster management LIF SSH connection, run the following commands: 
 
   lun mapping create –vserver <infra-data-svm> –path /vol/esxi_boot/VM-Host-Infra-01 –igroup VM-Host-Infra-01 –lun-id 0
 
 
 
   lun mapping create –vserver <infra-data-svm> –path /vol/esxi_boot/VM-Host-Infra-02 –igroup VM-Host-Infra-02 –lun-id 0
 
 lun mapping create –vserver <infra-data-svm> –path /vol/esxi_boot/VM-Host-Infra-03 –igroup VM-Host-Infra-03 –lun-id 0
 
   [bookmark: _Toc52462591]NetApp Storage Configuration – Part 3
 
   Execute the final Part 3 on NetApp ONTAP Storage configuration. 
 
   To invoke the ansible scripts, run the following command:
 
   ansible-playbook -i inventory Setup_ONTAP.yml -t ontap_config_part_3
 
   Configure DNS 
 
   To configure DNS for the Infra_SVM, run the following commands: 
 
   dns create -vserver <vserver name> -domains <dns-domain> -nameservers <dns-servers> 
 
    
 
   dns create -vserver Infra_SVM -domains flexpod.cisco.com -nameservers 10.1.156.250,10.1.156.251  
 
   Delete Residual Default Broadcast Domains (Applicable for 2-node cluster only) 
 
   To delete the Default broadcast domains that are not in use, run the following commands:
 
   broadcast-domain delete -broadcast-domain <broad-domain-name>
 
   broadcast-domain delete -broadcast-domain Default-1
 
   Test AutoSupport
 
   To test the AutoSupport configuration, send a message from all nodes of the cluster, by running the following command:
 
   autosupport invoke -node * -type all -message “FlexPod storage configuration completed”
 
   [bookmark: VMwarevSphereConfig]VMware vSphere Configuration
 
   Set Up VMkernel Ports and Virtual Switch on ESXi Host VM-Host-Infra-01 
 
   To add the iSCSI networking configuration on the first ESXi host, follow the steps at the end of section Set Up VMkernel Ports and Virtual Switch. In this section, the iSCSI Boot vSwitch created during the VMware installation is modified and used to connect to UCS fabric A and a second vSwitch is added to connect to fabric B. Two vSwitches is the simplest, easiest to troubleshoot configuration. Other configurations are also valid, such as moving the iSCSI VMkernel ports to pinned port groups on a virtual distributed switch.
 
   To setup VMkernel ports and virtual switches on ESXi hosts on VM-Host-Infra-01, follow these steps:
 
   1.    From the Host Client Navigator, click Networking.
 
   2.    In the center pane, choose the Virtual switches tab.
 
   3.    Highlight the iScsiBootvSwitch line.
 
   4.    Choose Edit settings.
 
   [bookmark: _Hlk4689372]5.    Change the MTU to 9000.
 
   
 
   6.    Click Save to save the changes to iScsiBootvSwitch.
 
   7.    Choose Add standard virtual switch.
 
   8.    Name the switch vSwitch1.
 
   9.    Change the MTU to 9000.
 
   10. From the drop-down list select vmnic5 for Uplink 1.
 
   
 
   11. Choose Add to add vSwitch1.
 
   12. In the center pane, choose the VMkernel NICs tab.
 
   13. Highlight the iScsiBootPG line.
 
   14. Choose Edit settings.
 
   15. Change the MTU to 9000.
 
   16. Expand IPv4 Settings and enter a unique IP address in the Infra-iSCSI-A subnet but outside of the Cisco UCS iSCSI-IP-Pool-A.
 
    
    [image: *]       It is recommended to enter a unique IP address for this VMkernel port to avoid any issues related to IP Pool reassignments in Cisco UCS.
 
   
 
   
 
   17. Click Save to save the changes to iScsiBootPG VMkernel NIC.
 
   18. Choose Add VMkernel NIC.
 
   19. For New port group, enter iScsiBootPG-B.
 
   20. For Virtual switch, use the pull-down to choose vSwitch1.
 
   21. Change the MTU to 9000.
 
   22. For IPv4 settings, choose Static.
 
   23. Expand IPv4 Settings and enter a unique IP address in the Infra-iSCSI-B subnet but outside of the Cisco UCS iSCSI-IP-Pool-B.
 
   
 
   24. Click Create to complete creating the VMkernel NIC.
 
   25. In the center pane, choose the Port groups tab.
 
   26. Highlight the iScsiBootPG line.
 
   27. Choose Edit settings.
 
   28. Change the Name to iScsiBootPG-A.
 
   29. Click Save to complete editing the port group name.
 
   30. On the left choose Storage, then in the center pane choose the Adapters tab.
 
   31. Click Software iSCSI to configure software iSCSI for the host.
 
   32. In the Configure iSCSI window, under Dynamic targets, click Add dynamic target.
 
   33. Choose to add address and enter the IP address of iscsi-lif-01a from storage SVM Infra-SVM. Press Return.
 
   34. Repeat steps 32-33 to add the IP addresses for iscsi-lif-02a, iscsi-lif-01b, and iscsi-lif-02b.
 
   35. Click Save configuration.
 
   36. Click Software iSCSI to configure software iSCSI for the host.
 
   37. Verify that four static targets and four dynamic targets are listed for the host.
 
   
 
   38. Click Cancel to close the window.
 
    
    [bookmark: _Hlk37073418][image: *]       If the host shows an alarm stating that connectivity with the boot disk was lost, place the host in Maintenance Mode and reboot the host.
 
   
 
   Add iSCSI Configuration to a VMware ESXi Host Added in vCenter
 
   This section details the steps to add iSCSI configuration to an ESXi host added and configured in vCenter. This section assumes the host has been added to vCenter and the basic networking completed, NFS datastores set up, and the time configuration and swap files added.
 
   To add an iSCSI configuration to an ESXi host, follow these steps:
 
   1.    In the vSphere HTML5 Client, under Hosts and Clusters, choose the ESXi host.
 
   2.    In the center pane, click Configure. In the list under Networking, select Virtual switches.
 
   3.    In the center pane, expand iScsiBootvSwitch. Click EDIT to edit settings for the vSwitch.
 
   4.    Change the MTU to 9000 and click OK.
 
   5.    Choose … > Edit Settings to the right of iScsiBootPG. Change the Network label to iScsiBootPG-A and click OK.
 
   6.    Choose … > Edit Settings to the right of the VMkernel Port IP address. Change the MTU to 9000.
 
   7.    Click IPv4 settings on the left. Change the IP address to a unique IP address in the Infra-iSCSI-A subnet but outside of the Cisco UCS iSCSI-IP-Pool-A.
 
    
    [image: *]       It is recommended to enter a unique IP address for this VMkernel port to avoid any issues related to IP Pool reassignments.
 
   
 
   8.    Click OK.
 
   9.    In the upper right-hand corner, choose ADD NETWORKING to add another vSwitch.
 
   10. Make sure VMkernel Network Adapter is selected and click NEXT.
 
   11. Choose New standard switch and change the MTU to 9000. Click NEXT.
 
   12. Choose to add an adapter. Make sure vmnic5 is highlighted and click OK. vmnic5 should now be under Active adapters. Click NEXT.
 
   13. Enter iScsiBootPG-B for the Network label, leave VLAN ID set to None (0), choose Custom – 9000 for MTU, and click NEXT.
 
   14. Choose Use static IPv4 settings. Enter a unique IP address and netmask in the Infra-iSCSI-B subnet but outside of the Cisco UCS iSCSI-IP-Pool-B. Click NEXT.
 
   15. Click FINISH to complete creating the vSwitch and the VMkernel port.
 
   16. In the list under Storage, choose Storage Adapters. 
 
   17. Choose the iSCSI Software Adapter and below, choose the Dynamic Discovery tab.
 
   18. Click Add.
 
   19. Enter the IP address of the storage controller’s Infra-SVM LIF iscsi-lif-01a and click OK.
 
   20. Repeat this process to add the IPs for iscsi-lif-02a, iscsi-lif-01b, and iscsi-lif-02b.
 
   21. Under Storage Adapters, click Rescan Adapter to rescan the iSCSI Software Adapter.
 
   22. Under Static Discovery, four static targets should now be listed.
 
   23. Under Paths, four paths should now be listed with two of the paths having the “Active (I/O)” Status.
 
   [bookmark: CreateFlexPodESXiISO][bookmark: _Toc52462592]Create a FlexPod ESXi Custom ISO using VMware vCenter
 
   In this validation document, the Cisco Custom Image for ESXi 7.0 U2 Install CD was used to install VMware ESXi. After this installation the Cisco UCS VIC drivers, Cisco UCS Tools and the [bookmark: _Hlk2860424]NetApp NFS Plug-in for VMware VAAI had to be installed or updated during the FlexPod deployment.  vCenter 7.0U2 or later can be used to produce a FlexPod custom ISO containing the updated UCS VIC drivers, UCS Tools and the NetApp NFS Plug-in for VMware VAAI. This ISO can be used to install VMware ESXi 7.0U2 without having to do any additional driver updates.  This ISO can be produced by following these steps:
 
   1.    Download the Cisco Custom Image for ESXi 7.0 U2 Offline Bundle. This file ([bookmark: _Hlk2863403]VMware_ESXi_7.0.2_17867351_Custom_Cisco_4.1.3_a_Bundle.zip) can be used to produce the FlexPod ESXi 7.0U2 CD ISO.
 
   2.    Download the following listed .zip files:
 
   ●   VMware ESXi 7.0 nfnic 5.0.0.12 Driver for Cisco VIC Adapters – Cisco-nfnic_5.0.0.12-1OEM.700.1.0.15843807_18369224.zip – extracted from the downloaded zip
 
   ●   UCS Tools Component for ESXi 7.0 1.2.1  - ucs-tool-esxi_1.2.1-1OEM.zip
 
   ●   NetApp NFS Plug-in for VMware VAAI 2.0 – NetAppNasPluginV2.0.zip
 
    
    [image: *]       The Cisco VIC nenic driver would also normally be downloaded and added to the FlexPod Custom ISO, but the 1.0.35.0 nenic driver is already included in the Cisco Custom ISO.
 
   
 
   3.    Log into the VMware vCenter HTML5 Client as administrator@vsphere.local.
 
   4.    Under Menu, choose Auto Deploy.
 
   5.    If you see the following, choose ENABLE IMAGE BUILDER.
 
   
 
   [bookmark: _Ref2863779]6.    Click IMPORT to upload a software depot.
 
   7.    Name the depot “Cisco Custom ESXi 7.0U2”. Click BROWSE. Browse to the local location of the VMware_ESXi_7.0.2_17867351_Custom_Cisco-4.1.3_a_Bundle.zip file downloaded above, highlight it, and click Open.
 
   
 
   [bookmark: _Ref2863842][bookmark: _Ref28964082]8.    Click UPLOAD to upload the software depot. 
 
   9.    Repeat steps 1 - 8 to add software depots for Cisco-nfnic_5.0.0.15-1OEM.700.1.0.15843807_18697950.zip, ucs-tool-esxi_1.2.1-1OEM.zip, and NetAppNasPluginV2.0.zip. 
 
   10. Click NEW to add a custom software depot.
 
   11. Choose Custom depot and name the custom depot FlexPod-ESXi-7.0U2.
 
   
 
   12. Click ADD to add the custom software depot.
 
   13. From the drop-down list, choose the Cisco Custom ESXi-7.0U2 (ZIP) software depot. Make sure the Image Profiles tab is selected and then click the radio button to select the Cisco-UCS-Custom-ESXi-70U2-17867351_4.1.3-a image profile. Click CLONE to clone the image profile.
 
   14. Name the clone FlexPod-ESXi-7.0U2. For Vendor, enter Cisco-NetApp. For Description, enter “Cisco Custom ISO ESXi 7.0U2 with Cisco VIC nfnic 5.0.0.12, UCS Tool-1.2.1 and NetAppNasPluginv2.0”. Choose FlexPod-ESXi-7.0U2 for Software depot. 
 
   
 
   15. Click NEXT.
 
   16. Under Available software packages, check NetAppNasPlugin 2.0-15, nfnic 5.0.0.15, and ucs-tool-esxi 1.2.1.  Uncheck nfnic 4.0.0.65 and ucs-tool-esxi 1.1.6. Leave the remaining selections unchanged.
 
   
 
   
 
   17. Click NEXT.
 
   
 
   18. Click FINISH.
 
   19. Using the Software Depot pulldown, choose the FlexPod-ESXi-7.0U2 (Custom) software depot. Under Image Profiles choose the FlexPod-ESXi-7.0U2 image profile. Click EXPORT to export an image profile. ISO should be selected. Click OK to generate a bootable ESXi installable image.
 
   20. Once the Image profile export completes, click DOWNLOAD to download the ISO.
 
   21. Once downloaded, you can rename the ISO to a more descriptive name.
 
   22. Optionally, generate the ZIP archive to generate an offline bundle for the FlexPod image using …  >  Export.
 
   [bookmark: _Toc52462593]FlexPod Backups
 
   [bookmark: _Toc52462594]Cisco UCS Backup
 
   Automated backup of the UCS domain is important for recovery of the UCS Domain from issues ranging catastrophic failure to human error.  There is a native backup solution within Cisco UCS that allows local or remote backup using FTP/TFTP/SCP/SFTP as options.
 
   Backups created can be a binary file containing the Full State, which can be used for a restore to the original or a replacement pair of fabric interconnects.  Alternately create the XML configuration file consisting of All configurations, just System configurations, or just Logical configurations of the UCS Domain.  For scheduled backups, options will be Full State or All Configuration, backup of just the System or Logical configurations can be manually initiated.
 
   To configure the backup, using the Cisco UCS Manager GUI, follow these steps:
 
   1.    Choose Admin within the Navigation pane and choose All.
 
   2.    Click the Policy Backup & Export tab within All.
 
   3.    For a Full State Backup, All Configuration Backup, or both, specify the following:
 
   a.    Hostname: <IP or FQDN of host that will receive the backup>
 
   4.    Protocol: [FTP/TFTP/SCP/SFTP]
 
   5.    User: <account on host to authenticate>
 
   6.    Password: <password for account on host>
 
   7.    Remote File: <full path and filename prefix for backup file>
 
    
    [image: *]       Admin State must be Enabled to fill in the Remote File field.
 
   
 
   8.    Admin State: <choose Enable to activate the schedule on save, Disable to disable schedule on Save>
 
   9.    Schedule: [Daily/Weekly/Bi Weekly]
 
    
 
   10. Click Save Changes to create the Policy.
 
   [bookmark: _Toc52462595]Cisco Nexus and MDS Backups
 
   The configuration of the Cisco Nexus 9000 and Cisco MDS 9132T switches can be backed up manually at any time with the copy command, but automated backups can be put in place with the NX-OS feature scheduler.  
 
   An example of setting up automated configuration backups of one of the FlexPod 93180YC-FX switches is shown below:
 
   conf t
 
   feature scheduler
 
   scheduler logfile size 1024
 
   scheduler job name backup-cfg
 
   copy running-config tftp://<server-ip>/$(SWITCHNAME)-cfg.$(TIMESTAMP) vrf management
 
   exit
 
   scheduler schedule name daily
 
   job name backup-cfg
 
   time daily 2:00
 
   end
 
    
    [image: *]       On the Cisco MDS 9132T, remove “vrf management” from the copy command.
 
   
 
   Show the job that has been setup:
 
   show scheduler job
 
   Job Name: backup-cfg
 
   --------------------
 
   copy running-config tftp://10.1.156.150/$(SWITCHNAME)-cfg.$(TIMESTAMP) vrf management
 
    
 
   ==============================================================================
 
    
 
   show scheduler schedule
 
   Schedule Name       : daily
 
   ---------------------------
 
   User Name           : admin
 
   Schedule Type       : Run every day at 2 Hrs 0 Mins
 
   Last Execution Time : Yet to be executed
 
   -----------------------------------------------
 
        Job Name            Last Execution Status
 
   -----------------------------------------------
 
   backup-cfg                            -NA-
 
   ==============================================================================
 copy r s
 
   The documentation for the feature scheduler can be found here: https://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/93x/system-management/b-cisco-nexus-9000-series-nx-os-system-management-configuration-guide-93x/b-cisco-nexus-9000-series-nx-os-system-management-configuration-guide-93x_chapter_0100001.html
 
   [bookmark: _Toc52462596]VMware VCSA Backup
 
   Basic scheduled backup for the vCenter Server Appliance is available within the native capabilities of the VCSA.  To create a scheduled backup, follow these steps:
 
   1.    Connect to the VCSA Console at https://<VCSA IP>:5480 as root.
 
   2.    Click Backup in the list to open the Backup Schedule Dialogue.
 
   3.    To the right of Backup Schedule, click CONFIGURE.
 
   4.    Specify: 
 
   a.    The Backup location with the protocol to use (FTPS,HTTPS,SFTP,FTP,NFS,SMB, and HTTP)
 
   b.    The User name and password. This can be root and any password. (We used NFSv3 sys security).
 
   c.    The Number of backups to retain.
 
   
 
   5.    Click CREATE.
 
    
    [image: *]       The Backup Schedule should now show a Status of Enabled.
 
   
 
   6.    To test the backup setup, you can choose BACKUP NOW and select “Use backup location and user name from backup schedule” to test the backup location.
 
   7.    Restoration can be initiated with the backed-up files using the Restore function of the VCSA 7.0 Installer.
 
   [bookmark: _Toc97465494][bookmark: _Toc55564540][bookmark: _Toc52462597]About the Authors
 
   John George, Technical Marketing Engineer, Data Center Solutions Engineering, Cisco Systems, Inc. 
 
   John has been involved in designing, developing, validating, and supporting the FlexPod Converged Infrastructure since it was developed over ten years ago. Before his role with FlexPod, he supported and administered a large worldwide training network and VPN infrastructure. John holds a master’s degree in Computer Engineering from Clemson University.
 
   Sree Lakshmi Lanka, Senior Technical Marketing Engineer, Hybrid cloud Infrastructures, NetApp
 
   Sree is a Senior Technical Marketing Engineer at NetApp. She has more than 12 years of experience in data center infrastructure solutions, both in traditional and in hybrid/public cloud space. She collaborates with Marketing, Product management and engineering teams to develop and deliver technical marketing product material, which includes Reference Architectures, technical Report, presentations, blogs, demo videos and white papers. This material is aimed at educating customers, partners, or sales team. She has a bachelor’s degree in Computer Science and an artist in the field of Kuchipudi dance, an Indian classical dance form from Andhra Pradesh. She enjoys organic gardening, hiking, and running.
 
   [bookmark: _Toc52462598]Acknowledgements
 
   For their support and contribution to the design, validation, and creation of this Cisco Validated Design, the authors would like to thank:
 
   ●     Haseeb Niazi, Technical Marketing Engineer, Cisco Systems, Inc.
 
   ●     Arvind Ramakrishnan, Sr. Technical Marketing Engineer, NetApp 
 
   ●     Kamini Singh, Technical Marketing Engineer, NetApp
 
   ●   Kishore Esanakula, Sr. Technical Marketing Engineer, NetApp
 
   [bookmark: _Toc97465495]Feedback
 
   For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at https://cs.co/en-cvds.
 
   NOTE: Available paragraph styles are listed in the Quick Styles Gallery in the Styles group on the Home tab. Alternatively, they can be accessed via the Styles window (press Alt + Ctrl + Shift + S).
 
  image006.jpg
5108 Chassis

wossiarewten-A

MDS 91327 Switeh -8

e 1w
pe—
T e
. wouoce
3

e





image007.png
‘Control Machine

eMDS.

Configure Compute

M NetApp

-1 & (00( 0¢ 0<¢





image005.jpg
Cisco Unified
Computing System
Ciseo UGS 6454 Fatre
Intersonnac, UGS 2408
Fatri Egenaars, U5
Series 1€ Biace Severs win
UCS VIC 1440, and UCS G-

Legend
———25.Gps comverged—

—— 25Gors Ethanet —
— 100-Gbps Etharnet——
— 32.G0ps Fitre Chamel —

Series 1 Rack Servers wih
Ues vic 1467

Cisco Nexus
93180YC-FX

NetApp storage.
controllers
AFF-A400

Cisco MDS 91327 or
91487 switch






image001.png





image003.png
cisco

DEsion






image004.jpg





image002.jpg





image050.jpg
SAN / SAN Cloud / Fabric A / FC Port Channels | FC Port-Channel 11 SPo-...

Gonerl | Pons  Faks  Events  Sutstcs

Stats Properties
Overal Status 4 Up o 1
Adatiorst o Fabxc0 A

PonTye Aggrogation
pi Transoon T e

Name spo-1t
Diatle Port Cramet -
Adapors

vean

Port Chaone Adin Speea- (78 Gows |
Oparatons Specd(Gors) : 64






image052.jpg
Create VHBA

Name

FOP-Fabric-A

Use vHiBA Tempiate : 8
Redundancy Pai :

Peer Name -

X

—— Create vHBA Template
‘Adaptor Performance Profie

I Create Fibre Chanel Adapter Pofcy
Adapter Polcy: | MWare v pter Poicy






image051.png
Create VHBA Template ?

Name VHBA-A
Description

Fabric ID

) No Redundancy () Primary Template () Secondary Template:

Select VSAN FlexPod-Fabric-A v |  Create VSAN

Template Type

Max Data Field Size  : | 2048

WWPN Pool WWPN-Pool-A(250/256) ¥
<notset> v
<not set> v

Stats Threshold Policy : | default v

D -~





image008.png
Do you want to set the newly installed software as the default to be used for
subsequent reboots? {yln} y

The node nust be rebooted to start using the newly installed software. Do you

want to reboot now? {yln} y e

Please answer yes or no

The node must be rebooted to start using the newly installed software. Do you
want to reboot now? {yln} yesll






image054.jpg
Create SAN Connectivity Policy B X
Name FC-Boot
Descrpton

Aserver i identified o & SAN by s World Wide Node Name (WWNN). Specy how the system should assign a WA to the server associated
wih thi profie.

‘World Wide Node Nome

VNN Assigment | wwn-pooiizssrase) B

Create WWAN Poat

“The WWAN il be assigned from the selcied pool.
“The avaibie/totsl WWNN are displayed afte the pool name.

Name: wwen

Dernved

» VHBA FC-NVMo-Fabric-A Derned

» VHBA FCP-Fabric-B Dered

» VHEA FOP-Fabric-A Derwed
@acd G wod





image009.png
ONTAP System Manager

ONTAP9.9.1  rostiig

Heslth izestorage system
YT em—— J—
n S—

Networking





image053.jpg
Create vHBA

Name | FC-NVMe-Fabric-A
Use vH8A Tempiate : @
Redundancy Pa - 0

VHBA Template - | VHBA-A v

Adapter Performance Profie

Peer Name -

Greste VBA Tempiate

=

J—

(Create Fibre Channel Adapter Poliy





cover.jpg
Nme
CISCO.

; i
FlexPod Datacenter with Cisco UCS
4.2(1) in UCS Managed Mode,
VMware vSphere 7.0 U2, and NetApp
ONTAP 9.9

WY





image045.png
Create WWN Block 7 X

From: | 20:00:00:2585:A160:00 | Size: [256 3]

To ensure uniqueness of WWWN in the SAN fabric, you are strongly encouraged to use.
the following WWN prefix

20:00:00:25:b5:xxxx3xK

D -~





image201.png
New Datastore

1 Ganers
2 Storage system
3 Storage arutes.

& Summary

Storage attributes

Volumes: @ Cretenew voumes ) Seectvomes

e
- T P—" Amane
ey w0 467_one k.o et

. Stonsecmatypotie  Apresaes
457 Conea 600000 8909400, 0LNNELSS «
[T — 265 Cores 5000 et -





image322.jpg
Edit Settings | nx-denm

Virtual Hardware VM Options

ADD NEW DEVICE v

v
Cores per Socket ® v Sockets2
CPU Hot Plug
Reservation ° v M v
Umit v Mz v
Shares Normal v v

Hardware virtualization

Performance Counters

CPU/MMU Virtualization Automatic v ®





image044.jpg
Add WWN Blocks

Create WWNN Pool

Name + | WWNN-Pool

Description |

s

o Next>

Tt






image200.png
New Datastore Storage attributes
Soacey th strage et o rovcnng e tstre

+ Ganers
Volumes: @ Crtenew vomas ) Sectvokenes
2 storage system.
resterewsormes
3 storage atirtes
e v s StorgeCapsaty e Aasesme
Flexvol volumes are not added
Name sawa) Stougecapaatypotie  Aggregaes soxcerese

woroson  wq 457 onso.Goa o 836 00 OLNVIESS < T

cancer






image321.jpg
Deploy OVF Template Ready to complete

2 Sefecta name and oider e =

3 selecta compute resouce e saca

5 Licensa agreements r— s

& Contguraton P

— sastore. nts_oaatore 02 Femat T prowon
proen— —— Bt Network

9 custonae tempioe ot | 008 MGMT Network






image047.png
Create WWN Block 7 X

From: | 20:00:00:2585:A16A00 | Size: [256 3]

To ensure uniqueness of WWWN in the SAN fabric, you are strongly encouraged to use.
the following WWN prefix

20:00:00:25:b5:xxxx3xK

D -~





image320.jpg
Deploy OVF Template Select networks %

Senc s custnion et for s sousce

3 moute resource Pr—— o8 M Netwerk «
o S

5 Conturaton P Allocation Settings.






image046.jpg
Create WWPN Pool @ x

Name - [ WWPN-Pool-A
| Descripion ;|

s v [ e

Add WWN Blocks

D ) @G (&)





image049.jpg
Create FC Port Channel X

SotFC PortChanmelName Por el Adin Spon [5G (T @ 30060

pons Portsnhe pot channet
Port ED = Pt E
B T ERTES T T 2001005,
B 5 mos00n. 2 v 2020038
s soo.
e e






image205.png
Expand vVols Datastore

1 storage

Storage

proocot
Storage systm:
s

Voumes:
Crest new vomes

Py

saxc®)

e
aws400
s
© Creste newsckimes O Sectvokmas

Voo 3
v
P——

Stoage Covsoatyprotie Aggregate
A7 Con0.Go 0.« 36,8400+

eancet






image326.png
Add LAN Devices

Discovery Type: (@® Hops from seed switch (O Switch list
Seed Switch: [ 192.168.156.135 |

Max Hops from Seed:

User Name:
Password:
Auth-Privacy:

Add Switches To Group:

Scan Time:






image048.jpg
Create VSAN

Name - | FlexPod-Fabric-A
FC Zoning Settings.

ooy

D0 NOT enatie focal zoning f fabric interconneet i connected to an upstieam FC/FCOE swich.

@ Common/Global () Fabric A

Fabric 8 () Both Fabrics Configured Diffeently

You s creating @ global VSAN that maps to AVLAN can be used o cairy FCo traffc and can be mapped to this
the same VSAN 1D in all avaiabie abrics. VSAN.

Enter the VSAN 1D that maps o this VSAN. Enter the VLAN D that maps to this VSAN.

vsani: [101 FoovLaN: 101 |






image204.png
M B B © B NX_VOL DS02NFS

 @rcwcteoacicocom  Summary  Montor  Configre
~ @Pesusoc B
Bre.oLNess I e,

8 nra_gatastore 01
B na_aaastore 02

@

B
Bwsiosz
s a0s01 T
BNXWOL D01 Locaton
e
bosts
Vrtimachoes
VM temptates
Actvestorage provicer
Tass

8 Acors-roc oL sz s

6 New Vit Machne

£a Browse es

8 regiter e

C Retrsn Capary formaten
MowTo.
Rename.

8 Mourt Datastreto AcktionaHosts.

8 Unmount Daasire

A || nesteacopcts

Custom Atroutes

Storage Capavity Pro

Tags s Custom Atntes B
capemsson
P Neiop ONTAP ook b

9300 storage of Wos Datastore

[T —
ot Propetes of ol Datasore
[ prnr—

Oete Daastore






image325.png





image203.png





image324.jpg
Cisco DCNM Installer

TP~ TN ———

Please enter the following system settings

Ful Quattea st ame *

"l Qs Hos Name a5 e REC1129, secion 21, o eamph

s mydonacom Doy ot rames e ot v,
g fespos cisca com

DS servr Adares st
o separe s of NS Serveraesss (Pt o 6]
101158250 101 138251

NTP SorverAcaress st
Comma separe s ofNTP Sevr ddsses (RFC123comphant e, Pod o
o)

101166158101 15519






image202.png
New Datastore

2 Sapm oo
Fre———

sy

Summary
orovsnnnseoton
J——

Survg caospary

Stersg st et

St e

P ——

T

[rr—

e

woce 010001300 5501

[T





image323.png





image209.png
Remove Storage from NX_VVOL_DS02_NFS

VCenterserer. e spod sscocom

Selctth PexVot voumes that you wan 0 removefrom e Wos atasore.

O e v pesae P ——— PR v B
8 e w0006 A5F_Coned. koo syt a0 o ESDT O
O woos.coes 0068 467 Conma_G94_00_ecrt 600 OINE ST 1






image208.png
@ B B @ 8N VWOLDSO2 NS
pep—

@i

e
Pr——
Fr—r—
o
oo iy o
[ ——
[E—

o]






image329.jpg
p—]

-






image207.png
Wols Datastore Report [P —
=z e o






image328.png
Add Fabric

Fabric Seed Switch:
SNMP:

User Name:

Password:

UCS User Name:
UCS Password:

aal3-9132ta

‘snmpadmin

admi

(] Limit Discovery by VSAN
Enable NPV Discovery in All Fabrics

Cancel





image206.png
Expand vVols Datastore

1 storage

2 Summary

Summary

Gonert
Canter servr:
protcot

Staragesystem:
s

Crestd e vomes:

oot

e texpog o com

ssiai00

P ———

AF_Goned G no_en

-

245340001 NVHE_SS.





image327.jpg
lni[

Brrey

[t

una






image061.jpg
LA / LAN Cioud | QoS System Class.

——

ooty craes Co5 pocket
p

w0 o
Ll o a
Sier 5 a
oonze o a
o P

“5%%;!;





image060.jpg
LAN / LAN Cloud / Fabric A / Port Channels / Port-Channel 145 P... / Eth Interface 1/45 ...

Gereral | Fauts  Events

Actions. Properties
Delete » s
St 1
Fabric 10 A
Disatie netace
Transport Type . Ether
Pot + syslewich-Alslt-1/swich-stherlpo-45
Membershio - Up
Link Profe UDLD-Normal v
UserLabel  : |AA16-93180-A1/21





image063.jpg
R e i ]

T
iy 525t
WAk s
i wwen

0

gaee

667

e

3

??ii?i??g

®
&

feesgeevsly

UESE il

{





image062.jpg
Create VLANs

VLAN Name/Pref  : | Native-VLAN

Makicast Policy Name : Creste Muticast Policy

@® Common/Global () Fabric A () Fabric 8 () Both Fabrics Configured Difierently

You are cresting global VLANS that map to the same VLAN 1Ds i al avaibie fabrics.
Enter the range of VLAN IDs.(e.g. 2009-2019" , *29,35,40-45" , * 23", *23,34-45")

vianis: [2

‘Sharing Type - @) None (3 Primary () lsalsted (3 Communty

Check Overlap

D x





image065.png
Create Network Control Policy

cop

[ Disabled @ Enabled

MAC Register Mode : [(® Only Native Vian () All Host Vians
Action on Uplink Fail: [ Link Down () Warning

MAC Sec

urity

2

Forge

LLDP

(@ Allow () Deny

Transmit

Receive

[ Disabled @ Enabled

[ Disabled @ Enabled

Cancs





image064.png
Create a Block of MAC Addresses 7 X

First MAC Address : | 00:25:B5:A1:6A:00 size: [256 3]

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC

prefix
00:25:B5txxcxxixx

D -~





image056.jpg
Create Port Channel @x

SetPortChammel Name. Pors Porsnthe port chamel
IS B

No dra ot T o [ wans.

1o . 0ms.

e @ oosas.

e . oo3a9.






image311.png





image055.png
Create Block of IPv4 Addresses

From
‘Subnet Mask

Primary DNS

792.168.156.184

255.255.255.0

70.1.156.250

Size
Default Gateway

Secondary DNS

6 3]

792.168.156.254

T0.1.156.251

2

Cancel





image310.png





image058.png
Create UDLD Link Policy

Name

Admin State

Mode

UDLD-Normal

nabled () Disabled

lormal () Aggressive |

2

Cancel






image057.jpg
LAN / LAN Cloud / Fabric A / Port Channels / Port-Channel 145 ...

Goneral | Pors  Fauts  Eomts  Statstcs

Status
B
Overs st = 4 Up 5 -
G s Do Fabrie 10 a
Actons

Disae Port Chonmel

Adapons






image315.png





image059.png
Create Link Profile

Name

UDLD Link Policy

UDLD-Normal

UDLD-Normal

2

Cancel





image314.png





image313.png
°

e —





image312.png





image319.jpg
Deploy OVF Template Select storage x






image318.jpg
Deploy OVF Template

< SeectanoVE amBate  Canturation
v 2Seectanamesnatoder  Soict iyt contguton

P Otewipeamiy Use this geployment option to configure.
ey | Ot ot i
Co— Toumeetame
et o P

e





image317.jpg
Deploy OVF Template Select an OVF template x






image316.png
Create SNMP User

Name

Auth Type
Use AES-128

Password
Confirm Password
Privacy Password

Confirm Privacy Password

‘snmpadmin

2

Cancel





image070.jpg
Create vNIC @ x

Name | 00-vSwien0-A
Use NC Terplate - @

Redundancy Par: Peer Name : |
WG Tomplte Gresto 1N Terplte |

‘Adapter Partormance Profie

P [vamwme <] e —






image072.png
Modify Package Versions X

Blade Package : |4.2(1)8. =
Rack Package : [4.2(1IC v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

[ s0s

| ] Board Controller

] eme

| ] Fe Adapters

| ] Flex Fissh Controller

] cpus

| ] +ea Option ROM

| ] Hostic

| ] Host NiC Option ROM
Local Disk

|| NVME Mswitch Firmuare

] su
o

o 6

ok Cancel Help





image071.jpg
Create LAN Connectivity Policy

Name FCP-Boot
Descripton
(Cick Add 10 spociy one o more uNICs that the serve should use to connect 0 the LA,
Name MAC Address Nata VLAN
NIC 03-vD30-8 Dered
VNIC 02-vD50-A Derwed
NI 01-vSwitcho-B. Derwed
NIC 00-vSwitcho-A Darved

@® Add iSCSI WNICs





image074.png
Create Power Control Policy 7 X

Name No-Power-Cap
Description
Fan Speed Policy = [Any v

Aggressive Cooling : [(@) Disable () Enable

Aggressive Cooling is only supported for M Servers
Power Capping

1f you choose cap, the server is allocated a certain amount of power based on it priority
within s power group. Priorty values range from 1to 10, with 1 being the highest priorty. If
you choose no-cap, the server is exempt from 2l power capping.

(@)NoCap () cap.

Cisco UCS Manager only enforces power capping when the Servers in a power group require.
‘more power than is currently available. With sufficient power, al servers run at ful capacity
regardless of their priority.

D -~





image340.jpg
Create Service Profile Template @®x

You st re e o s it s el e . Yo can s sy P U0 b s o i
s et G

SorngnProoning )

e vy

P ——
Oomeray et esstnfo el Th g o contaelrahon S5 when 30 e o s ke s o s

pres——

ServeAssgmmn






image073.png
2 X

Create Local Disk Configura

Neme lgnoreDisk|
Description

Mode Any Configuration v
Protect Configuration

If Protect Configuration is set, the local disk configuration is preserved if the service profile is disassociated
with the server. In that case, a configuration error will e raised when a new service profile is associated with
that server if the local disk configuration in that profil is different.

FlexFlash
FlexFlash State @ Disable () Enable

If FlexFlash State is disabled, SO cards will become unavailable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : [(s) Disable () Enable.

FlexFlash Removable State

If FlexFlash Removable State is changed, SD cards wil become unavailable temporarily.
Plesse ensure SD cards are not in use before changing the FlexFlash Removable State.

D -~





image076.png
Create Server PID Qualifications

PD

UCSB-5200-M6

Cancel





image075.jpg
Create IPMI/Redfish Access Profile

Name 1PMI-Profie

Desaiiption

1PMIRedfsh Over LAN : [ Disable @ Enatie
IPMIRodfish Users.

=

4 = VAdencedfier 4 Eon APt

Name.

Role

ipmiadmin

Admin

Cancel





image067.jpg
Create vNIC Template

3 port profie of the same name exists, and updating template is selected, i wil be overwitten

Tempiate Type [ Initial Template (@) Updating Template |
W‘ VLAN Groups
) Adorcad Fher 4 Boor A Pre o
Select Name Native VLAN VLANID
= ST
=] Infra-NES a0s0
vl Native-Vian @
1 008-MGMT 15
o} WM-Trafhe %0
vl vMotion 3000
Greate VLAN
CON Source
Y 9000
MAC Pool [ ac-oorazavase) +

QoS Policy <notset> v
Network Control Policy : | Enable-COP-LLDP v

PinGroup T

Stts Threshold Pocy - | dotout v
Connection Palicies





image102.jpg
Create Service Profile Template [ 23
Oeorab sty e gt for s ke e

T S ————

ot ot © o

o e ot ot i b s e o o s i o s g
o oy e 5o ey e 9 o e 1005 e Qcn

Sors st chtbcsnn | ot et + |
[

© Fitmware Management (BOS, Disk Convoler, Adapter)
e T —r—
i o e o e e sy s o e o






image223.png
Deploy OVF Template

 TSokctanOVFtempite st ntwors
< 2 5ot amame st Sact oo et e s etk
3 et computs resurce
< 4 i st
PR IP—
e -
==
Custonas tmpite
9 esdyto compiete

1P Allocation Settings

cance






image344.jpg
Set iSCSI Boot Parameters

Initiator Name.

Initator Name Assignment| <not set> v

Create IGN Suffx Pool

WARNING: The selected pool does not contain any avaiable enities.
You can select it but it s recommended that you add entities 1o it.

Initator Address.

Intitor 1P Address Polcy, (SCSI-Pool-A(13/16) v

1Pua Address : 0.0.0.0
SubnetMosk  © 255.255.255.0
Defaut Gateway : 0.0.0.0
Prmay ONS  © 0.0.00
Secondary DNS : 0.0.0.0
Create 1P Pool
The IP address wil be automatically assigned from the selected pool.

(® 1SS! Stati Target Interface () {SCSI Auto Target Interface

Name Prionty Port Authentcation Pr.. _ISCSI P4 Addre.. LUN1d
ian1992-08. 1 3260 216810141 0
iqn.1992-08.. 2 3260 192.168.10.142 0

@as 0

Minimum one instance of iSCS! Static Target Interface and maximum two are allowed.






image066.jpg
Create VNIC Template

If  port profie of the same name exists, and updating template is selected, it will be overwitten

ntial Template (@) Updating Template

VLANS | VLAN Groups

Y, Advanced Fiter 4 Export & Print

Select Neme Natwe AN [
] oMt OE
O Infra-iSCSI-A a010
0 Infra-iSCSI-B 3020
] Infra-NFS 3050
m} Native-Vian 2

[ G0B-ManT =

Croae N

consouee @G e 5 Usereied |
W [s000

MAC Pool MAC-Pool-A(241/256) v
Qo potey T

Network Conrl Pocy - | Enabl-GOP-LLDP

P Growp Er—
Stats Threshold Policy : | default v J
ComnectionPolicies






image101.jpg
sty Soce prote

v Assigmmnt

rem—

Create Service Profile Template

@x

DA U S P A ———

© Maintenance Polcy

[—

e aetaa
pu—

5ot Sussoun o Ts0secs
Strae ont Oopoyren Py Unee Ak
oo Py o

oo





image222.png
Deploy OVF Tempiate. Select storage






image343.png
Create iSCSI Static Target

1SCS| Target Name:
Priority

Port

Authentication Profle

1Pva Address

LUND

ian.1992-08.com.netapp::

1

3260

<notset> v

792.168.10.141

0

Create ISCS| Authentication Profile

2

Cancel





image069.jpg
Create Ethernet Adapter Policy

Name | VMware-HighTrt

Descripton: |

@ Resources

© Options

Transmit Checksum Offoad
Receive Checksum Offoad

TCP Segmentation Offload

TCP Large Receive Offload
Receive Side Scaling (RSS)
Accelerated Receive Flow Steering
Network Virtualization using Generic Routing Encapsulation : [
Virtual Extensible LAN
Geneve

AzureStack-Host QoS
Faiback Timeout (Seconds)

Interrupt Mode:

oot Coalescing Type
Interrupt Timer (us) :|128 ‘ [0-65535]

Roce [ Deatied (3 Evaved |
Advance Fiter [ Oabled O Eratied |






image100.jpg
Create Service Profile Template *

ooran sy n ook sy o i s i s

ity soe prote
Tempite
Frem—
Stoaonprovioning o] g0 o [R—r—
— oty
et ook G Crare - o
Pr— i NCHHBAISCS: Ko You
zoan0 oo ey Yor
T e ey secondo) s o e s gresrce
A Pocement T Chci orgr f o Bces v 0 v e LANISr0085CS) i b it .
e CAWBARSCSINarme  sonc1os 1 JOCHSCS Gt i 3t b 2000
ey e e e Ao oS b s e
esa Py ity
§ e e e @
Maanance Py e
Serve Assigmmnt i
L —






image221.png
Deploy OVF Template  Select a name and foider x






image342.jpg
ety S raie
Tampite

Stonanprovionn

rs——

S Assgmmnt

e——

Create Service Profile Template

orascty h oo ey o e s el st

Ee——

|

[re——






image068.png
Create Ethernet Adapter Policy

?

Name VMware-HighTrt
Description

© Resources

Pooled

Transmit Queves : |1 [1-1000]

Ring Size 4096 [64-4096]
Receive Queues. 8 [1-1000]

Ring Size 4096 [64-4096]
Completion Queves : |9 [1-2000]

Interrupts n [1-1024)

@ Options





image220.png
At

£y






image341.jpg
e poicy

Serve oo e

re———

S Assgmmnt

Oparatonspocies

Create Service Profile Template
xeoran sty i couan sfrson.

D 4G Comvecion oy - e

Howwoud o ke o oo LA comecty?
2 S () Expt ) N i ) Us Carncnty oy

i Comconty oy st
o

st U Camactty ey

N Aot (e

1010 e s o e st 0.
T it s 1 iy st o o e






image106.jpg
e s Rl

sas e

o | @ | G
woe < lrwen e
e Qe s

ey






image227.png
R SnapCenter Plugin for VMware vSphere

Dashbonrd






image348.jpg
ooy

Sarvr b s

[rev——

Servrsssment

Create Service Profile Template
Oomorty sty nrrn s ot i st o

s oy | ke v

© External PA/Rodfsn Manogement Conguration

1y ot 10 ccs e oo e ctrshy slc s PAURocsh e b
T s o ek 50t 1 5 51 i CAIC o et 55083

[e—— e Pt e

To bl el v LA s e, . corurstion e

i ] s e oA |

[S————

s e ok v S v LN scoss.

® Management P Address
® Montoring Cariguraton (Thveshoids)

© Power Control Poicy Configuration

Porcntt ey dtaoes b scain o s 3 v v 70
i Poner Cora iy

@x





image105.jpg
o s e

peme
]
LT T " v a2t
: N =
]






image226.png





image347.jpg
Create Service Profile Template
ocrab sty et ot for s e e e

[ S L ———

=

PRy p——]

Do)

he s o et il st i o1 f 1 saors 1 i k-
o, e 5 e L 5 ok T e 105, e acsin

s [
g -3
i g 80,k G A

Iy it ot s ke o 1 s et 7 rol i e on e 1 1 550t
i e e e e s sy e o e e o

T

[ ——






image104.jpg
<D> Vieu Det. <Esc> Cancel

> Toggle Selected






image225.png
Deploy OVF Template  Ready to complete x






image346.jpg
Create Service Profile Template ®x
Sy o v charoes i 5 . e . TR s S e 65 1 e s 8 WE

Pty
© Maintenance Poly.
Skt mirorcs ke e it 1 e i e e sy 1t i b sl 1 8 e i
[r— Crome Motarnce oty

e cetnon

oescignon

ot S T rsasacs

‘e Cont Coporon Sy - Uner ek

Soboonpuey e






image103.jpg
entt S rtie
Tepne

P —

Create Service Profile Template
Oomorty sty naraion s et v s o

s oy | ke v

© Extornal PAM/Redfsn Management Confguraton

1y et 10 ccs e A cn o e ey slc s P ocan s .
0 s ko 50t 1k 5 51 e CAIC w5014 v et

it | st P s

To bl Serl v LA s 0 s, o . corurtin el

St Conan ] Soct Pty St Aoty i) |
[ ————

e s et v S v LN s

® Management P Address
® Monkoring Confguraten (Theshoids)

® Power Contol Pojcy Configuation

e ok e s gawer ot o v . e s 0.
e Cran onerCoro ke





image224.png
Deploy OVF Template

Customize template






image345.jpg
Set iSCSI Boot Parameters

Initiator Name

S

v s e s |

Create QN Suffx Pool

WARNING: The selected pool does not contain any avaiable enites,
You can select it, but i is recommended that you add entities 1o .

Iniiator Address.

Initstor P Address Polcy iSCSI-Pool-B(13/16) ¥

1out Address + 0000
Subnet Mask 255.255.255.0
Defoult Gateway - 0000
Primary ONS  © 0000
Secondary ONS : 0000
Create 1P Pool
The IP address wil be automatically assigned from the selected pool.

®) ISCS! Static Target Iterface () ISCSI Auto Target Interface

Name Priorty Port Authentication Pr... 1SCSI1PVA Addre... LUNId
ian.1992-08. 1 3260 10216820141 0
ian1992-08... 2 3260 19216820142 O

@ Add

Minimum one instance of iSCSI Static Target interface and maximu two are allowed.

Cancel





image109.png
‘Specify how the date and time of this host should be set.

O Manually configure the date and time on this host
00/13120213:02 PM

® Use Network Time Protocol (enable NTP ciient)

NTP service startup policy ‘Start and stop with host

NTP servers.

10.1.186.135, 10.1.156.136.

4
‘Separate servers with commas, e 1031212, 12002500






image108.jpg
Provide NFS mount details
Proves th datas of 1 NES shwreyou wh 1o mount

e
s
s T —
NFS version. OnFs3@NFS 4.

s —
s —

o ][ ven [ ren || comn |





image229.png
Getting Started with SnapCenter Plugei for Vitware vSphere

]

)






image107.jpg
CCSITTITIS  Select creation type
2 Provide NFS mount detaits. How would you Ike to create a datastore?
e

P (Ceata 3 ew 8atasto by mountng a emote NS volume.

A 0 ottt exstng VIFS dtasore
Expand anaxsting VMFS catastor extent






image228.png





image349.png
Create Service Profiles From Template 2 X

Naming Prefix | VM-Host-Infra-0
Name Suffx Starting Number : | 1

Number of Instances 3

D -~





image081.png
Create BIOS Policy ?

Name Intel-M6-Vir{

Description

Reboot on 8105 Settings Change : O

D -~






image080.png
Create vMedia Mount ?

Name
Description

Device Type

Protocol

Hostname/ P Address
image Name Variable
Remote Fie

Remote Path
Usemame

Password

Remap on Eject

ESXi-7U2-CC-HTTP

[ONFS ()GFS @HTTP () HTTPS

10.1.156.150

[@ None () Service Profile Name

software/vSphere-7-Update-2|

D -~





image083.png
‘Servers | Policies / ro0t / BIOS Policies / Intel-M6-Virt

Mon [TAdvncod | BootOptors  Server Morsgement  Events
- WieiDrected 0 RASMemory  SeclPot  USS POl QI LOMadPClSiis  TstedPatiorm  Graphcs Confuation
v AooncesFrae 4 Do 8 pree
505 Serng. oo,
e [Pratorm Detat B
1 Ao Domoten [Puator Oefat 5

1 Ao Undemation

[Putorm Oefot

CPU Hrdore Powes Monsgement [Pisfor Dofat .
Boot Pertermance Mo, [rator Detat .
S — [Plator Defat .
Conbgutio 109 Lvel [Puator Defat .
Coro Mot Processiny Putor Oefat 5
Erranced CPU Percrmance. o B
Ty e— Prstorm bota B
DRAM Clock ot [ratorm Defost .
Diect Coche Accass. [Plator Defat .
Enecy Pertoamance Tuirg [Puator Oefot .
Entanced e SpeedSiep Tech [Pistorm Defot .

Froqsoney Floor O
[T ———
Energy Efcen Tubo

e Tubo Boost Tech

e Vatuakzton Techrooay
Il Oy Speed Sl
e Spoed Seect

[ —

WC e

[ren—

[Pistor Defat
[latorm Defat
[Plator Defat
[Puator Osfat
Putorm Oefot
[pistorm Defot
[Plator Defot
[Plator Defat
[Puator Defat
[Puator Oefat
[Putorm Oefot

[Pistor Dofat





image082.png
socsstne b o g

sy —

oo v G ey T
[T ] |
I [ —
EE = =
(omer — 5

==






image085.png
Create BIOS Policy ?

Name Intel-M5-Vir{

Description

Reboot on 8105 Settings Change : O

D -~






image084.png
.

™

eol

1 LoManapCe S

Tostod Patorm  Graptes Conbueaton

S -
= o :
. = :
crom e e .
ot s e :
oxsirn e = :
o e :
woomaten = S
e = :
et e = .
ey T s e 5
PR e s .
R e :
[ = .
s =r3 )
o o v -
oo om e = :

St PPR e contition
Momery Sz Uintin 68
[ENpp—
Parst Mo S0 i 68
Parsl M2 Sze i 68
Portl et Sze 68
parl ierocd Sz G8
Moy RAS conbiurason

VM Snoopy mode for 204

Plaform Defat

[Pt Dotau.

Piator Oefot

Puator Oefost

Piator Dotot

Puator Detat

Plator Detat

[P Dstau.

[l Dofau.

0-65835) t0p Voe: 1]

000-50.00] s Vo 001)

0-65535) (109 ik

0-65835) 5tep Voe: 1]

0-65835) 5100 Voe: 1

0-65835) 100 Voe: 1]






image087.png
I T
[ R R e e i

poesime 4 o






image086.png
(D —

SRR
i

e o0 805 Senrgs e O

Yo 4 o g

osseery

(== = 5
e [Pt o

(e — )
e






image078.png
Create Goal B

Properties
Socket D [@ All Sockets
Mermory Mode (%) 100

Persistent Memory Type






image212.png
New Virtual Machine

< 15elcta creatontype  Selctanameana ol
Soscty  uaue e a0 ot ocaen

Vet macho name o






image333.jpg
~ wmsra

4. Select Interfaces

(oon e swchckoces ok e b ot it b AT, 91571 A

e e comtte e s SOl fie S
[ e e
oscuass st

e S [CIE Py = p—

[ [T [ S R





image077.jpg
Sorvers | Poicien | root | Meintenance Polcies

]

e —

P
-
S @
oy

S T e |

eyt e et






image211.png
v (&) nx-vc flexpod.cisco.com Summary  Monitor
Hosts:
£ Discovered virtual mac Virtual Mad
& mxve H Custers:
> BJveLs 4 Networks:
Datastores|

& nx-intersight-assist
&% nx-ontap-tools
@ nx-snapctr

B8 @ m FlexPod-DC \m
) Actons- Fexroz-0C

Custom Attributes

Auribute

[} Add Host.
(L4 New Cluster.
New Folder
Distributed Switch
& New Virtual Machine...
& Deploy OVF Template.
Storage
Eqit Default VM Compatibilty.
& Migrate VMs to Another Network
Move To.

Rename.

o— 395 & Custom Attrioutes

Eqit.

Add Permission.
Alarms

£3 Delete

TP NetApp ONTAP tools






image332.jpg
2. Select Switches

(Choas h suAcc) o whh SN i 0 b conpad e, ANTS 91371 A

DCAN s e 70561350 01 Sty Ao 202071
w101

P ——

R et Sw T pr— R  —






image210.png
[ oo
Bronme

B NX_VVOL_DSO02_NFS | crom .

sumowsrs | properties
o | Capacity

Detaut Storage Polcy





image331.jpg
| Administration / Performance Setup / SAN Collections

oy

[ e
T s
ERCIE






image079.png
Create Goal

Properties

2

Socket ID
Memory Mode (%)

Persistent Memory Type

Cancs






image330.jpg
A | Administration / Performance Setup / LAN Collections
For all seectd icensed LAN Swicnes coect (7] Trunks (7] Access () Erors & Discards

Temperature Sensor Apply

B AaTos390A
B Atssai08





image216.png
New Virtual Machine

v 1Sdectacuatonte  Resdy o compiete

 2Suactaname snatolder  Cick Pt sta restion

3 Seecta compute resouce
< 4 swnctstorage

5 sectcompatiy W e same

 6sekctaquest 05 ==
< 7 Gustomze aramare

onn
Fexpos anagement

WOL VM sorage Pty

5o Wiows Sever 209 (6438)

BMGMT Network





image337.jpg
Create vNIC Template

warming

1 VM s selected, a port profile by the same name wil be created.
f 3 port profile of the same name exists and updating template is selected, i wil be overwritten

Template Type + [ intial Template (o) Updating Tempiate.
VLANS | VLAN Groups

Y, Advanced Fiter 4 Export 8 Print &

Select Name Native VLAN VLAN D
default 1
18-MGMT 3
Infra-iSCSI-A ® 3010
Infra-iSCSI- 3020
Infra-NFS 3050

i Native-VLAN 2

Create MLAN

coves

Y 9000

MAC Pool MAC-Pool-A(256/256) v
QoS Policy [ cnotsers
Network ContolPoliy | gnable-CoP-LL0P v

Stats Threshold Policy : | defautt v






image215.png
New Virtual Machine i

Contiur e et machns Rargare

rtual Karoware VM Options.

> ou )
8 heady tocompete > wamory £ v wm

> NewHara sk % @ .

> New ScSt contoter LSitoesas

> NewNetwork” BMOMT Network Boomact

» NewCO/OVD Orve - et Dece -

> New US8 Contoter e

> Visocara* Soecty astom settngs

> Securty Devices Nt Contprea

cancet






image336.jpg
Create VLANs

VLAN Name/Prefie - | Infra-iSCSI-A

Multicast Pokcy Name - [<not set> v Create Muticast Polcy

) Common/Giobal ) Fabic A () Fabric B () Both Fabrics Configured Difierently

Enter the range of VLAN IDs.(e.g. " 2009-2018"

wer
e - T |





image214.png
New Virtual Machine

[T —

2t okt Sl oty o e e dopring nth ot n s st

< 3sancta oot o

it o st o hae 5t o 13 7 Vi o s, St 3 OB o i,
cancatme v °

s vt machin uses harware vrsion 9, whch rovces e estparformance andatest featres vatate i 17,0 U2

8 Resaytocompiete






image335.png
Create a Block of IQN Suffixes

Suffix

From

Size

ucs-host

1

2

2

Cancel






image213.png
New Virtual Machine

< 15uacta craatontyve
 2Sdactaname snaoer  vustorage oy

3 Seecta computeresorce (] ot Sorage DR for s TR






image334.png





image219.png
et — 3L
ool bt e






image218.png





image339.jpg
Create Boot Policy ® X
Name BosiSCSIA
Ouseruton
Rebcot on oot utrCrange < 0
Enkorce WCHHBAISCS: Nama: B
oot o
oot Securty
wAsanGs:
The e (rrarysccondan) does ot et o oo e presrce.
The e cder o oot Gevces wee e o Gevc lss (A/ScrgelSS) s deerind b PG s sca o,
{Enforce MICMBAISCS!am & scciec s e JICHEASCS o 1t e con o i b oo
1315 socod,the YNICHEAS s seectd  hy e, o h +NCIHBA Wi th owestPCi b 56 e s
® Local Devces Bootorder

P s @
) Name O~ WOMBAISCS. Tpe LN WAN S Box Ba D
@ wics S SR ’

visest 2
®vhBas sesi ScsBoA o

et Sosmos S

@ ISCSI WICs

GG Mowied CODVD 5
@ eri shel

WMo e § Wi G 8 Do





image217.png
7 Custorsizs hardwars

ovtare
[rrr—

€002
Lsitogesas

%068
NCWVoL 0502 NFS
[RRTre——
scs00)

Osoences

Compatoty 507012 analater (M versin )






image338.jpg
P

(e —

—
v oo
kA1t r e A s 00 vt 0 N
P s
Wespen oo
e @ 0t
© Ada oS s
Y e S R ey R
Eorr=r=ry =0 e S
s 605 b oweona an s





image010.png
ONTAP9.9.1

eolth

LR r—

iitiaze torage System

Networking






image193.png
Clone Storage Capability Profile

1 Geners

2 Platorm

3 pertomance

4 Storage aurbutes

5 Summary

Storage attributes.

[—
Soaceresane
encrvoten

Tierng pocy Foreon)






image192.png
Clone Storage
Capability Profile

1 General

General

Soecit 3 nams and cescripton forth storage capabity protle @

Name:

Description:

AFF_Cloned_Gald_No_encrypt

Clone profe for Gold leve Servicefor

AFE platom






image191.png
Virtual Storage Console
@ Overview
@ storage Systems

® storage Mapping

Storage Capability Profiles

© settings Update
-

Virtual Machine Report
WWols Datastore Report
WVols Virtual Machine Report





image190.png
New Vituel Machine:

o [ R





image197.png
reate VM Storage Polcy.

Netapp clustered.Dat ONTAP.VP. ol ules

o






image196.png
Create VM Storage Policy  NetApp clustered.Data ONTAP.VP.VASAIO rules. x

S © o s o






image021.png
Set Default Tier x

Default Tier *

Premier v

[ Move Al Servers to Default Tier ©





image195.png
Greate VM Storage Polcy

Policy structure x






image020.png





image194.png
VM Storage Policies

ogerenesurege ooy Encoston

< St Py - Regur

1 VSAN Dk Sage iy






image012.png
[Pl ONTAP System Manager

Overview





image011.png
Networking

usTERIGEIENTI200RESs
192.168.156.140

oo scua woeess

722017000240

722017000239

Use Domain Name Sevie (OWS)

Others

Usetime e 1)

192.168.156.135
192.168.156.136

+nda

susnerisk

2552552550

NODEMAAGENENT 9 ADORESSES

192.168.156.141

192168156142

aarenar

192.168.156254





image014.png
[Pl ONTAP System Manager s

pre— Settings






image199.png
NewDatastore  Storage system

| Sty v sn sy s o e 5

S oy i e 3
2 stamsen .

S

e

e (o]





image013.png
TN ONTAP System Manager

Edit Cluster Details






image198.png
New Datastore

General

Sty st oo @

S seten
e
oo

ey

O Oscs @rrs





image016.png
»
°
.

TN ONTAP System Manager s immoeovs

e Settings

o oSuppor swiL . Lowe s Licenses
e s Authentiation R .
o e





image015.png
AutoSupport  cluster setings

wrTes

s

pe—






image018.png
= U ONTAP System Manager mamicmcmes a

. Tiers
& o
[y —— x| [© oot mncantime.






image017.png
1Pl ONTAP System Manager

Add License

Licenses. cusrseangs






image019.png
Add Local Tier x
Storage Recommendation
32678 2locaiers can be added an noes 3316-3400-02d 3316-240001.
~ Recommendatondetats 4—
odeame Locatmier Usablesize e
stea0e: st a0 2N 16378 P
seaoos st a0 01N 1637 s
Encryption Consideratons
180 Configure Onboard Key Manager for encryption
J— X o

@ sovethepassphvaseforfuture v, You il ned thepassphasef the ytem needs o b reconred.






image030.png
s






image032.png
Anonymous Reporting

Gisco Systems, Inc. will be collecting feature configuration and usage statistcs which wil be
sent to Cisco Smrt Call Home server anonymously. This data helps us prioriize the features
2nd improvements that wil most benefit our customers.

1f you decide to enable this feature in future, you can do so from the * Anonymous Reporting”
in the Call Home settings under the Adrmin tab.
View Sample Data

Do you authorize the disclosure of t
® ves O No

formation to Cisco Smart CallHome?

SMTP Server

Host (IP Address or Hostname):

Port

@ Don't show this message again.

Cancel





image031.png
A E R

Qsnam
e

s st s

L -

it et

v o s

D | e———






image023.png





image300.jpg
Edit Settings

nx-intersig

Virtual Hardware VM Options

nt-assist

ADD NEW DEVICE v

Cores per Socket

CPU Hot Plug

Reservation

Limit

Shares

Pertormance Counters

CPU/MMU Virtuaiization

> Memory

> Hard disks

Voo

v v

Automatic - ®

caNceL






image022.png
) | === @ @ =

s sy

sy





image025.png
EEEEEREREE






image024.png





image027.png





image304.jpg
2 EEr T





image026.png
frng

— e - e
o e Vs W e [0 1 0 E O
e wnes  oowem  om O wnes  oowms





image303.jpg





image029.png
Sauan O
[
e et i .
R -





image302.png
What would you like to Install ?

‘ Intersight Connected Virtual Appiiance

‘ Intersight Private Virtual Appliance

‘ © tersint assist

@ Fesover fombaciup





image028.png





image301.png





image308.png
A s °
= = - .
— s N i ukime
2 1 2

24





image307.png
A0 > Tagets > CuimTuget > NAGD Ackve 0 Uned Murager Qam B ® a @






image306.jpg
CONFIGURE > Orchestration > Create Workflow

Geneal  Desgner  Mapping  Code

= Tools

Tasks Wortows  Operaions

5] Ad Host o Distibuted itual
Swicn

5] Add Prysical NI o Distoted
Vil Switch

5] Ada Prysical NICsto VirtuatSwiteh
] Ado vieuat isc

51 Deploy Vituat Mactine rom OVA or
oF

5] Eat ot Add Options o a Virtual
Machine

5] o Resource it of a Vitual
Machine

5] Expand Hypervisor Datastore
5] Find yperisor Sorage
5] GetHypervsorDatasiore

5] Invoke Guest Customzatonfo Linsx
Vituai Machine

5] imvoke GuestCustomization for
Vil Machine

51 invoke GuestCustomization for
Windows Vitual Machine.

5] Move Vitua Machioe
5] New Distibuted Vitual Network

5] New Distibutoa Vitual Swith

5] New HypenvisorCuster

5] New HypenvisorDatacenter

5] New HypervisorDatasore e

Sudcess

5] New Hypeniso Host

close |





image305.jpg
© 0t et p— vinae - R .
© 0 i ot e e - s - "
T - [— e - e - .

2 0 e





image309.png





image041.png
Info Policy

Action : [ Disabled (&) Enabled





image040.jpg





image043.png
Create Organization

Name

Description

FlexPod-VMware|

2

Cancel






image042.png
Acknowledge Chassis X

Are you sure you want to acknowledge Chassis 12
‘This operation willrebuild the network connectivity between the Chassis and the Fabrics itis connected to.
Currently there are 4 active links to Fabric A and there are 4 active links o Fabric B.

Yes No





image034.png
Create Service Profiles From Template 2 X

Naming Prefix : | VM-Host-Infra-0
Name Suffx Starting Number : | 1

Number of Instances 3






image033.jpg
Configure Unified Ports 3

Port Tranaport Role o« Pot Channel Momborship Gesrod i Role






image036.png
All / Time Zone Management / Timezone

General | Events

Actions Properties
Add NTP Server Time Zone : [AmericalNew._York (Eastern v
NTP Servers.
o Advanced Fiter 4 Export  # Print
Name

NTP Server 192.168.156.135

NTP Server 192.168.156.136






image035.png
Add NTP Server ?
e

D -~





image038.png
Create User ?

Login ID flexadmin
First Name FlexPod

Last Name Administrator
Email

Phone.

Password e

Confirm Password - | seesesed

Account Status

Account Expires = ()
Roles. Locales

)

V] admin
facility-manager
network
operations
read-only
server-compute
server-equipment
server-profile
server-security
I storage

D -~





image037.png
Specify DNS Server

DNS Server (IP Address)

10.1.156.251

Cancel






image039.jpg
‘Eauipment

e R T el =0 I
-Mm», ‘Server nhestance Pokces  Sonvar Dicovey Pobcies  SEL Pokcy  Power Groups Pt Auo-Discovery Polcy  Secusty

ChassiFx Discovery Py

o [E—]
Uk Couprartemce - [N PGt |






image160.png
Deploy OVF Tempiote  Seectstoroge x






image281.png
Individual Cluster

& oo .

Cluster Compliance et forCustercomptsnce

Ao cvers 6newin oo enoura [4 ]

& ot og st
P

A o isies

A5 oseDsties

PR —

Volume Encryption

Storage VM Compliance P s orSoage i compance
Jrr— .






image280.png
Dashboard o






image164.png
€ - E TRC s Dekep
Hame Omemoshed e sae

* Quickseces
1§ Netapplisspiogin20 YIRENPM  Compressed (spp. ke

Wowe ¢
3 Oownlosts  #
8 Documents  #





image285.png
{Dsetadefaultview English 4 Welcome SLANKA &)

Y

Setpage s Default Landingview [

|
‘ b v——

gged Wor






image163.png





image284.png
Wakoamng,
SR sgnon

Welcome to Active IQ

Search

asian0

Filter Results by Category

| coonatame S| Gt g (o] () st sy

3Results

e
aisan0)





image162.png
Deploy OVF Template Ready to complete x






image283.png
A\ Event: NTP server count is low o

TP server count s low

Suggested Actions to Fix The Issue @

« Forredundancy and quality of time service, you should associate at last three external NTP servers with the clustr.

= Toassodate an NTP server with the luster, un the ONTAP command

Cluster time-service ntp server create -server <ntp server host nase or ip address>

Event Information @
Aug30,2021, 1:16AM Warning
New Risk

Security

2216-2400

Cluster





image161.png
Deploy OVF Template Customize template x






image282.png
TriggeredTime

Auga0, 2021, 1164

Aug0, 2021, 116AM

bbbbb)g

Impact Level

Securty

Securty

Securty

Securty

Securty

Securty

Name

NTP servr countistow

LoginBannerDsabied
Octutocl adin s ensbled
PS ode isbled
LognBannerDsabed

Audit Log isabled





image168.png
Storage Systems B -

& e [ 00 Y oscova s |
0 seurs —

[ Onems [ o






image289.png
TN NetApp o spaemain
G 1 b it At o g (BB % e ©

Clustervewer [ XY

C_mewy  siowan Mookt S ey WeoweGmdyiedeon  Vastme |
e
Nodes:2






image167.png





image288.png
Watchlist

My Watchists Create Watchist

1 Watchist

Flespod pertormance. I8 f

{0 Serial Number | Vewin iscvery ashivons

., <





image166.png
Manage Capabilties

@ s vasamon
VStrage AP for ioage Awareness (VASA) s st of appicason rogrameraces (AP) 1t eraes.
Vsphere vcenter 1 recognze e capabites of 1098 oy
fo Jreomen—
Eraies regcatn of ek han s i Vi St Becorery Manor 8 e
O cra e epmanon caper 528
Stroge Repicton AGHBLr (RA) o Ve St Reconey Manage (S8 0 et wih e
pany storage ay techoiooy

Entrathanicason dtosforVASA Provee n 24 seer





image287.png
v

-
Oy © sttt Ot O st O bt






image165.png
=

Settings ot s e popuacicocom © B

Aot Sategs ONTAD o0k Sattegs_ NESVANIad

[T ——
1 NS g for Ve A  sftnare Ryt tgrtes i Mewae's Vet Dk L hich e st on the 5 Post:
Thes loraesensie Vhre o execute Vs s o fes 11 on NetApp 1109 e, You can s h p: 008 st 50
ONTAP s for hawce Sphae Yo con dowrod NFS VAR pio fom NetAgp Suppor s

Existngverson 2018 GoANGE

Note:Sor you ol NS g o Ve VAAL chac th s e o mor ot on h st v o e A 1





image286.png
2a16-2400 Qs e o sngon & B h ygene @

A = =
~ e saesations
oy f—. PRRE P
@ ] ] @
StogeAddons /= s Inventory ising Opportunities
5 O- .
e No Data Available






image169.png





image270.png
Users ©

py
mant

.

~ e

[m——

Lastupdated: g 20,2021, 124 O

... Aolcation diitotor

RS ——





image153.jpg
8 fc_nvme_datastore_02 oy






image274.png
Add VMware vCenter Server

VCENTER SERVER P ADDRESS OR HOST NAME

nxveflexpodciscocom

USERNAME

administrator@vsphere local

PASSWORD

PORT
s





image152.jpg
New Datastore Name and device selection x






image273.png
I Active Q Unified Manager e a

fo— vCenters o





image151.jpg
Storage Devices






image272.png
Edit vCenter general settings x

= | o
—— @ e om0
. a 30 mewtes. - e - Lot v
e a 2m . tmenin - ot B
o a rawy - Tyear - Lot -
—
Looong o s
e

- S

etr ot st crsmotn e ok prtn A ansgemect





image150.jpg
m FlexPod-Management | acrions v
Sunmary  Montor  Configwe  permissons Hosts
e Security
WweoRs score -t
o vuzaen 0 mesmiremossacacon
Mamory nszston 0 reess 2nem0acscocom
NetworkUntzaton ) meseaeococen
— v
Summary

Contiuraton ssues
Datastores nder APD or .
Resaurce Atocation v

o
Maory
storage

Storage Overvew

s

=
passea

oatastores

Networks

osos0219587M
owon2021,956 A
00072021959 A

Updates

Aty
“Cemarsener
o e
“Canter Saver

[





image271.png
» owe






image157.png





image278.png
\\\\\\\\






image156.jpg
e

Ry e———

em





image277.png
Virtual Machines o

Lt updted: g 20,201, 221 PM O

v | oo v s Q] v pre——
L LT T —y L T T ————
e @ o O | salma .- o N o °
oo mveflepodiscocom &
compute storage
i - - ~erne P I ey
e e Faid e et
e ot






image155.png
Register UCS Domain X

( Ucsrommamere ) aate-s4s4 lexpodciscocom
¢ Usermame” ) agmin
C Password" D

Port" ) a3

ssL

Visole to Al users





image276.png
U Active QUnified Manager T — .o

Virtual Machines o Lt updated: g 30,2021, T ©
2 s DO -

. « o = m e

e e o - m

e e o« = m e
N o o v m et
v s e & w» m e





image154.png
A Cisco UCS Plugin Registration Tool v1.23

“This tool registers/unvegisters the Cisco UCS Plugin for VMware vSphere Web Clent

E s

O unregister Plugin

‘VCenter Details
Phostname [10.1.156.100
Username. [acmiistrator @vsphere.Jocal
Password

Plugin Location

URL of the plugi location in HTTP/HTTPS server
Ex: https://10. 10. 10. jplugins/ucs-veplugin-1.0.1.2p.

[ttp://10. 1. 156. 150/software S ucs-veplugin-hm-3.0.5.z]






image275.png
A Authorize Certificate

Host v fxpod.ciscocom you specfed has detiedsef with
acasigned cetfcateforAcive 1Q Uniied Manager

Doyouwant to st s certcte?






image159.png
@ FlexPod-Management






image158.jpg
chassis-1 ACTIONS v

Summary  Monitor  More Objects

] Actons - na-esxiexpod caco.com

Non ESXI Ser

Nome 1

[ nxesx-2fiexpod.ciscocom

[ nx-esxi-3 flexpod cisco.com

Stotus v

8 New Virtus! Machine
 Deploy OVF Template
&

Import VMs

Maintenance M

Connection .
Power .
Certficates .
storage .

& Adanetworkng,
HostProties .
Export system Loss
Reconfigurefor vsphere HA

€ Assion License.
Settings
vove To
Tags & Custom Attrbutes |
Remove from nventory

Add Permission

Avams. »
vsaN -
I NetApp ONTAP tools -

AllCisco UCS Piugin Actions

totus ~ | Custer

T create Sevice rote or Sever

$ Manage 80 Polcy

@ Manage Host Firmware Pack

TF oisassociate service Profie
B Lo

A taunenucsm

+ Normal ] FlexPod-Managem.

jeak v

+ Normal (] FlexPog-Menagem.

sta





image279.png
‘The status icons in the security cards have the following meanings in relation to their compliance:
@ the parameter s configured as recommended.

+ A\ The parameter s not configured as recommended.

@ - Either the functionality is not enabled on the cluster, or the parameter is not configured as
recommended, but this parameter does not contribute to the compliance of the object,

Note that volume encryption status does ot contribute to whether the cluster or SVM are considered
‘compliant.





image182.png
New Datastore.

oy

e [





image181.png
NewDatastore  Storage atuributes.

R pr— v oo 503 cussnonse

3 s s

Pl - |





image180.png
New Datastore

P

Storage system
AT —
P )

[rRa— Ay
- s

Py - |





image186.png
NewDatastore  General






image185.png
New Datastore.

2 s oem

P

‘Summary.

P—
r—

(oo |





image184.png
New Datestore  Storage attributes.

2 s s

= - |





image183.png
New Datastore:

oty o st s rncn®
-

s s [
- 0w Owns Owe

o s

P Cs o





image189.png
New Datastore

e
Fre—

4 sy

Summary

Storagessem st





image188.png
New Datastore  Storage attributes.

Sty ot e o e

2 scgeen st o s cat -
. - J—

e o |





image187.png
New Datastore Storage system

St ooy 17 e
2 ameen o— o






image171.png
Success x

‘The modified ESXi host settings are reflected only after the
subsequent successful storage system discovery.






image292.png
FlexPod Performance Insights © A e sk o e SR s

Weliness WEZEN - Vorst
- et e Sy T et
2 nepssanes & ) ) © ' ) )

vewst planning, Upgrades

© ] 1






image170.png
Set Recommended Values x

3 Ho/cHA Adapier Settings
Sets the recommended HBA tmeout settngs for Netapp sorage systems.
@ MPsettngs

Configurespreferre pats or Netapp Sorage systems Deterines Whh of the avalable patns are
optimizec pas 35 0990180 o non-optTiZed paths tht averse the interconnact cabie). and ets the

@ s setings

Sets therecommended NFS Heartbeatsetings for Netapp storage systems.






image291.png
Create Dashboard using wtchistFlexPod Performance Insights

[

-
8 by 8 e 8 g





image290.png
Selectwatchtist

T —

WatchistDetsits

[reererm—

r—
O comry © suknemer

Rra—





image175.png
Clone Storage Capability Profile

1 Geners

2 Platorm

3 perfomance

4 Storage aurbutes

5 Summary

Storage attributes.

[—
Soaceresane
encrvoten

Tierng pocy Foreon)






image296.jpg
ou g s s g 20000
put— .

© 5 At conptace

Q@ s
= [
[ s

L
20
sam

-
0

o e

o v





image174.png
Clone Storage Capability Profile

Platform

BT Pt






image295.png





image173.png
Clone Storage Capabilty Profile

x
F— General

P Specity the name and descripton of storage capabity profc. @

0 fetEmD N aE o Ererot

4 storage attroutes oescrton Canedroti forPtium evel Serce for
5 summary






image294.png
Weome, B

Fespod Paformance nsghts > Welness
SKA sgno

Wetlness ©

Al PodomancoLficency  AwiablityiPrtaction  Copadty  Configwation  Securty

Aetorsl)  UniqueRisks(3)  Afectd Systens

PR SWeatgchngs - Soxchbymktone  Q
[, A A e
St
J— s
it i s stk Q.. ot e 1 ) ke e S
Contpng s
punrirery
Pty S
[ - et e S - S
powhr
iy
srgp v
g
Pty e, obeins .
e o Dol CEEe e
P
nprion o

ey





image172.png
'ONTAP tools

@ Overview Storage Capability Profiles

8 Storage systems
Reate

& Storage Mapping

£ settings =
Reports v Clone
Datastore Report . Delete
Virtual Machine Report
AFF_Default

VVols Datastore Report

wol

Virtual Machine Report AFF_Tiering





image293.png
Wellness 5

© Performance &  Availability &
Efficiency Protection

Q Q

NoPendingcti.. No Pending Aci..






image179.png
NewDatestore  General





image178.png
Create VM Storage Polcy  NetApp.clustered.Data. ONTAP.VP.VASATO rules x

St © a8 i et 5

3 Nethop hstered Dot ONTAP NP






image299.jpg
Deploy OVF Template Ready to complete x

1 seectan OVF tempiste e inare 109230

2 Seiacta name nd folder

3 Seectacompute resource

5 Review detats e [r——

5 contiration e

& seiectstorage

srpmom—— @ socaion eonas






image177.png
Create VM Storage Policy

1 Nome and descrton
2 poey e

3 Nethpp st Do ONTAP V.
4 stragecompareity

Policy structure x

Host based services.

Datastore specifc rues






image298.jpg
Deploy OVF Template

Configuration

Descrptien






image176.png
Polcies andPofies
& customzaton spectc VM Storage Policies

48 storage Poiicy Components

£ A5F_Prorum

2 Hostiocal Pem Defout Storage Porcy
£ VM Encrypton Pocy
£ VSAN eout Strage Polcy

£ Vot No Reauremens Pocy





image297.jpg
Deploy OVF Template Select an OVF template x






image090.png
I

— = ————
POST ror pmme [Pt Ontat |
(o — B






image092.png
Create Boot Policy

Name. Boot-FCP
Description
Reboot on Boot Order Change = (J

Enforce VNIC/VHBA/ISCS! Name.
Boot Mode

Boot Security





image091.png
e

[ —






image094.png
Add SAN Boot Target

Boot Target LUN
Boot Target WWEN

Type

0

2

20:01:00:20:98:20:fe:d2]

Cancel






image093.png
Add SAN Boot ?

VHBA - [ FCP-Fabric-A

D -~





image096.png
Set Uefi Boot Parameters

Uefi Boot Parameters

Boot Loader Name.
Boot Loader Path

Boot Loader Description

BOOTX64.EF|

\EF\BOOT\

Cancel





image120.jpg
v Instal - Stage 2: Set Up

Setup Wizard

2 uCenter Server Configuration

vCenter Server Configuration

Time synchvonizaton mode Synchvonie time with the NTP servers
NTP servers (comma-separated [ oo
ssHaccess Ensoiea

=]






image241.png
Resource Groups.

S =
[ B
Ocerouns o ecrwer s e s
oz s e st
ot - [ —
T

=Ty

s Fey e st craon






image362.png
Clone Image Profile Ready to complete x






image095.jpg
Create Boot Policy

X
e oot
e
Reboot on Boot Ordes Crange (1
Erforce WICHHBASCS! Name - 8
s [ ow]
Boot Security a
wannos:
T e rnseconsay o o it bt e s
Th i rdr f s o e s e s OS5 5CS)  detrmind by P o o e,
It AIGNHOARSCS N e 3 A SES e 15 5 Co e 8 50
Ik i e CHNREAS e oo v, v o INCHLEI b ek P b st 53,
® LocalDevices soctorgr
+ - VAdwrcodfmor 4 Bpon @ P @
© oM Mouned weda e oo Qe Usve i Swhs mese See Sess
T
pp— TG
»e roora. ey
®wcs »s foora e
am
@vieas
@ 5081 whics o L
@enshel





image240.png
Soasonte Py for Vibma
Dasnboard

[ [ e

E $Pmn - e
R —— .
s « cars208

5 @ -






image361.png
Clone Image Profile

| 1 e Jr——

Select software packages x
o = - T v T o .
O we 1015 0BmAT000.  Wiwarecttes VMW Gaco Cutom E170.
@ o HONNTMI2007.  Wimecutted VW Gaco urtomESX170.
P SIHOBMMTOI001  Vimecutted  Viwwe oo urtom ESXI70.
@ = 2020068 Tmarcs Viwmecuttes VW GacoCurtomESXI70.
@ o 2402004020 Vimecuttes VW Gaco CunomESXI70.
@ e 704000010067 iwarecotiad VMW Gico Cutom 86170
@ oo MISIIGTTI wheecotted  Vwwe  Goco Custom £56170.
@ e tanosd Ftnarsppores G5 wertoem 21

O vetoem  tiewoe Ptnersppoes G5 o ustom ESK.70.
a 03007 VMwarecetted  VMwie  Gico Custom ESKI70.
@ e OMmAT0001ST. Vihecatted MW GicoCustomESXI70.
@ e 1003 maT02001. Wihimecattes MW Gaco Custom ESX170.
@ OLTATOI00T. Vihmecattes MW GacoCustomESXI70.
wana 2090ma702007.  Vihmecettes VMW Gaco Custom ESXI70.






image098.jpg
denty S rotie
Tempte

sy

Servr o nter

Maenancepoy

Servr Assionment

Create Service Profile Template
Ootonaysocty LN contigan srsn.

Oyrame G Connecion ok, - g 5

@x

T —
(5 S ) 20w ) No s 8 U Connecty Py

. s e s e L Gy ey

o o

et st
oo N St

WARMING 1 skt ot o oo sl rse.
Vo st e ot o 0 |

oo s






image360.png
Clone Image Profile

1 Name and detsis

o

0000BEEOO00BO00

Newopraspugn

e

Select software packages

7000510100 7.
39smr0200
39 samr0200

x
Moo NetsponssPugnv20
W o cotomesni70.
W o Cotom s 70.
W oo Cotomesni70.

e (5]





image097.jpg
Create Service Profile Template @ x

Yt e 3o s et et s el e e, Y an sl o LD i b s
e s e s

Nare VMot FP-A
T st wi b e w1 s 5 i i s rgariion
e org rofory Hespod-hwar

el o crt kot i e e i et

T [ Torgn g Torgite |

Soock o LD e st s st i e et s o
o

s [were |

119U it s o e slcad et
T skl U0 s G st 7 et e

oomra i s o i . T esrgton e oo e St et s skt e 5.






image089.png
Create BIOS Policy ?

Name AMD-C125-Vir{

Description

Reboot on BIOS Settings Change : (J

D -~





image124.png
() Edit settings - nx-vc (ESXi 5.5 virtual machine)

22 AdG hard sk 9 Acd netvork adapter ) Add oher device

)

~ @ cPu

Cores per Socket T sockers 2

CPU Hot Plug Enable CPU Hot Add





image245.png
Restore

ittt oty

=] - e






image088.png





image123.png
EB Edit settings - nx-vc (ESXi 5.5 virtual machine)

[ vioor

22 AdG hard sk 9 Acd netvork adapter ) Add oher device

)

~ @ cPu

Cores per Socket | sockets: 4

CPU Hot Plug Enable CPU Hot Add





image244.png
Restore






image122.jpg
Install - Stage 2: Complete






image243.png





image364.jpg
Create Backup Schedule

Backup location @

Backup server cradentials

Schedue @

Encrypt backup (optional)

D8 Healtn Check ©

Number of backups to retain

Data

157101156 9/software/Config-Backup/vCenter.

User name root
Password
Daty 02115 AM America/New_York

Encryption Password
Contirm Password
9 enabied

Retain al backups.

© Retaniast 4 2 backuns

0 stats, Events, ana Tasks M8

8 inventory and contiguration 92aM8
Tota size (compressed) 10528






image121.jpg
Stage 2:Set Up

Setup Wizard

3 550 Configuation

$SO Configuration

50 domain

Singe Sign-0n domain name

Singl Sign-On username

Singie Sign-on password §

Contim password

Join an existing $50 domain

et servr

el -






image242.png
/ @nxvcflexpodcis.  Summary  Monitor  Configure  Permissions  Datastores  Networks
B FlexPod-DC

v B Discovered .. Settings v Resource Groups \
BT oo
> BavaLs vApp Options o Clesteil /2 EM R X Deicte - ¢
& nx-aiqum Alarm Definitions

Name Description Policies
€ nontap-to..  Scheduled Tasks

@Nx0TvOI | polces [Homves ] mtasiucue o m. sac

& nx-snapctr Guest User Mappings

Backups.





image363.png
Al

General | Policy Backup & Export

Full State Backup Policy

Hostrare

User

Password

Rermote Fie

Admin State : [ Disable O Evable |
VoxFies 0

Description : | Database Backup Policy

All Configuration Backup Policy

Hostname : | 10.1.156.150

Protocol < [JFTP (JTFIP ®)SCP (JSFIP.

User admin

Password : e

Remote File - | /var/www/html/software/Config-Backup/aal6-6454

Admin State : [ Disable (®) Enable

Schedule : [(®) Daily O Weekly O Bi Weekly

MaxFiles : 0

Description : | Configuration Export Policy

Backup/Export Config Reminder

Admin Stete ) Disable (@) Enable

Remind me after(Days) : |30





image128.png
Edit Cluster Settings | Flexod-Management X
© Virtual machine directory
Store the swap fles n the same directory s the virtual machine.

@® Datastore specified by host

Store the swap files in the datastore specified by the host to be used for swap
files. If not possible, store the swap files in the same directory as the virtual

machine.

Using a datastore that is not visible to both hosts during vMotion might affect

the vMotion performance for the affected virtual machines.






image249.png
Deploy OVF Template. Review details
ety e s,

2 Souctarama s toc

o Dt s et e e

[ —————






image127.jpg
New Cluster Basics

M Fessos0

(0 Manogesthoss e st i3 sni mage @





image248.png
Deploy OVF Template

aname and foider x






image126.png
New Datacenter X

Name. FlexPod-Dd]

Location eeve flexpod cisco com






image247.png
Restore

PE—

— i 56122100052
P P

Enetobe stttk s 2tegadcacscon

) s v v o s e s

[E=3]=a] - e





image125.jpg





image246.png
Restore

2 ) 10115 14 st 52 -

=3 - [





image129.jpg
Edit Swap File Location | nx-esxi-1flexpod.cisco.com X

Select a location to store the swap files.

O Virtual machine directory
Store the swap fies In the same directory as the virtual machine.
© Use 2 specific datastore

Store th swap fies in the speciied datastore.Ifnot possibis, store the swap fiiss n the same directory 35 the virtual
machine. Using 2 datastore that s not visile to both hosts during yMotion might affect the vMotion performance for the

affected vintual machines.

Name v | casscty v | provseoss v | Feesmxe v | T v

o

e -






image230.png
Add Storage System x

Soagosyon gz ven 10
protocot Cu)

pont w

Tt C— e
Obirsa e

Even Magemen ysindEs) 8 AvoSuppon Seing
B snapcenr s evns o sysion

18 Sens Avtosuroer Noshcaton for s peraton o trae sysen.





image351.png
& Add upiink
vSwitch Name vswient]
wTy 2000
U= vmnics - Up, 50000 mbps )
» Link discovery Ciickto expand
» Securty Ciickto expand






image350.png
& Add upiink
wTy 2000
(L0 50000 mops )
» Link discovery Clck to expand
» Securty Clck to expand
» NIC teaming Clck to expand
» Tratfc shaping Clck to expand






image113.jpg
b

Install

Upgrade

Migrate

Restore






image234.png
Create Resource Group.

o
SR






image355.png





image099.jpg
sty Soce prote

Serve oo oder

Maanance Py

Serve Assigmmnt

rem——

Create Service Profile Template
Oobora sty sk ks sS4 corurinfoma.
ooy e o o S cooeciy?

Sl ) Bt o e ) Use Cormtity oy

S Camociay Pty [ 7680t ]






image112.png
ks Change power poicy

® High performance
D0 not use any power management eatures

Balanced
Reduce energy consumption with minimal performance compromise

Low power
Reduce eneray consumption at the rsk of lower performance.

O custom

User-defined power management policy. Advanced configuration wil become
avalable






image233.png
Create Resource Group
BTN e -

- =
e — E—
- vt —
f— —
- e
O s —
S

e s st e
R s com o o o o o
AT S e e et






image354.jpg
15081 snabed O Disatos ® Enaties

» Name 8 sias 201011 com tepoducsnost 1

R e =

* Mot AP uentcaten e 5

» Advancedsetings Cickto expana

Notvor e onngs. D ——
e Potgen < iissas Z

Woport g

sutctagas Bacssuctm 5 oo o Eoe o
Touet + htass < =
1155208 com g 0 ST essoaSnat 1521681001 20
159208 om0 St eSS RRT 1621602062 20
159205 com g s ST essosIRST 1621991052 2
1155208 com g0 S et assosInat 1621692001 20

Omamcimges [P —r———
s ~Jrn %
21681061 20
w2168 1062 2
21582081 2
21502082 20





image111.png
(2 Edit swap configuration

Enabled

Datastore

Local swap enabled

Host cache enabled

® ves O No
infra_swap
® ves O No

® ves O No






image232.png
SnapCenter Pug- for ware vsphere
Resource Groups

Venter senver | mveseond cacacom -

4o pin X ° ° »

R R





image353.png
4 Add VMkernel NIC

Port group.

New port group.

Virtual switch

VLANID

(U

1P version

~ IPv4 settings

Configuration

Address

‘Subnet mask

TCPIP stack

‘Senvices

New port group v

ISCsIBO0IPG-E

vSwitch1 v

9000

1Pva only v

O DHCP ® static

192.168.20.193

255255255.0]

Default TCP/IP stack v

O vMotion CJ Provisioning (J Fault tolerance logging

(O management () Replication (J NFC repiication






image110.jpg
| Systom | Mawse  Ucensing  Packages  Sewces  Securly&users

Advanced setings 7 EONTP Setings |/ EGnPTP Setings | G Retesn | b Actons
Aoctut Current date and time Monday, September 13, 2021, 19:02:08 UTC.
swap

s =

NTP servers 1101158135

2101156136





image231.png
New Backup Policy x

veaso acsegscrcocn -
o
posreen
Reaen om oo °
Fcncy = P

Resscon [ Ee———

[REr———y

Jra— [EINT——r
9] s e e e s
serps ©

er st p)





image352.png
Portgroup iScsiBoolPG v
MTY 9000
PrEm IPv4 only ~
~ 1Pva settings
BRI O DHCP ® static
Address 192.168.10.193
‘Subnet mask 255.256.255.0
TERPEEE Default TCP/IP stack v

Services. O vMotion CJ Provisioning (J Fault tolerance logging

O management (J Replication (J NFC repiication






image117.jpg
3 vCenterServe ntater C 0

Stage 1 Dey

Select datastore

8 show only compatie daastores

6 selectdatastore PR

=l - |






image238.png
Create Resource Group

o st o





image359.png
Clone Image Profile Name and details






image116.jpg
- o x

v Instal - Stage 1 Deploy v

i Select deployment size

5. select deployment sze
storage.

Resources requred fo dferent deployment szes

smat i e 520 100
XLarge 2 % 153 2000






image237.png
Create Resource Group

Ry . o oy
rr—— L —
urson s G =

(o) ) e





image358.png
Add Software Depot X

O oniine depot

Name:

URL:

© custom depot

Name: * FlexPod-ESXi-7.0U2






image115.jpg
B wCenterSarvernsater - o x

v Instal - Stage 1: Deploy vCenter Server

Set up vCenter Sen

Specty the Vi setings

4 setup veenter server VM Setroot password

m o0t password






image236.png
Create Resource Group x

1. Generat o & noticaton

+2.Resource

P —
LT T T T —






image357.png
Import Software Depot X

Name * Cisco Custom ESXi 7.0U2

File * VMware_ESXi_7.0.2_17867351_Custom,

BROWSE






image114.jpg
B wCenterSarvernsater - o x

v Instal - Stage 1: Deploy vCenter Server

VCenter Server deployment target

3 vCenter Server deployment target

HITES por






image235.png
M Create Resource Group

1. Genernfo & notitcaton

<2 Resource

Aays excude i spanning daastores

T means it oy h etastoes Geecty adond o resou1 1000 400 gy aastor of Vs
recy adcad o rsoutc 10 v b Backed U

Aays ncude il sponning daastres

A aasoresspanned by 1 ncoded Vs e mcced i D3ckD

Manual seect th spanning atstores o be ncluded
You i ped o oy the st vyt e Vs a3t






image356.jpg
VAN

Auto Deploy and Image Builder are disabled i this vCenter.

o access fullfeatured auto deploy, enable both Image To manage software depots only, enable image Buider.
Builder and Auto Deploy.

¥ AND IMAGE BUILDER ENABLE IMAGE BUILDER

ENABLE AU






image119.jpg





image118.jpg
v Instal - Stage 1: De

7 Configure network seitings

nter Server

Configure network se

Defaut gateway

ssas0s01156251

e [ R






image239.png
M B 8 @&mvc| 0wes| o
 Gruroosscscocon | Summwy  Montor  Confguwe  Pemasons  Ovacres Nevwoks  Soopiots Updes
< Rpeseace

oreva v v Bacps

by
[ [

o e oo o ion i B

[y e Nome. S Sunteme | GnaTee | Moumea | oy |Viewesns |
mmen | o

ol e e e e &

roundiug [ —





image142.jpg
Edit Network Time Protocol

Benave @

NTP Servers

NTP Service Status:

NTP Service Startup Polcy:

nx-esxi-2.flexpod.cisco.com

101156135.10.1156 136

‘Separate servers with commas, 9. 1031212, 1e00:2800

Stopped
Bstart NTP Service.

Start and stop vith host






image263.png
I Active IQ Unified Manager






image141.jpg
Mount Datastore to Additional Hosts | infra_datastore_01 X

FlexPod-Ma

FlexPod






image262.png
4 Authorize Cluster Certificate

Host 2216-3400.flexpod.cisco.com you specified has identifed itself
with a selfsigned certificate for and the host does not match with

the name (CN or DN): 2a16-2400.

View Certificate

Do you want to trust this certificate?

No






image140.jpg
Virtual switches (Croe werwomeie [ merees ]

> Distributed Switch; vDSO.

 Standard SWItCh: VSWICNO. | ADD NETWORKING  EOIT  MANAGE PRYSICAL ADAPTERS  ++

© EHE e [ ] [+ st st
o [ o 100007
@

Virtual Machines (0) et 40000

@ Management Network .
VLAND: -
v VMikernet Ports ()

V010115622 .

)

© OOB-MGMT Network
VLN D 13
Virtual Machines (0)

© VMKemelinfraNFS
VLAND: 3050
 VMikernel Ports ()

v 1921685022 1






image261.png
Getting Started

‘Add ONTAP Clusters.

Recently added clusters (0)  ©
Mo A Ot ctiontt





image260.png
Getting Started

© © © hd 0

Setup APl Gateway

o Ctvay o i U g ST AP s T VAP ety O s tton o
s o St

Ok S At e g i .





image146.jpg
Edit Swap File Location | nx-esxi-2.flexpod.cisco.com x

Setect a location to store the swap fles.

O Vitual machine drectory

Store the sway

5 in the same directory 35 the vitusl machine,

© Use aspecifc datastore

Store the swap fls in the specified datastore. I not possible. store the swa fies in the same directory 35 the virtual

machine. Using 2 datastore that is not visiie 1o both hosts au

13 YMotion might affect the vMotion performance for

ted vitual machines
name v sy v v FweSpwe v | Type Yy | Thinprovsined

19977 NFs4T Supported

20068






image267.png
Port

H

£

—»[ " Testauthenticaton

Test User

Enter the usemame to find the user in the authentication server.
Enter the usemname and password to authenticate the user.
Username: flexadmin

Password: s

Start

Cancel






image145.png
Edit System Swap Settings = nx-esxi-2flexpo.. X

Can use datastore: [infra_swap -

Can use host cache

Can use datastore specified by host for swap files






image266.png
Remote Authentication @

Remote Authentication @
%) Enaieremote suthenticaton and defne  emot user o aremote group
Authentication Sevice: ActiveDiectory ~
‘Adminitrator Name: fexpodfexadmin
Passord: e
Base Distinguished Name:  cn=users dc-fexpod.de=diso,

@visableNestedGroup Lok
@use scure Comnection: 3

Authentication Servers

Name or IP Address

10156251

8 8|%

10156250






image144.jpg
vDS0 - Add and Manage Hosts

v 1selecttask Saanage pityical adaptirs

v 25electhosts '40a orreMove physica network adapters 1o this distibuted switch

4 Manage VMkermel agapt..

5 Migrate VM networking HostPhysica Network Adapters
 Ready to complte. 4 [ acest2texood cscocom
<onthsswicn

= vmeic2 (assnea)
5 v (Asvared)
2 O otner swicnesiunciamed
oo
= et
4 [ o3 terpoa cscocom
<ot swten
5 yminc2 (Assgne)
5 ymric3 Assignea)

4 Onoac swicnes/unciames

 Asson upik 13 Unassign adapter (D View settings

in Use by Swtcn

vSwteno

vsweno

Vg

Uikt

Unink2

Uikt
Upink2

canceL

Uptnk Port Growp

VDS0-OVUpinks-
VDSODVUpink-

VDS0-0VUpinks-

VDSODVUpInKs-.

gmal - |






image265.png
I Active IQ Unified Manager

VMWARE

GENERAL
Autosupport
Notifcator

Feature Settings

Remote Authentication

Remote Authentication @






image143.png
Edit Power Policy Settings | nx-esxi-2flexpod.. X

@ High performance
Do not use any power management features
O Balanced
Reduce energy consumption with minimal performance compromise.
O Low power
Reduce energy consumption at the risk of lower performance
O custom

User-defined power management policy






image264.png
Users:Add @

Local User v

A\ Authentication serveris cithr disabled or ot configured. To add a remote user or roup,
enableor configurethe authenticaion srver from Setup Options.

N netopp.con

Application Administrtor v






image149.jpg
Storage Devices

REFRESH oETACH
O | Nome
(O | Local ATA Disk (HO.ATA,

() | Local ATA Disk (HO.ATA,

Qo

Properties  Paths
RutimeNeme ¥

O | vmhbazcoTiLo

(o] hba2.COT2

RENAME

Partition Details

@ A

* A

@ Active (/O)

@ Actie

TURNONLED  TURNOFFLED  ERASE PARTITIONS

wn

10430000000000) o

Torget v v | pretened
2000.0039:22171295 20

2000:0039:2217.1290

Vmhbaz COTILO

vmnb:






image148.png
IPMI/ILO Settings for Power nx-esxi-1flexp.. X
Management

User name. ipmiadmin

Password

BMC IP address 192.168.156.198

BMC MAC adcress P —






image269.png
Users: Add o

Remoteser

[

e






image147.png
Prope

s for: Chassis 1/ Server 1

General | Inventory | VitualMachines Installed Fimware  CMCSessions  SELlogs  V
Motherboard CPUs  GPUs  Memory  Adapters  HBAs  NICs  iSCSIWNIC
Actions cme
Update Firmware Vendor : Cisco Systems Inc.

Activate Firmware Revision: 0
Modify Outband Static Management IP States
Management Interface

Change Inband Management I

Change KVM Certificate
Clear KVM Certificate

Outband 1Pv4 | Inband

1P Address 192168156198
Subnet Mask  : 255.255.255.0
Default Geteway : 192.168.156.254
MAC AO:3DIGEESCE:TA





image268.png
Result

Authentication succeeded.

Usemame: flexadmin

Full Name: CN=FlexPod

Admin cn=users,dc=flexpod dc=cisco,dc=com
Groups: [Domain Admins, Denied RODC Password
Replication Group]






image131.png
Distributed Switch - Edit X

. vDSO
Settings

General  Advanced  Uplinks

MTU (Bytes) 9000

Multicast filtering IGMP/MLD snooping v

mode I —
Discovery protocol

Type Link Layer Discovery Protocol v

Operation Both v

Administrator contact

Name

Other details






image252.png
Deploy OVF Template

Ready to complete x






image130.jpg
Storage Devices

REFRESH OETACH RENAME TURNONLED TURNOFFLED  ERASE PARTITIONS
O | Nome 3 [ ¥
O | Local ATA Disk (10 ATA___M

MsA2451

A Disk (110 ATA,

15A2510C2

Properties  Paths

moimerame v | st v v | e v o v
O | vmbascomio & acve o 1129020
O wbazco2io @ Acve

129020,

171295 20.

vmhba3CoT2

171290 20.






image251.png
Deploy OVF Template

Customize template






image250.png
Deploy OVF Template Select storage

PRST——— sty )
(0 e e o5 o

s st ance

] - |





image135.jpg
nx-esxi-1.flexpod.cisco.com - Add Networking

Pl s
et
oy
© Use static v settings.

Pt saaress 2168021
Subrat mask 52552559
Detaut gateway (£ Override defauit gateway for this adapter





image256.png
Active 1 Unified Manager

Log in to Active IQ Unified Manager in a web brouser by using
https://10.1.156.106,

or
https://nx-aiqun. flexpod..cisco.con/

The maintenance console should be used when the web interface is not available.
For nornal usage of Active IQ Unified Manager, use the web interface.

Hint: Num Lock on

nx-aiqun login: _





image134.jpg
nx-esxi-1flexpod.cisco.com - Add Networking

v 1Select connectiontype  port properties.
v 2elect target device Specity VMKkernel port settings.
3 Port properties

VMkernel port settings

4 1pvé settings.
Network iabe! 050

5 Ready to complete.
M1y custom ~ 9000
TePnP stack Motion v

Available services.
Enabied services Mot






image255.png
Create the maintenance user.

The maintenance user manages and maintains the settings on the
Active 1Q Unified Manager virtual appliance.

For exanple, the maintenance user can do the following:
- Change netuork settings

- Upgrade to a neuer version of Active IQ Unificd Hanager or apply patches

- Create and manage other users and their pernissions using the ueb interface
At the prompt, specify the uscrnane and passuord for the new maintenance user.

The maintenance user name should start with any letter betueen a-z,
folloued by any conbination of -, a-z or 0-9

Usernane: flexadnin
Enter new UNIX passuord:
Retype neu UNIX passuord






image133.jpg
vDSO - Add and Manage Hosts

v 1selecttask
v 2selectnosts

Manage physical adapters
‘20 orremove physical network adapters to this distrbuted switch

5 ansge prysica sdater
Assanupink 3 Unassian adspier () View stings
prr——— Ao
S Mirate VM networkng | HosPnysa Netork Acspers nuseoyswn | v UptnkPort Goup

& Ready to complate + B neesntexpoacicocom

4 Ontns swicn

5 vnc2 (sanes) = e VDs00vUpIn-
i3 (ssned) - Upink2  v0sG0VUpinks
2 On otner swtcrssinciamea
o “swieno
& et Vswreno

canceL






image254.png
Configuring tzdata

Please select the geographic area in uhich you live. Subsequent configuration questions will narrou
this doun by presenting a list of cities, representing the tinc zones in uhich they arc located.

1. Africa 3. Antarctica 5. Arctic 7. Atlantic 9. Indian 11, Systeny 13. Etc
2. fmerica 4. fustralia 6. fsia 8. Europe  10. Pacific 12. US
Geographic area: 12

Please select the city or region corresponding to your tine zone.
1. Alaska 3. Arizona 5. Eastern 7. Indiana-Starke 9. Mountain 11. Samoa

2. Aleutian 4. Central 6. Havaii 8. Michigan 10. Pacific
Tine zone: 5
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