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Executive Summary

Cisco Validated Designs include systems and solutions that are designed, tested, and documented to facilitate
and improve customer deployments. These designs incorporate a wide range of technologies and products into
a portfolio of solutions that have been developed to address the business needs of customers. Cisco, Pure and
Veeam have partnered to deliver this document, which serves as a specific step-by-step guide for implementing
FlashStack® Data Protection with Veeam. This Cisco Validated Design (CVD) provides an efficient architectural
design that is based on customer requirements. The solution that follows is a validated approach for deploying
Cisco, Pure Storage, and Veeam technologies as a shared, high performance, resilient, data protection solution.

This document includes a reference architecture and design guide for a complete set of data protection options
for FlashStack. These options, combined with Veeam Backup & Replication v11, using Pure FlashArray//C, Cisco
UCS C240 AFF Rack Server or Cisco UCS S3260 Storage Server as on-premises backup storage targets.
FlashStack with Veeam Data Protection provides an end-to-end solution that includes backup, restores and ar-
chive to on-premises and public cloud

FlashStack provides pre-integrated, pre-validated converged infrastructure that combines compute, network,
and storage—into a platform designed for business-critical applications and a wide variety of workloads. This
platform delivers maximum performance, increased flexibility, and rapid scalability. It enables rapid, confident
deployment as well as reducing the management overhead consumed by things like, patch upgrades and sys-
tem updates.

Modern infrastructure also needs modern data protection, and Veeam’s data protection platform integrates
backup and replication with advanced monitoring, analytics and intelligent automation and data re-use. Veeam®
Backup & Replication™ helps businesses achieve comprehensive data protection for ALL workloads including
virtual, physical, file and cloud. With a single console, Veeam achieves fast, flexible, and reliable backup, recov-
ery and virtual machine replication of all applications and data, on-premises or in the cloud.

This solution works with FlashStack to deliver performance and features to help ensure that your data and appli-
cations are available while also unleashing the power of backup data through data re-use use cases.

A CVD and pre-validated reference architectures facilitate faster, more reliable, and more predictable customer
deployments:
o Each CVD has been extensively tested, validated, and documented by Cisco and partner experts.

o CVDs minimize both integration, deployment, and performance risks to ensure always-on availability for
enterprise applications.

From design to configuration, instructions to bill of materials (BOMs), CVDs provide everything businesses need
to deploy the solutions in the most efficient manner.



Solution Overview

Introduction

Delivering an optimal user experience for business-critical applications is a non-negotiable element for success-
ful businesses. Architecting infrastructure that meets application and SLA requirements is vital to delivering the
superior performance on which great user experiences rest. Today, this infrastructure is often built with the lat-
est compute technology, high-performance flash storage arrays, and enterprise networking. Combining modern
data protection and infrastructure is also key to availability because pairing data protection with the right backup
infrastructure can help an organization respond to its unique demands.

Figure 1 illustrates on the deployment model for FlashStack data protection with Veeam using three backup tar-
get options elaborated in this solution.

Figure 1.  High-level Deployment Model - FlashStack Data Protection with Veeam
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Audience

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional
services, IT and data protection managers, partner engineers, and customers who want to take advantage of an
infrastructure built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step design, configuration, and implementation guide for the Cisco Validated
Design for FlashStack Data Protection with Veeam for virtualized workloads. This document offers three backup
target architectures: Cisco UCS S3260 Storage Server, Cisco UCS C240 All Flash rack server, and Pure Flash
Array//C with a Cisco UCS C220 M5 rack server. The choice for any of these data protection Infrastructure plat-
forms, depends on backup and restore requirements, backup throughput, storage efficiency and capacity.



What’s New in this Release?

This is the first release of Cisco Validated Design for FlashStack data protection with Veeam.
It incorporates the following features:

e Cisco UCS S3260 Storage Server

o Cisco UCS C240 All Flash Rack Server

o Cisco UCS C220 Rack Server,

» Support for the Cisco UCS 4.1(3b) release

o Veeam Backup & Replication v11

o Support for the latest release of Pure Storage FlashArray//C60 345TB hardware and Purity//FA v6.1.3

o Backup of FlashStack environment through Fibre Channel with Veeam/Pure Storage snapshot integration
o Pure Storage Universal Storage API Plug-In for Veeam Backup & Replication 1.2.45

o Restore through Veeam SAN Mode

e VMware vSphere 7.0 GA Hypervisor



Solution Summary

This solution for FlashStack data protection with Veeam Backup & Replication v11, delivers reliable and fast
backup and restore of virtual infrastructure provisioned on FlashStack environment. This solution protects work-
loads on FlashStack and provides a choice of backup targets to run Veeam backups and replicas. The target
storage and the Veeam services can consolidate on any of the following backup infrastructure platforms:

o Cisco UCS S3260 Storage Server running Veeam services on the compute node with 56 top load NL-SAS
drives as the Veeam Backup Repository

e Cisco UCS C240 All Flash Rack Server running Veeam services, equipped with 24 front load SSDs as the
Veeam Backup Repository

« Pure Storage FlashArray//C as the Veeam Backup Repository with Cisco UCS C220 Rack Server providing
computing power for running Veeam Services

Customers can choose any of the above backup infrastructure platforms with key determining factors such as
Recovery Point Objective (RPO), Recovery Time Objective (RTO) and data efficiency of stored backups. All of the
platforms unleash the key features provided through a three-way solution between Cisco, Veeam and Pure Stor-
age. Some of the key features universal to all the three platforms are as follows

« Veeam’s integration with Pure Storage snapshot technology, enabling backup from storage snapshot of
any volume, without worrying about pausing workloads and with zero overhead

» Veeam Direct SAN Access mode, leveraging VMware API for Data Protection (VADP) to transport VM data
directly from and to FC, FCoE and iSCSI storage over the SAN. The Direct SAN access transport method
provides the fastest data transfer speed and produces no load on the production workloads or networks.

o Ease of management with scalability of compute and storage elements through with Cisco UCS Manager
4.0 (UCSM) and Cisco Intersight

o Backup of virtual infrastructure on Flash Stack through Fibre Channel

Figure 2 illustrate the high-level Solution Architecture providing protection of FlashStack environment with
Veeam v11.



Figure 2. High-level Solution Architecture - FlashStack Data Protection with Veeam
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The key features and benefits of the above three backup infrastructure platforms with Veeam are detailed in the
following sections.

FlashArray//C: Fast Restores with Storage Efficiency (Dedupe and Compression)

Veeam, with FlashArray//C from Pure Storage, and Cisco UCS C220 M5 servers, delivers maximum flash-based
performance that can handle multiple workloads, while paired with Pure Storage data efficiency features. This
solution offers storage capacity without compromise, along with flash-based performance at close to disk eco-
nomics. It targets multiple workloads and large-scale deployments featuring:

o AlI-QLC flash storage for cost-effective, capacity-oriented workloads

Advanced data services and technologies for guaranteed data efficiency

Scale-up, scale-out architecture to meet the capacity expansion requirements of data-intensive work-
loads

Non-disruptive, Evergreen architecture that eliminates risky, complex, and costly upgrades

Cisco UCS C240 All Flash Rack Server: Fast Restores and High Backup Throughput

Veeam, with Cisco UCS C240 M5 all-flash storage servers, delivers the performance and flexibility needed to
run and support virtually any workload, while meeting the requirements of a sophisticated data protection envi-
ronment. [t features:

e Architectural and compute flexibility

o Multiple workload capability



e Best-in-class backup and restore performance

o Scale-out capability

Cisco UCS S3260 Storage Server: Dense Platform with Optimal Restores and High
Backup Throughput

Veeam, with Cisco UCS S3260 M5 storage servers, delivers superior performance with massive scale-up and
scale-out capability and disk economics. This solution includes Cisco Intersight or UCS Manager to reduce cost
of ownership, simplify management, and deliver consistent policy-based deployments and scalability.

This dense storage platform, combined with FlashStack and Veeam, offers massive storage capacity and high
backup throughput for multiple workloads. You can run Veeam components such as Backup Proxy, Veeam Con-
sole and Backup Repository on a single compute and storage platform with the ability to scale both compute and
storage through Veeam Scale-Out Backup Repositories (SOBR).

You can deploy a scale-out backup storage platform on a cluster of Cisco UCS S3260 storage servers, providing
an S3 archive target for the Veeam Capacity tier. The Capacity Tier features Scale-Out Backup Repositories
(SOBR) architecture, which makes it possible to immediately copy new backups, and to move older backups to
more cost-effective cloud or on-premises object storage. Archiving backup in the Capacity Tier can result in up
to 10X savings on long-term data retention costs and help you align with compliance requirements by storing
data as long as needed.

Physical Topology

Compute Connectivity

Each rack server in the design is redundantly connected to the managing Fabric Interconnects (FI) with two ports
to each Fl. Ethernet traffic from the upstream network and Fibre Channel frames coming from the FlashArray are
converged within the fabric interconnect to be both Ethernet and Fibre Channel over Ethernet and transmitted to
the UCS server.

These connections from the 4" Gen UCS 6454 Fabric Interconnect to the Cisco UCS C220, Cisco UCS C240
Rack Server, and Cisco UCS S3260 storage server are detailed in Figure 3.
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Figure 3. Compute Connectivity
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Each rack and storage server in the design is redundantly connected to the managing fabric interconnects with
two ports to each Fabric Interconnect (Fl). Ethernet traffic from the upstream network and Fibre Channel frames
coming from the FlashArray are converged within the fabric interconnect to be both Ethernet and Fibre Channel
over Ethernet and transmitted to the UCS server.

Network Connectivity

The layer 2 network connection to each Fabric Interconnect is implemented as Virtual Port Channels (vPC) from
the upstream Cisco Nexus Switches. In the switching environment, the vPC provides the following benefits:

« Allows a single device to use a Port Channel across two upstream devices

Eliminates Spanning Tree Protocol blocked ports and use all available uplink bandwidth
e Provides a loop-free topology

o Provides fast convergence if either one of the physical links or a device fails

« Helps ensure high availability of the network

The upstream network switches can connect to the Cisco UCS 6454 Fabric Interconnects using 10G, 25G, 40G,
or 100G port speeds. In this design, the 40G ports from the 40/100G ports on the 6454 (1/49-54) were used for
the virtual port channels.

Figure 4. Network Connectivity
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Fibre Channel Storage Connectivity

The Pure Storage FlashArray//X platform and FlashArray//C platform are connected through both MDS 9132Ts
to their respective Fabric Interconnects in a traditional air-gapped A/B fabric design. The Fabric Interconnects
are configured in N-Port Virtualization (NPV) mode, known as FC end host mode in UCSM. The MDS has N-Port
ID Virtualization (NPIV) enabled. This allows F-port channels to be used between the Fabric Interconnect and the
MDS, providing the following benefits:

e Increased aggregate bandwidth between the fabric interconnect and the MDS

o Load balancing across the FC uplinks



« High availability in the event of a failure of one or more uplinks

The FlashArray//X platform hosts the source virtual infrastructure and FlashArray//C platform is provisioned with
Veeam Backup Repository. Both the platforms share 2xMDS 9132T switches.

Figure 5. Fibre Channel Logical Design
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FC End-to-End Data Path
The FC end-to-end path in the design is a traditional air-gapped fabric with identical data path through each
fabric as detailed below:

e Each Cisco UCS Server is equipped with a Cisco UCS VIC 1400 Series adapter

e Cisco UCS C-Series Rack Servers are equipped with Cisco UCS VIC 1457 and Cisco UCS S-Series Stor-
age server is equipped with a Cisco UCS VIC 1455 providing 2x25Gbe to Fabric Interconnect A and
2x25Gbe to Fabric Interconnect B

e Each Cisco UCS 6454 Fl connects to the MDS 9132T for the respective SAN fabric using an F-Port chan-
nel

e The Pure Storage FlashArray//X70 R2 and FlashArray//C are connected to both MDS 9132T switches to
provide redundant paths through both fabrics



Figure 6. FC End-to-End Data Path
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The components of this integrated architecture shown in Figure 6 are:
o Cisco Nexus 93180YC-FX - 10/25/40/100Gbe capable, LAN connectivity to the Cisco UCS compute re-
sources

e Cisco UCS 6454 Fabric Interconnect - Unified management of Cisco UCS compute, and the compute’s
access to storage and networks

e Cisco UCS C-Series - High powered rack server, with fast storage
e Cisco UCS S-Series - High powered dense storage platform with two compute nodes

o Cisco MDS 9132T - 32Gb Fibre Channel connectivity within the architecture, as well as interfacing to re-
sources present in an existing data center

« Pure Storage FlashArray//X70 R2 - part of FlashStack environment providing storage for virtual infrastruc-
ture hosted on Cisco UCS B Series Server with Cisco UCS 5108 chassis

o Pure Storage FlashArray//C60 - Veeam Backup Repository

o Cisco UCS S3260 Storage server - Veeam Backup Repository

o Cisco UCS C240 All Flash rack server- Veeam Backup Repository

e Cisco UCS C220 rack server - Veeam Backup Server with Veeam Backup Repository on FlashArray//C60



Solution Reference Architecture

Figure 7 illustrates the data protection of FlashStack with Veeam architecture used in this validated design to
support fast, reliable, and dense backup targets for virtual infrastructure deployed on FlashStack environment. It
follows Cisco configuration requirements to deliver highly available and scalable architecture.

Figure 7. FlashStack Data Protection with Veeam Solution Reference Architecture
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The reference hardware configuration includes:

e Two Cisco Nexus 93180YC-FX switches

o Two Cisco MDS 9132T 32-Gb Fibre Channel switches

o Two Cisco UCS 6454 Fabric Interconnects

e One Cisco UCS 5108 Blade Chassis

o Four Cisco UCS B200 M5 Blade Servers (virtual infrastructure)

e One Cisco UCS C240 M5 All Flash Rack Server providing compute and storage resources for Veeam ser-
vices

¢ One Cisco UCS S3260 Storage Server one single compute node providing compute and storage re-
sources for Veeam services

e One Pure Storage FlashArray//X70 R2 (FlashStack environment hosting virtual infrastructure)

e One Pure Storage FlashArray//C providing storage resource for Veeam Backup Repository with Veeam
Services running on a Cisco UCS C220 rack server

This document guides you through the detailed steps for deploying the base architecture. This procedure ex-
plains everything from physical cabling to network, compute, and storage device configurations.



What is FlashStack?

The FlashStack platform, developed by Cisco and Pure Storage, is a flexible, integrated infrastructure solution
that delivers pre-validated storage, networking, and server technologies. Cisco and Pure Storage have carefully
validated and verified the FlashStack solution architecture and its many use cases while creating a portfolio of
detailed documentation, information, and references to assist customers in transforming their data centers to
this shared infrastructure model.

FlashStack is a best practice data center architecture that includes the following components:

o Cisco Unified Computing System
¢ Cisco Nexus Switches
e Cisco MDS Switches

o Pure Storage FlashArray & FlashBlade

Figure 8. FlashStack Systems Components
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https://www.flashstack.com/

As shown in Figure 8, these components are connected and configured according to best practices of both Cis-
co and Pure Storage and provide the ideal platform for running a variety of enterprise workloads (for example,
databases) with confidence. FlashStack can scale up for greater performance and capacity (adding compute,
network, or storage resources individually as needed), or it can scale out for environments that require multiple
consistent deployments.

The reference architecture covered in this document leverages the Pure Storage FlashArray//X70 R2 Controller
with NVMe based DirectFlash modules for storage, Cisco UCS B200 M5 Blade Server for compute, Cisco Nexus
9000, and Cisco MDS 9100 Series for the switching element and Cisco Fabric Interconnects 6300 Series for
system management. As shown in Figure 8, FlashStack architecture can maintain consistency at scale. Each of
the component families shown in the FlashStack (Cisco UCS, Cisco Nexus, Cisco MDS, Cisco Fl and Pure Stor-
age) offers platform and resource options to scale the infrastructure up or down, while supporting the same fea-
tures and functionality that are required under the configuration and connectivity best practices of FlashStack.

FlashStack Solution Benefits

FlashStack provides a jointly supported solution by Cisco and Pure Storage. Providing a carefully validated archi-
tecture built on superior compute, world-class networking, and the leading innovations in all flash storage. The
portfolio of validated offerings from FlashStack includes but is not limited to the following:

« Consistent Performance and Scalability
o Consistent sub-millisecond latency with 100 percent NVMe enterprise flash storage
o Consolidate hundreds of enterprise-class applications in a single rack

o Scalability through a design for hundreds of discrete servers and thousands of virtual machines, and the
capability to scale 1/O bandwidth to match demand without disruption

o Repeatable growth through multiple FlashStack Cl deployments
o Operational Simplicity

o Fully tested, validated, and documented for rapid deployment

o Reduced management complexity

> No storage tuning or tiers necessary

o 3x better data reduction without any performance impact

e Lowest TCO
o Dramatic savings in power, cooling, and space with Cisco UCS and 100% flash
o Industry leading data reduction

> Free FlashArray controller upgrades every three years with Pure’s Evergreen Gold Subscription

« Mission Critical and Enterprise Grade Resiliency
> Highly available architecture with no single point of failure
o Non-disruptive operations with no downtime
o Upgrade and expand without downtime or performance loss
o Native data protection capabilities: snapshots and replication
Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack solutions,

from customer account and technical sales representatives to professional services and technical support engi-
neers. The support alliance between Pure Storage and Cisco gives customers and channel services partners di-



rect access to technical experts who collaborate with cross vendors and have access to shared lab resources to
resolve potential issues.



Solution Components

This section describes the components used in the solution outlined in this solution.

Cisco Intersight Cloud Based Management

Cisco Intersight is Cisco’s new systems management platform that delivers intuitive computing through cloud-
powered intelligence. This platform offers a more intelligent level of management that enables IT organizations
to analyze, simplify, and automate their environments in ways that were not possible with prior generations of
tools. This capability empowers organizations to achieve significant savings in Total Cost of Ownership (TCO)
and to deliver applications faster, so they can support new business initiates. The advantages of the model-
based management of the Cisco UCS platform plus Cisco Intersight are extended to Cisco UCS servers.

The Cisco UCS platform uses model-based management to provision servers and the associated storage and
fabric automatically, regardless of form factor. Cisco Intersight works in conjunction with Cisco UCS Manager
and the Cisco® Integrated Management Controller (IMC). By simply associating a model-based configuration
with a resource through service profiles, your IT staff can consistently align policy, server personality, and work-
loads. These policies can be created once and used repeatedly by IT staff with minimal effort to deploy servers.
The result is improved productivity and compliance and lower risk of failures due to inconsistent configuration.

Cisco Intersight is integrated with data center, hybrid cloud platforms, and services to securely deploy and man-
age infrastructure resources across data center and edge environments. In addition, Cisco will provide future
integrations to third-party operations tools to allow customers to use their existing solutions more effectively.

Pure Storage FlashArray with Intersight

The Cisco Intersight Premier edition offers private-cloud Infrastructure-as-a-Service (laaS) orchestration across
Cisco UCS, HyperFlex, and third-party endpoints including VMWare vCenter and Pure Storage. This feature,
called Cisco Intersight Orchestrator, enables you to create and execute workflows in Cisco Intersight. For exam-
ple, provisioning a Pure Storage FlashArray or deploying a new virtual machine from a template could involve
multiple tasks, but with Cisco Intersight Orchestrator, the administrator has a workflow designer to visualize a
workflow definition and monitor the execution of that workflow on any infrastructure element.


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/intersight/datasheet-c78-739433.html

Figure 9. Example of User-Customizable Cisco Intersight Dashboard for Cisco UCS Domain
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Figure 11. Cisco Intersight License
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Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware compo-
nents of the Cisco Unified Computing System™ (Cisco UCS) through an intuitive GUI, a CLI, and an XML API. The
manager provides a unified management domain with centralized management capabilities and can control mul-
tiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access.
The platform, optimized for virtual environments, is designed using open industry-standard technologies and
aims to reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-latency;
lossless 40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an inte-
grated, scalable, multi-chassis platform in which all resources participate in a unified management domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

Compute: The system is based on an entirely new class of computing system that incorporates blade
servers based on Intel® Xeon® Scalable Family processors.

Network: The system is integrated on a low-latency, lossless, 25-Gbe unified network fabric. This net-
work foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are
separate networks today. The unified fabric lowers costs by reducing the number of network adapters,
switches, and cables needed, and by decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability, per-
formance, and operational control of virtual environments. Cisco security, policy enforcement, and diag-
nostic features are now extended into virtualized environments to better support changing business and IT
requirements.

Storage access: The system provides consolidated access to local storage, SAN storage, and network-
attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can access stor-
age over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer System Inter-



face over IP (iSCSI) protocols. This capability provides customers with choices for storage access and in-
vestment protection. In addition, server administrators can pre-assign storage-access policies for system
connectivity to storage resources, simplifying storage connectivity and management and helping increase

productivity.

« Management: Cisco UCS uniquely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. Cisco UCS Manager has an intuitive GUI, a CLI, and a
robust API for managing all system configuration processes and operations.

Figure 12. Cisco Data Center Overview
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Fabric extenders

ITTLITIIE
Cisco UCS
2408 Fabric Extender

Cisco UCS
2304 Fabric Extender

.'r-—-—-
Cisco UCS
2208XP Fabric Extender

Cisco UCS
2204XP Fabric Extender

Optional
2348UPQ or 2232PP
10GE Fabric Extenders

o Reduced TCO and increased business agility

. Elaai= B Nilae - K]
- - ® S

L R LN

e Increased IT staff productivity through just-in-time provisioning and mobility support

« A cohesive, integrated system that unifies the technology in the data center; the system is managed, ser-
viced, and tested as a whole



« Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale 1/O bandwidth to match demand

« Industry standards supported by a partner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of the
Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual machines. Cisco
UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a CLI, or an XML API for compre-
hensive access to all Cisco UCS Manager Functions.

Cisco UCS Fabric Interconnect

The Cisco UCS 6400 Series Fabric Interconnects are a core part of the Cisco Unified Computing System,
providing both network connectivity and management capabilities for the system. The Cisco UCS 6400 Series
offer line-rate, low-latency, lossless 10/25/40/100 Gigabit Ethernet, Fibre Channel over Ethernet (FCoE), and
Fibre Channel functions.

The Cisco UCS 6400 Series provides the management and communication backbone for the Cisco UCS B-
Series Blade Servers, Cisco UCS 5108 B-Series Server Chassis, Cisco UCS Managed C-Series Rack Servers,
and Cisco UCS S-Series Storage Servers. All servers attached to a Cisco UCS 6400 Series Fabric Interconnect
become part of a single, highly available management domain. In addition, by supporting a unified fabric, Cisco
UCS 6400 Series Fabric Interconnect provides both the LAN and SAN connectivity for all servers within its do-
main.

From a networking perspective, the Cisco UCS 6400 Series use a cut-through architecture, supporting deter-
ministic, low-latency, line-rate 10/25/40/100 Gigabit Ethernet ports, switching capacity of 3.82 Tbps for the
6454, 7.42 Tbps for the 64108, and 200 Gbe bandwidth between the Fabric Interconnect 6400 series and the
IOM 2408 per 5108 blade chassis, independent of packet size and enabled services. The product family sup-
ports Cisco low-latency, lossless 10/25/40/100 Gigabit Ethernet unified network fabric capabilities, which in-
crease the reliability, efficiency, and scalability of Ethernet networks. The fabric interconnect supports multiple
traffic classes over a lossless Ethernet fabric from the server through the fabric interconnect. Significant TCO
savings come from an FCoE-optimized server design in which Network Interface Cards (NICs), Host Bus Adapt-
ers (HBAs), cables, and switches can be consolidated.

Figure 13. Cisco UCS 6400 Series Fabric Interconnect - 6454 Front View

Figure 14. Cisco UCS 6400 Series Fabric Interconnect - 6454 Rear View
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Cisco UCS S3260 Storage Server

The Cisco UCS S3260 Storage Server is a modular, high-density, high-availability dual-node rack server well
suited for service providers, enterprises, and industry-specific environments. It addresses the need for dense,
cost-effective storage for the ever-growing amounts of data. Designed for a new class of cloud-scale applica-
tions and data-intensive workloads, it is simple to deploy and excellent for big data, software-defined storage,
and data-protection environments.

Figure 15. Cisco UCS S3260 Storage Server

The Cisco UCS S3260 server helps you achieve the highest levels of data availability and performance. With du-
al-node capability that is based on the 2" Gen Intel® Xeon® Scalable and Intel Xeon Scalable processor, it fea-
tures up to 840 TB of local storage in a compact 4-Rack-Unit (4RU) form factor. The drives can be configured
with enterprise-class Redundant Array of Independent Disks (RAID) redundancy or with a pass-through Host Bus
Adapter (HBA) controller. Network connectivity is provided with dual-port 40-Gbps nodes in each server, with
expanded unified |/O capabilities for data migration between Network-Attached Storage (NAS) and SAN envi-
ronments. This storage-optimized server comfortably fits in a standard 32-inch-depth rack, such as the Cis-
co® R 42610 Rack.

You can deploy Cisco UCS S-Series Storage Servers as standalone servers or as part of a Cisco UCS managed
environment to take advantage of Cisco® standards-based unified computing innovations that can help reduce
your TCO and increase your business agility.

The Cisco UCS S3260 uses a modular server architecture that, using Cisco’s blade technology expertise, allows
you to upgrade the computing or network nodes in the system without the need to migrate data from one sys-
tem to another. It delivers the following:

e Dual 2-socket server nodes based on 2nd Gen Intel Xeon Scalable and Intel Xeon Scalable processors
with up to 48 cores per server node

e Up to 1.5 TB of DDR4 memory per M5 server node and up to 1 TB of Intel Optane™ DC Persistent Memory

o Support for high-performance Nonvolatile Memory Express (NVMe) and flash memory

« Massive 840-TB data storage capacity that easily scales to petabytes with Cisco UCS Manager software

o Policy-based storage management framework for zero-touch capacity on demand



¢ Dual-port 40-Gbps system I/O controllers with a Cisco UCS Virtual Interface Card 1300 platform embed-
ded chip or PCle-based system |/O controller for Quad Port 10/25G Cisco VIC 1455 or Dual Port 100G
Cisco VIC 1495

« Unified 1/O for Ethernet or Fibre Channel to existing NAS or SAN storage environments

Cisco UCS C240 All Flash Rack Server

The Cisco UCS C240 M5 Rack Server is a 2-socket, 2-Rack-Unit (2RU) rack server offering industry-leading
performance and expandability. It supports a wide range of storage and I/O-intensive infrastructure workloads,
from big data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be deployed as standalone
servers or as part of a Cisco Unified Computing System™ (Cisco UCS) managed environment to take advantage
of Cisco’s standards-based unified computing innovations that help reduce customers’ Total Cost of Ownership
(TCO) and increase their business agility.

Figure 16. Cisco UCS C240 SFF Rack Server (All Flash)

In response to ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco
UCS C240 M5 server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the
Intel® Xeon® Scalable processors, supporting up to 20 percent more cores per socket, twice the memory ca-
pacity, and five times more.

Non-Volatile Memory Express (NVMe) PCI Express (PCle) Solid-State Disks (SSDs) compared to the previous
generation of servers. These improvements deliver significant performance and efficiency gains that will improve
your application performance. The Cisco UCS C240 M5 delivers outstanding levels of storage expandability with
exceptional performance, with:

The latest second-generation Intel Xeon Scalable CPUs, with up to 28 cores per socket, provide the following:

o Supports the first-generation Intel Xeon Scalable CPU, with up to 28 cores per socket

» Support for the Intel Optane DC Persistent Memory (128G, 256G, 512G)[1]

o Up to 24 DDR4 DIMMs for improved performance including higher density DDR4 DIMMs
e Up to 26 x 2.5-inch SAS and SATA HDDs and SSDs and up to 4 NVMe PCle drives

e Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Genera-
tion 3.0 slots available for other expansion cards

o Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

o Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports

o Modular M.2 or Secure Digital (SD) cards that can be used for boot


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739279.html#_ftn1

Cisco UCS C220 SFF Rack Server

The Cisco UCS C220 M5 Rack Server is among the most versatile general-purpose enterprise infrastructure and
application servers in the industry. It is a high-density 2-socket rack server that delivers industry-leading per-
formance and efficiency for a wide range of workloads, including virtualization, collaboration, and bare-metal
applications. The Cisco UCS C-Series Rack Servers can be deployed as standalone servers or as part of the
Cisco Unified Computing System™ (Cisco UCS) to take advantage of Cisco’s standards-based unified compu-
ting innovations that help reduce customers’ Total Cost of Ownership (TCO) and increase their business agility.

Figure 17. Cisco UCS C220 SFF Rack Server

The Cisco UCS C220 M5 server extends the capabilities of the Cisco UCS portfolio in a 1-Rack-Unit (1RU) form
factor. It incorporates the Intel® Xeon® Scalable processors, supporting up to 20 percent more cores per socket,
twice the memory capacity, 20 percent greater storage density, and five times more PCle NVMe Solid-State
Disks (SSDs) compared to the previous generation of servers. These improvements deliver significant perfor-
mance and efficiency gains that will improve your application performance. The Cisco UCS C220 M5 delivers
outstanding levels of expandability and performance in a compact package, with:

 Latest (second generation) Intel Xeon Scalable CPUs with up to 28 cores per socket
o Supports first-generation Intel Xeon Scalable CPUs with up to 28 cores per socket
« Up to 24 DDR4 DIMMs for improved performance

» Support for the Intel Optane DC Persistent Memory (128G, 256G, 512G)

o Up to 10 Small-Form-Factor (SFF) 2.5-inch drives or 4 Large-Form-Factor (LFF) 3.5-inch drives (77 TB
storage capacity with all NVMe PCle SSDs)

e Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle Genera-
tion 3.0 slots available for other expansion cards

o Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot

o Dual embedded Intel x550 10GBASE-T LAN-On-Motherboard (LOM) ports
Cisco Switching

Cisco Nexus 93180YC-FX Switches

The 93180YC-EX Switch provides a flexible line-rate Layer 2 and Layer 3 feature set in a compact form factor.
Designed with Cisco Cloud Scale technology, it supports highly scalable cloud architectures. With the option to
operate in Cisco NX-OS or Application Centric Infrastructure (ACI) mode, it can be deployed across enterprise,
service provider, and Web 2.0 data centers, and provides the following:

o Architectural Flexibility

> Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and leaf-
spine architectures



o Leaf node support for Cisco ACI architecture is provided in the roadmap
> Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support

Feature Rich

> Enhanced Cisco NX-OS Software is designed for performance, resiliency, scalability, manageability, and
programmability

o ACI-ready infrastructure helps users take advantage of automated policy-based systems management

> Virtual Extensible LAN (VXLAN) routing provides network services

> Rich traffic flow telemetry with line-rate data collection

o Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application
traffic patterns

Highly Available and Efficient Design

o High-density, non-blocking architecture

o Easily deployed into either a hot-aisle and cold-aisle configuration

o Redundant, hot-swappable power supplies and fan trays

Simplified Operations

> Power-On Auto Provisioning (POAP) support allows for simplified software upgrades and configuration
file installation

> An intelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML) over
a HTTP/HTTPS infrastructure

> Python Scripting for programmatic access to the switch command-line interface (CLI)

o Hot and cold patching, and online diagnostics

Investment Protection

A Cisco 40 Gbe bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling plant
for 40 Gigabit Ethernet Support for 1 Gbe and 10 Gbe access connectivity for data centers migrating access
switching infrastructure to faster speed. The following are supported:

1.8 Tbps of bandwidth in a 1 RU form factor

48 fixed 1/10/25-Gbe SFP+ ports

6 fixed 40/100-Gbe QSFP+ for uplink connectivity

Latency of less than 2 microseconds

Front-to-back or back-to-front airflow configurations

1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

Hot swappable 3+1 redundant fan trays


https://www.cisco.com/c/en/us/products/interfaces-modules/40-gigabit-modules/index.html

Figure 18. Cisco Nexus 93180YC-EX Switch
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Cisco MDS 9132T 32-Gb Fiber Channel Switch

The next-generation Cisco® MDS 9132T 32-Gb 32-Port Fibre Channel Switch (Figure 19) provides high-speed
Fibre Channel connectivity from the server rack to the SAN core. It empowers small, midsize, and large enter-
prises that are rapidly deploying cloud-scale applications using extremely dense virtualized servers, providing
the dual benefits of greater bandwidth and consolidation.

Small-scale SAN architectures can be built from the foundation using this low-cost, low-power, non-blocking,
line-rate, and low-latency, bi-directional airflow capable, fixed standalone SAN switch connecting both storage
and host ports.

Medium-size to large-scale SAN architectures built with SAN core directors can expand 32-Gb connectivity to
the server rack using these switches either in switch mode or Network Port Virtualization (NPV) mode.

Additionally, investing in this switch for the lower-speed (4- or 8- or 16-Gb) server rack gives you the option to
upgrade to 32-Gb server connectivity in the future using the 32-Gb Host Bus Adapter (HBA) that are available
today. The Cisco® MDS 9132T 32-Gb 32-Port Fibre Channel switch also provides unmatched flexibility through
a unique port expansion module (Figure 19) that provides a robust cost-effective, field swappable, port upgrade
option.

This switch also offers state-of-the-art SAN analytics and telemetry capabilities that have been built into this
next-generation hardware platform. This new state-of-the-art technology couples the next-generation port
ASIC with a fully dedicated Network Processing Unit designed to complete analytics calculations in real time.
The telemetry data extracted from the inspection of the frame headers are calculated on board (within the
switch) and, using an industry-leading open format, can be streamed to any analytics-visualization platform. This
switch also includes a dedicated 10/100/1000BASE-T telemetry port to maximize data delivery to any telemetry
receiver including Cisco Data Center Network Manager.

Figure 19. Cisco 9132T 32-Gb MDS Fibre Channel Switch




Features

o

High performance: MDS 9132T architecture, with chip-integrated nonblocking arbitration, provides con-
sistent 32-Gb low-latency performance across all traffic conditions for every Fibre Channel port on the
switch.

Capital Expenditure (CapEx) savings: The 32-Gb ports allow users to deploy them on existing 16- or 8-
Gb transceivers, reducing initial CapEx with an option to upgrade to 32-Gb transceivers and adapters in
the future.

High availability: MDS 9132T switches continue to provide the same outstanding availability and reliabil-
ity as the previous-generation Cisco MDS 9000 Family switches by providing optional redundancy on all
major components such as the power supply and fan. Dual power supplies also facilitate redundant
power grids.

Pay-as-you-grow: The MDS 9132T Fibre Channel switch provides an option to deploy as few as eight
32-Gb Fibre Channel ports in the entry-level variant, which can grow by 8 ports to 16 ports, and there-
after with a port expansion module with sixteen 32-Gb ports, to up to 32 ports. This approach results in
lower initial investment and power consumption for entry-level configurations of up to 16 ports com-
pared to a fully loaded switch. Upgrading through an expansion module also reduces the overhead of
managing multiple instances of port activation licenses on the switch. This unique combination of port
upgrade options allow four possible configurations of 8 ports, 16 ports, 24 ports and 32 ports.

Next-generation Application-Specific Integrated Circuit (ASIC): The MDS 9132T Fibre Channel switch is
powered by the same high-performance 32-Gb Cisco ASIC with an integrated network processor that
powers the Cisco MDS 9700 48-Port 32-Gb Fibre Channel Switching Module. Among all the advanced
features that this ASIC enables, one of the most notable is inspection of Fibre Channel and Small Com-
puter System Interface (SCSI) headers at wire speed on every flow in the smallest form-factor Fibre
Channel switch without the need for any external taps or appliances. The recorded flows can be ana-
lyzed on the switch and also exported using a dedicated 10/100/1000BASE-T port for telemetry and
analytics purposes.

Intelligent network services: Slow-drain detection and isolation, VSAN technology, Access Control Lists
(ACLs) for hardware-based intelligent frame processing, smartzoning and fabric wide Quality of Service
(QoS) enable migration from SAN islands to enterprise-wide storage networks. Traffic encryption is op-
tionally available to meet stringent security requirements.

Sophisticated diagnostics: The MDS 9132T provides intelligent diagnostics tools such as Inter-Switch
Link (ISL) diagnostics, read diagnostic parameters, protocol decoding, network analysis tools, and inte-
grated Cisco Call Home capability for greater reliability, faster problem resolution, and reduced service
costs.

Virtual machine awareness: The MDS 9132T provides visibility into all virtual machines logged into the
fabric. This feature is available through HBAs capable of priority tagging the Virtual Machine Identifier
(VMID) on every FC frame. Virtual machine awareness can be extended to intelligent fabric services
such as analytics[1] to visualize performance of every flow originating from each virtual machine in the
fabric.

Programmable fabric: The MDS 9132T provides powerful Representational State Transfer (REST) and
Cisco NX-API capabilities to enable flexible and rapid programming of utilities for the SAN as well as
polling point-in-time telemetry data from any external tool.



o Single-pane management: The MDS 9132T can be provisioned, managed, monitored, and troubleshot
using Cisco Data Center Network Manager (DCNM), which currently manages the entire suite of Cisco
data center products.

o Self-contained advanced anticounterfeiting technology: The MDS 9132T uses on-board hardware that
protects the entire system from malicious attacks by securing access to critical components such as the
bootloader, system image loader and Joint Test Action Group (JTAG) interface.

Purity for FlashArray

Pure Storage acquired Compuverde in 2019, and they’ve been integrating this technology into the Purity//FA
operating system. They emphasize “integrating”, because they incorporated key parts of it into Purity to give you
the advantages of native files alongside blocks.

The SMB and NFS protocols bring consolidated storage to the Purity//FA operating system, complementing its
block capabilities, while the file system offers features like directory snapshots and directory-level performance
and space monitoring.

Moreover, Purity includes enterprise-grade data security, modern data protection options, and complete busi-
ness continuity and global disaster recovery through ActiveCluster multi-site stretch cluster and ActiveDR* for
continuous replication with near zero RPO. All these features are included with every array.

Figure 21. FlashArray//C Specifications

Capacity Physical
Up to 1.9PB/1.4PiB effective capacity* 3uU
f/ica0 Up to 494TB/449TiB raw capacity 97.7 Ibs (44.3Kqg) fully loaded
512" x18.94" x 29.72" chassis
Up to 7.3PB/6.6PIB effective capacity 3U-9U
//C60 Up to 1.9PB/1.7PiB raw capacity 97.7-185.4 Ibs (44.3-84.1 kg) fully loaded

512"-18.94" x 18.94" x 29.72"

etadata overhead, GB-to-GiB conversion, and includes the benefit of data reduction with always-on inline deduplication, compression, and pattern

Table 1. FlashArray Connectivity (Applicable for both FA//X and FA//C)

ONBOARD PARTS HOST 1/O CARDS

(PER CONTROLLER) (3 SLOTS/CONTROLLER)




2 x 1/10/25Gb Ethernet

2 x 1/10/25Gb Ethernet Replication

2 x 1Gb Management Ports

2-port 10GBase-T Ethernet
2-port 1/10/25Gb Ethernet
2-port 40Gb Ethernet

2-port 25/100Gb NVMe/RoCE

2-port 16/32Gb SCSI FC and NVMe-FC

4-port 16/32Gb SCSI FC and NVMe-FC

Evergreen Storage

Customers can deploy storage once and enjoy a subscription to continuous innovation through Pure’s Evergreen
Storage ownership model: expand and improve performance, capacity, density, and/or features for 10 years or
more - all without downtime, performance impact, or data migrations. Pure has disrupted the industry’s 3-5-
year rip-and-replace cycle by engineering compatibility for future technologies right into its products, notably
nondisruptive capability to upgrade from //M to //X with NVMe, DirectMemory, and NVMe-oF capability.

Pure1®

Pure1, a cloud-based management, analytics, and support platform, expands the self-managing, plug-n-play
design of Pure all-flash arrays with the machine learning predictive analytics and continuous scanning of Pure1
Meta™ to enable an effortless, worry-free data platform.
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Pure1 Manage

In the Cloud IT operating model, installing, and deploying management software is an oxymoron: you simply log-
in. Pure1 Manage is SaaS-based, allowing you to manage your array from any browser or from the Pure1 Mobile
App - with nothing extra to purchase, deploy, or maintain. From a single dashboard you can manage all your ar-
rays, with full visibility on the health and performance of your storage.

Purel1 Analyze

Pure1 Analyze delivers true performance forecasting - giving customers complete visibility into the performance
and capacity needs of their arrays - now and in the future. Performance forecasting enables intelligent consoli-
dation and unprecedented workload optimization.

Pure1 Support

Pure combines an ultra-proactive support team with the predictive intelligence of Pure1 Meta to deliver unrivaled
support that’s a key component in our proven FlashArray 99.9999% availability. Customers are often surprised
and delighted when we fix issues they did not even know existed.

Pure1 META

The foundation of Pure1 services, Pure1 Meta is global intelligence built from a massive collection of storage
array health and performance data. By continuously scanning call-home telemetry from Pure’s installed base,
Pure1 Meta uses machine learning predictive analytics to help resolve potential issues and optimize workloads.
The result is both a white glove customer support experience and breakthrough capabilities like accurate per-
formance forecasting.

Meta is always expanding and refining what it knows about array performance and health, moving the Data Plat-
form toward a future of self-driving storage.

Pure1 VM Analytics

Pure1 helps you narrow down the troubleshooting steps in your virtualized environment. VM Analytics provides
you with a visual representation of the IO path from the VM all the way through to the FlashArray. Other tools and
features guide you through identifying where an issue might be occurring in order to help eliminate potential
candidates for a problem.

VM Analytics doesn’t only help when there’s a problem. The visualization allows you to identify which volumes
and arrays particular applications are running on. This brings the whole environment into a more manageable
domain.
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Veeam Backup & Replication

Veeam is an industry leader in the data protection market. Veeam Backup & Replication delivers modern data
protection that is a simple, flexible, and reliable solution for protecting your Cloud, SaaS, Virtual and Physical
workloads. Veeam Backup & Replication provides backup, recovery and replication for critical workloads includ-
ing VMware, AWS, Microsoft Azure, Windows, Linux, NAS, enterprise apps and much more. Achieve today’s
RTOs and RPOs with faster backup, instant recovery and policy-driven backup data life cycle and retention.

Backup

Veeam Backup & Replication is a 4-in-1 solution combining backup, replication, storage snapshots, and Contin-
uous Data Protection (CDP) under a single platform, delivering faster and more flexible data protection, recovery,
and retention options. Veeam Backup & Replication can protect all enterprise workloads, including virtual, physi-
cal, cloud, and file for organizations operating out of their own data centers, public cloud, managed cloud, or any
combination.

For this CVD, Veeam Backup & Replication was configured to protect VMware virtual machines (VMs) running on
FlashStack. When protecting VMs, Veeam Backup & Replication operates at the virtualization layer and uses an
image-based approach for VM backup. When backup jobs are run, Veeam retrieves the VM data leveraging two
things. First, the VMware API for Data Protection (VADP). Second, Veeam storage snapshot integration with the
Pure Storage FlashArray//X that provides the storage for the FlashStack environment. Veeam Backup & Replica-
tion leverages a vSphere snapshot for point-in-time backup and application-aware processing. Once Veeam
creates the application-aware VMware snapshot, it then orchestrates a transactionally consistent storage snap-
shot on the Pure Storage FlashArray//X. Veeam then removes the VMware snapshot to minimize the impact of
backup on the production virtual workloads and backs up the data from the FlashArray//X storage snapshot over
the storage network (for example, Fibre Channel or iSCSI).

Restore

Veeam Backup & Replication creates image-based backups that can be used for all types of recovery, including:



Instant VM Recovery enables you to instantly start a VM directly from a backup file

Application-ltem Recovery leverages Veeam Explorers to enable granular restore of application-specific
items

Full VM recovery enables you to recover a VM from a backup file to its original, or another, location
VM file recovery enables you to recover separate VM files (for example, virtual disks, configuration files)

Instant VM Disk Recovery enables you to recover a specific hard drive of a VM from the backup file and
attach it to the original VM, or a new VM

Windows file-level recovery enables you to recover individual Windows guest OS files (from FAT, NTFS,
and ReFS file systems)

Multi-OS file-level recovery enables you to recover files from 15 different guest OS file systems

Veeam Backup & Replication uses the same image-level backup for all data recovery operations. You can re-
store VMs, VM files and drives, application objects, and individual guest OS files to the most recent state or any
available restore point.

In addition to being able to provide these capabilities from backup files, Veeam Backup & Replication can also
provide many of these recoveries from Veeam orchestrated storage snapshots on the FlashStack.

Veeam Explorers

Veeam Explorers are powerful recovery tools included in Veeam Backup & Replication. Customers can restore
granular application items, directly from Veeam backups or orchestrated storage snapshots. Veeam has applica-
tion-specific Explorers for the following enterprise applications:

Microsoft Active Directory: Search and restore all Active Directory object types (e.g., users, groups,
computer accounts, contacts, expiring links), Group Policy Objects (GPOs), Active Directory-integrated
Microsoft DNS records, and Configuration Partition objects.

Microsoft Exchange: Get instant visibility into Exchange backups, advanced search capabilities, and quick
recovery of individual Exchange items (for example, emails, contacts, notes), online archive mailboxes,
purges folder support, and hard-deleted (such as permanently deleted) items; eDiscovery features include
detailed export reports and export size estimation based on query search criteria.

Microsoft SharePoint: Get instant visibility into SharePoint backups, search for and quickly restore full
SharePoint sites, item permissions, and specific files. Export recovered items directly to their original
SharePoint server or send them as an email attachment.

Microsoft SQL Server: Get fast transaction and table-level recovery of SQL databases, including
agentless transaction log backup and replay, so you can restore your SQL databases to a precise point in
time and achieve low Recovery Time and Point Objectives (RTPO).

Oracle: Get transaction-level recovery of Oracle databases including agentless transaction log backup, so
you can restore your Oracle databases to a precise point in time, self-service restore, and restore via
PowerShell.

‘& Each Explorer has a corresponding user guide.




Instant VM Recovery

With instant VM recovery, you can immediately restore a VM into your production environment by running it di-
rectly from the backup file. Instant VM recovery helps improve recovery time objectives (RTO), minimize disrup-
tion and downtime of production VMs. It is like having a "temporary spare" for a VM; users remain productive
while you can troubleshoot an issue with the failed VM.

When instant VM recovery is performed, Veeam Backup & Replication uses the Veeam vPower technology to
mount a VM image to an ESX(i) host directly from a compressed and deduplicated backup file. Since there is no
need to extract the VM from the backup file and copy it to production storage, you can restart a VM from any
restore point (incremental or full) in a matter of minutes.

After the VM is back online you can use VMware storage vMotion to migrate the VM back to production storage.

VM Object Recovery

Veeam Backup & Replication can help you to restore specific VM files (for example, vmdk, vmx) if any of these
files are deleted or the datastore is corrupted. This option provides a great alternative to full VM restore, for ex-
ample, when your VM configuration file is missing, and you need to restore it. Instead of restoring the whole VM
image to the production storage, you can restore the specific VM file only. Another data recovery option provid-
ed by Veeam Backup & Replication is restore of a specific hard drive of a VM. If a VM hard drive becomes cor-
rupted for some reason (for example, with a virus), you can restore it from the image-based backup to any
good-to-know point in time.

Continuous Data Protection (CDP)

Eliminate downtime and minimize data loss for Tier-1 VMware vSphere workloads and perform immediate re-
coveries to the latest state or desired point in time with the built-in CDP functionality, achieving the most strin-
gent RTOs and RPOs.

Veeam CDP implementations include:

e No VM snapshots — Veeam CDP captures all write 1/O directly in the data path with the VMware-certified
I/O filter driver, eliminating the need to create VM snapshots as with classic replication jobs. And with 1/0O-
level tracking, only the data changed is sent over to a DR site, as opposed to larger virtual disk blocks re-
turned by the changed block tracking.

« No workload or hardware dependency — Protect any OS and applications that can run within a vSphere
VM. And unlike storage-based replication, Veeam CDP works across all types of storage arrays, hyper-
converged storage solutions, and even local vSphere ESXi storage.

« Asynchronous replication — Unlike synchronous array-based replication, Veeam CDP can be used across
any distance while requiring significantly lower bandwidth, thanks to 1/O consolidation, when the same
block is overwritten multiple times, and network traffic compression.

« Policy-based protection — Unlike with regular replication jobs, you don’t have to worry about scheduling at
all. Just define the required RPO (maximum data loss allowed in case of a disaster) and the CDP policy will
take care of performing the sync cycles as needed. Also, to reduce monitoring events spam, you can de-
fine acceptable RPO violation thresholds so that sporadic connectivity issues do not result in alarms.



« Flexible retention — Separately define short-term retention, allowing crash-consistent restores to a point in
time with RPO period granularity, and long-term retention policy with optional periodic application-
consistent restore points providing an additional layer of protection.

o Flexible deployment models — Depending on the amount of data under protection, you can opt for virtual
CDP proxies or use dedicated physical CDP proxies to completely offload all data processing overhead
from your vSphere hosts, removing impact to your VM consolidation ratio. In either case, only one proxy
per vSphere cluster is required with additional proxies providing redundancy and increased scalability.

o Deployment assistant — A built-in deployment calculator removes the guesswork by looking at the histori-
cal I/O of all VMs selected for protection in the CDP policy to estimate required bandwidth to achieve the
specified RPO and evaluates whether your currently selected CDP proxy resources are sufficient for the
historical I/0O change rate.

« No additional licensing — Veeam CDP is included in the Veeam Universal License along with existing data
protection methods for vSphere VMs: host-based backup or replication, agent-based backup, applica-
tion-level backup, and storage snapshots. And just as before, using multiple protection methods on the
same VM does not consume additional licenses.

‘& Veeam CDP functionality requires deploying the 1/O filter to both the source and target vSphere cluster.
This can be done by right-clicking the cluster in the newly added clusters tree view on the Backup Infra-
structure tab.

Replication

Veeam Replication can be used for workloads that require RPOs better than recovery from backup, but not the

near-zero RPOs of Veeam CDP. Veeam Replication complements image-based backup and CDP with image-

based replication. Replication is the process of copying a VM from its primary location (source host) to a desti-
nation location (target host). Veeam Backup & Replication creates an exact copy of the VM (replica), registers it
on the target host, and maintains it in sync with the original VM.

Replication provides tier-2 recovery time objectives (RTOs) and recovery point objectives (RPOs). Veeam Back-
up & Replication provides the means to perform both onsite replication for high availability (HA) scenarios and
remote (offsite) replication for disaster recovery (DR) scenarios. To facilitate replication over WAN or slower
connections, Veeam Backup & Replication optimizes traffic transmission, by filtering out unnecessary data blocks
(such as duplicate data blocks, zero data blocks, or blocks of swap files) and compresses replica traffic. Veeam
Backup & Replication also allows you to apply network throttling rules to prevent replication jobs from consum-
ing the entire bandwidth available in your environment.

WAN Acceleration

WAN accelerators are optional components in the Veeam infrastructure. You can use WAN accelerators if you
replicate VMs or send Backup Copies over a slow connection or over the WAN.

In the replication and Backup Copy process, WAN accelerators are responsible for global data caching and
deduplication. To use WAN acceleration, you must deploy two WAN accelerators in the following manner:

o The source WAN accelerator must be deployed on the source side, close to the Veeam Backup Proxy
running the source-side Data Mover Service.



o The target WAN accelerator must be deployed in the target side, close to the Veeam Backup Proxy run-
ning the target-side Data Mover Service.

Failover and Failback

In case of software or hardware malfunction, you can quickly recover a corrupted VM by failing over to its repli-
ca. When you perform failover, a replicated VM takes over the role of the original VM. You can fail over to the
latest state of a replica or to any of its good known restore points.

In Veeam Backup & Replication, failover is a temporary intermediate step that should be further finalized. Veeam
Backup & Replication offers the following options for different disaster recovery scenarios:

e You can perform permanent failover to leave the workload on the target host and let the replica VM act
as the original VM. Permanent failover is suitable if the source and target hosts are nearly equal in terms
of resources and are located on the same HA site.

e You can perform failback to recover the original VM on the source host or in a new location. Failback is
used in case you failed over to a DR site that is not intended for continuous operations and would like to
move the operations back to the production site when the consequences of a disaster are eliminated.

Veeam Backup & Replication supports failover and failback operations for one VM and for several VMs. In case
one or several hosts fail, you can use failover plans to restore operations with minimum downtime.

Failover-Plans

If you have several VMs running interdependent applications, you need to failover them one by one, as a group.
To do this automatically, you can prepare a failover plan.

In a failover plan, you set the order in which VMs must be processed and time delays for VMs. The time delay is
an interval of time for which Veeam Backup & Replication must wait before starting the failover operation for the
next VM in the list. It helps to ensure that some VMs, such as a DNS server, is already running at the time the
dependent VMs start. The failover plan must be created in advance. In case the primary VM group goes offline,
you can start the corresponding failover plan manually. When you start the procedure, you can choose to fail
over to the latest state of a VM replica or to any of its good known restore points.

Planned Failover

If you know that your primary VMs are about to go offline, you can proactively switch the workload to their repli-
cas. A planned failover is smooth manual switching from a primary VM to its replica with minimum interruption in
operation. You can use the planned failover, for example, if you plan to perform datacenter migration, mainte-
nance, or software upgrade of the primary VMs. You can also perform planned failover if you have advance no-
tice of a disaster approaching (for example, Hurricane) that will require taking the primary servers offline.

Failback

If you want to resume operation of a production VM, you can fail back to it from a VM replica. When you perform
failback, you get back from the VM replica to the original VM, shift your I/O and processes from the target host
to the production host and return to the normal operation mode.



If you managed to restore operation of the source host, you can switch from the VM replica to the original VM on
the source host. If the source host is not available, you can restore the original VM to a new location and switch
back to it.

Veeam Availability Suite

Components

Veeam Availability Suite combines the backup, replication, storage snapshots, and CDP capabilities of Veeam
Backup & Replication with the advanced monitoring, reporting, and capacity planning functionality of Veeam
ONE. Veeam Availability Suite delivers everything you need to reliably protect and manage your Cisco FlashStack
virtual environment. Veeam Backup & Replication is a modular solution that lets you build a scalable backup in-
frastructure for environments of different sizes and configurations. The installation package of Veeam Backup &
Replication includes a set of components that you can use to configure the backup infrastructure. Some compo-
nents are mandatory and provide core functionality; some components are optional and can be installed to pro-
vide additional functionality for your business and deployment needs. You can co-install all Veeam Backup &
Replication components on the same machine, physical or virtual, or you can set them up separately for a more
scalable approach

Figure 22 shows an overview on the main Veeam components.

Figure 22. Veeam Backup & Replication Components
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The Veeam Backup Server can run on a Windows-based physical or virtual machine on which Veeam Backup &
Replication is installed. It is the core component in the backup infrastructure that fills the role of the “configura-
tion and control center.” The backup server performs all types of administrative activities:

o Coordinate’s backup, storage snapshots, CDP, replication, recovery verification, and restore tasks

e Controls job scheduling and resource allocation



« Manages all Backup Proxy and Backup Repository servers and other components of the backup infrastruc-
ture

The Veeam Backup Server is used to set up and manage backup infrastructure components as well as specify
global settings for the backup infrastructure.

Figure 23. Veeam Backup Server Management
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In addition to its primary functions, a newly deployed backup server also performs the roles of the default Back-
up Proxy and the Backup Repository.

The backup server uses the following services and components:

« Veeam Backup Service is a Windows service that coordinates all operations performed by Veeam Backup
& Replication such as backup, storage snapshots, CDP, replication, recovery verification and restore tasks.
The Veeam Backup Service runs under the Local System account or account that has the Local Adminis-
trator permissions on the backup server.

« Veeam Backup Shell provides the application user interface and allows user access to the application's
functionality.

« Veeam Guest Catalog Service is a Windows service that manages guest OS file system indexing for VMs
and replicates system index data files to enable search through guest OS files. Index data is stored in the
Veeam Backup Catalog — a folder on the backup server. The Veeam Guest Catalog Service running on the
backup server works in conjunction with search components installed on Veeam Backup Enterprise Man-
ager and (optionally) a dedicated Microsoft Search Server.

« Veeam Backup SQL Database is used by Veeam Backup Service, Veeam Backup Shell, and Veeam Guest
Catalog Service to store data about the backup infrastructure, jobs, sessions, and so on. The database in-
stance can be located on a SQL Server installed either locally (on the same machine where the backup
server is running) or remotely.

« Backup Proxy Services. In addition to dedicated services, the backup server runs a set of data mover
services.



Backup Proxy

The Backup Proxy is an architecture component that sits between the data source and backup target and is used
to process jobs and deliver backup traffic. In particular, the Backup Proxy tasks include retrieving VM data from
the production storage, optionally compressing, deduplicating, and encrypting the data, then sending it to the
Backup Repository (for example, if you run a backup job) or to another Backup Proxy (for example, if you run a
replication job). As the data handling task is assigned to the Backup Proxy, the backup server becomes the
“point of control” for dispatching jobs to Backup Proxy servers.

The role of a Backup Proxy can be assigned to a Windows or Linux server (physical or virtual) in your environ-
ment. You can deploy Backup Proxies both in the primary site and in remote sites. To optimize performance of
several concurrent jobs, you can scale-out to use multiple Backup Proxies. In this case, Veeam Backup & Repli-
cation will distribute the backup workload between available Backup Proxies.

Figure 24. Veeam Distributed Proxy Server Deployment
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Using Veeam Backup Proxies lets you easily scale your backup infrastructure up and down based on your de-
mands. Backup Proxies run light-weight services that take a few seconds to deploy from the Veeam console.

The primary role of the Backup Proxy is to provide an optimal route for backup traffic and enable efficient data
transfer.

The Veeam Backup Proxy uses the Veeam Data Mover Service is responsible for deploying and coordinating
executable modules that act as " data movers" and perform main job activities on behalf of Veeam Backup &
Replication, such as communicating with VMware Tools, copying VM files, performing data deduplication and
compression and so on.



Backup Repository

A Backup Repository is a location used by Veeam Backup & Replication jobs to store backup files and metadata
for replicated VMs.

You can configure one of the following types of Backup Repositories:

« Microsoft Windows server with local or directly attached storage. The storage can be a local disk, direct-
ly attached disk-based storage (such as a USB hard drive), or iSCSI/FC SAN LUN in case the server is
connected to the SAN fabric.

« Linux server with local, directly attached storage, SAN storage or mounted NFS. The storage can be a lo-
cal disk, directly attached disk-based storage (such as a USB hard drive), NFS share, or iSCSI/FC SAN
LUN in case the server is connected to the SAN fabric.

« Hardened backup repository is a Linux-based backup repository with an option for switching on native
Linux immutability. Immutability protects your data from loss as a result of malware activity by temporarily
prohibiting the deletion of data.

o CIFS (SMB) share. SMB share cannot host Veeam Data Mover Services. For this reason, data to the SMB
share is written from the gateway server. By default, this role is performed by a Backup Proxy that is used
by the job for data transport.

¢ NFS share. NFS share cannot host Veeam Data Mover Services. For this reason, data to the NFS share is
written from the gateway server. By default, this role is performed by a Backup Proxy that is used by the
job for data transport.

« Deduplicating storage appliance. Veeam Backup & Replication supports different deduplicating storage
appliances.

Scale-Out Backup Repository

A scale-Out Backup Repository is a repository system with horizontal scaling support for multi-tier storage of
data. The Scale-Out Backup Repository consists of one or more Backup Repositories called the performance tier
and can be expanded with object storage repositories for long-term and archive storage: capacity tier and ar-
chive tier. All the storage devices and systems inside the Scale-Out Backup Repository are joined into a system.

The main capabilities of Scale-Out Backup Repositories are:

« It provides a convenient way of managing the backup storage.

e The Scale-Out Backup Repository can be expanded at any moment: if the performance extents of your
Scale-Out Backup Repository run out of space, you can add a new performance extent to the existing
Scale-Out Backup Repository. The free space on this storage system will be added to the capacity of the
Scale-Out Backup Repository. As a result, you will not have to move backups to a backup repository of a
larger size.

It supports any backup target supported by Veeam: Windows or Linux servers with local or DAS storage,
network shares, deduplicating storage appliances. All the features of any storage device or system are
preserved.

« It allows you to set up granular performance policies.



o It provides practically unlimited cloud-based storage capacity. Veeam Backup & Replication can offload
data from Backup Repository extents to the cloud object storage for long-term retention.

o A Scale-Out Backup Repository can comprise different tiers or logical levels of storage.

« Performance tier is the level used for fast access to the data. It consists of one or more Backup Reposito-
ries called performance extents that live in your datacenter.

« Capacity tier is an additional level for storing data that needs to be accessed less frequently. However,
you still can restore your data directly from it. The capacity tier consists of a cloud-based or on-premises
object storage repository called a capacity extent.

¢ Archive tier is an additional level for archive storage of infrequently accessed data. Applicable data from
the capacity tier can be transported to the archive tier. For restore from the archive tier, data must under-
go a preparation process.

Backup & Replication Console

The Veeam Backup & Replication console is a client-side component that provides access to the backup server.
The console is installed locally on the backup server by default. You can also use it in a standalone mode by in-
stalling the console on a workstation and access Veeam Backup & Replication remotely over the network. The
console lets you log into Veeam Backup & Replication and perform all data protection and disaster recovery op-
erations as if you are working on the backup server.

Figure 25. Veeam Backup & Replication Console
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You can install as many remote consoles as you need so that multiple users can access Veeam Backup & Repli-
cation simultaneously. Veeam Backup & Replication prevents concurrent modifications on the backup server.



Backup Proxy

The Veeam Backup Proxy is an architecture component that sits between the backup server and other compo-
nents of the backup infrastructure. While the backup server administers tasks, the proxy processes jobs and de-
livers backup traffic.

Basic Backup Proxy tasks include the following:

o Retrieving VM data from the production storage
o Compressing

o Deduplicating

e Encrypting

» Sending it to the backup repository (for example, if you run a backup job) or another Backup Proxy (for ex-
ample, if you run a replication job)

Transport Modes

Job efficiency and time required for job completion greatly depend on the transport mode. The transport mode
is a method that is used by the Veeam Data Mover Service to retrieve VM data from the source and write VM
data to the target. Depending on your backup architecture, a Backup Proxy can use one of the following data
transport modes:

« Direct storage access
 Virtual appliance
o Network (NBD)

If the VM disks are located on the storage system and the storage system is added to the Veeam Backup & Rep-
lication console, the Backup Proxy can also use the Backup from Storage Snapshots mode.

You can explicitly select the transport mode or let Veeam Backup & Replication automatically choose the mode.



Figure 26. Veeam Backup & Replication Transport Modes
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In the Direct storage access mode, Veeam Backup & Replication reads/writes data directly from/to the storage
system where VM data or backups are located.

The Virtual appliance mode is recommended if the role of a Backup Proxy is assigned to a VM. In the Virtual
appliance mode, Veeam Backup & Replication uses the VMware SCSI HotAdd capability that allows attaching
devices to a VM while the VM is running. During backup, replication or restore disks of the processed VM are
attached to the backup proxy. VM data is retrieved or written directly from/to the datastore, instead of going

through the network.

The Network mode can be used with any infrastructure configuration. In this mode, data is retrieved via the
ESX(i) host over the LAN using the Network Block Device protocol (NBD).

Veeam Repository Sizing
When estimating the amount of required disk space, you should know the following:
¢ Number of VMs to backup
o Total size of VMs and the data change rate
« Frequency of backups
¢ Retention period for backups
o Will jobs use forward or forever-forward incremental

o Frequency of active and synthetic fulls
It is important to understand the specific environment to find out possible exceptions:

o Data reduction thanks to compression and deduplication is usually 2:1 or more; it's common to see 3:1 or
better, but you should always be conservative when estimating required space.

« Typical daily change rate is between 2 and 5% in a mid-size or enterprise environment; this can greatly
vary among servers; some servers show much higher values. If possible, run monitoring tools like Veeam
ONE to have a better understanding of the real change rate values.



e Include additional space for one-off full backups.

« Include additional space for backup chain transformation. For instance, with forward forever incremental,
add at least the size of a full backup multiplied by 1.25x.

« Using the numbers above, you can estimate the required disk space for any job. Besides, always leave
plenty of extra headroom for future growth, additional full backups, moving VMs, restoring VMs from tape.

‘& A repository sizing tool that can be used for estimation is available at http://rps.dewin.me/rpc/. Note that
this tool is not officially supported by Veeam, and it should be used " as is", but it is nonetheless heavily
used by Veeam Architects and regularly updated.




Deployment Hardware and Software

Table 2 and Table 3 lists the software revisions and physical components used throughout this document.

Software Versions

Table 2. Software Revisions

Components

Software Version

Comments

Compute & Storage Cisco UCS S3260 M5 4.1(3b) Cisco UCS S3260 Storage

Storage Server Server is directly managed
through Fabric Interconnect
with local Veeam
Repository

Cisco UCS C240 All Flash 4.1(3b) Cisco UCS C240 Rack

Server Server with 24 x SSDs with
local Veeam Repository

Cisco UCS C220 Rack 4.1(3b) Cisco UCS C220 Rack

Server

Server, SAN Boot from
FlashArray//C

Pure Storage FlashArray//C
60

Purity//FA 6.1.3

Pure Storage FlashArray//C
as Veeam Repository

Pure Storage
FlashArray//X70R2

Purity//FA 6.1.3

Pure Storage
FlashArray//X, storage for
FlashStack

Management Cisco UCS Manager 4.1(3b) Cisco UCS Management for
all servers directly attached
to Fabric Interconnects

Backup and Replication Veeam Availability Suite 11.0.0.837 Configured with Veeam

Backup Server, Veeam
Backup Proxy, Veeam
Backup Repository

Operating System

Windows 2019 Data
Center Edition

Version 1809, OS Build
(17763.1098)

Virtualization VMware vSphere VMware ESXi, 7.0.1,
16850804
VMware vCenter vCenter 7.0.0 (Build
16323968)
Network Cisco Nexus 93180YC-FX | NXOS: version 9.3(4) Cisco Platform Switch for

ToR,

Cisco MDS 9132T (32X32G
ports)

8.2(1)

Cisco Platform Switch for
Fibre Channel




Components Software Version Comments

Cisco UCS 6454 FI 4.1(3b) Fabric Interconnect with
embedded Cisco UCS
Manager for Cisco UCS
S3260 Storage Server,
Cisco UCS C240 All Flash
Server, and Cisco UCS
C220 Rack Server

Physical Components

Table 3. Veeam Deployment Hardware Components

Component Hardware Required
Fabric Interconnects 2 Cisco UCS 6454 Fabric Interconnects
Servers 1 Cisco UCS S3260 Storage Server with 56X8 TB (NL-SAS 7.2k)

1 Cisco UCS C240 Rack Server with 24X1.9 TB SSD (Enterprise Value 6G SATA SSD)

1 Cisco UCS C220 Rack Server with no disk (SAN Boot)

Storage 1 FlashArray//C 60 for Veeam Backup Repository

For complete server specifications and more information, please refer to the following links:
i Fabric Interconn 454

Cisco UCS S3260 M5 Storage Server
VLAN Configurations

The VLAN configuration recommended for the environment includes a total of six VLANs as outlined in Table 4.

Table 4. VLANs Configured in this Study

VLAN Name VLAN ID VLAN Purpose

Default 1 Native VLAN

In-Band-Mgmt 215 In-Band management interfaces
Infra-Mgmt 215 Infrastructure Virtual Machines
VCC/VM-Network 215 Veeam Network interfaces
OOB-Mgmt 15 Out of Band management interfaces



https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-b-series-blade-servers/6400-specsheet.pdf
https://www.cisco.com/c/dam/en/us/products/collateral/servers-unified-computing/ucs-s-series-storage-servers/s3260-specsheet.pdf

VSAN Configurations

Two virtual SANs were configured for communications and fault tolerance in this design to support backup traf-
fic, as listed in Table 5.

Table 5. VSANSs Configured in this Study

VSAN Name VSAN ID Purpose

VSAN 102 102 VSAN for Primary SAN communication
VSAN 202 202 VSAN for Secondary SAN communication
Licensing

Cisco UCS systems and the Veeam software must be properly licensed for all software features in use, and for
all ports in use on the Cisco UCS Fabric Interconnects. Please contact your resale partner or your direct Cisco
and Veeam sales teams to ensure you order all the necessary and appropriate licenses for your solution.

& Veeam Universal Licenses include support for Veeam storage snapshot Integration.




Solution Configuration

This section details the configuration and tuning that was performed on the individual components to produce a
complete, validated solution.

Solution Cabling

The following sections detail the physical connectivity configuration of the solution deployed to protect the
FlashStack environment.

The information provided in this section is a reference for cabling the physical equipment in this Cisco Validated
Design environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

This section describes the cabling required to protect a FlashStack environment. The key assumptions are as
follows:

o Customers already have a pre-configured FlashStack environment

e Backup infrastructure has a separate pair of Cisco UCS Fabric Interconnect connected to Cisco MDS
9132T and Cisco Nexus TOR switches

e Cisco MDS 9132T and Cisco Nexus TOR switches are shared across the FlashStack environment and
backup infrastructure.

« Customers have a choice to protect the FlashStack environment through Veeam Backup & Replication
Server, with the following storage and compute targets:

o Cisco UCS S3260 storage server, providing both compute and storage for the Veeam Backup & Repli-
cation Server.

o Cisco UCS C240 All Flash Server with 24 SSDs, providing both compute and storage for the Veeam
Backup & Replication Server.

o Cisco UCS C220 Rack Server connected to a FlashArray//C through Fibre Channel. Cisco UCS C220

Rack Server provides compute and FlashArray//C provides storage for the Veeam Backup & Replication
Server.

The tables in this section list the details for the prescribed and supported configuration of the Pure Storage
FlashArray//X70 R2 and Pure Storage FlashArray//C60 storage array to the Cisco 6454 Fabric Interconnects
through Cisco MDS 9132T 32-Gb FC switches.

‘& This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps.

‘ﬁ Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes to
the deployment procedures that follow because specific port locations are mentioned.

Figure 27 shows a cabling diagram for a configuration using the Cisco Nexus 9000, Cisco MDS 9100 Series, and
Pure Storage FlashArray//X70 R2.



Figure 27. FlashStack Data Protection with Veeam Solution Cabling Diagram
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Cisco Unified Computing System Base Configuration

This section details the Cisco UCS configuration that was done as part of the infrastructure build out. The rack-
ing, power, and installation of the chassis are described in the Cisco UCS Manager Getting Started Guide and it
is beyond the scope of this document. For more information about each step, refer to the following document,

Cisco UCS Manager - Configuration Guides.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Getting-Started/4-1/b_UCSM_Getting_Started_Guide_4_1.html
https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-guides-list.html

Cisco UCS Manager Software Version 4.1(3b)

This document assumes you are using Cisco UCS Manager Software version 4.1(3b). To upgrade the Cisco UCS
Manager software and the Cisco UCS 6454 Fabric Interconnect software to a higher version of the firmware,)

refer to Cisco UCS Manager Install and Upgrade Guides.

Configure Fabric Interconnects at Console

To configure the fabric Interconnects, follow these steps:

1.

2.

Connect a console cable to the console port on what will become the primary fabric interconnect.
If the fabric interconnect was previously deployed and you want to erase it to redeploy, follow these steps:

Login with the existing user name and password:

a
# connect local-mgmt
# erase config

#

yes (to confirm)
After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “console”
and press Enter.

Follow the Initial Configuration steps as outlined in Cisco UCS Manager Getting Started Guide. When config-
ured, log into UCSM IP Address through Web interface to perform base Cisco UCS configuration.

Configure Fabric Interconnects for a Cluster Setup

To configure the Cisco UCS Fabric Interconnects, follow these steps:

1.

Verify the following physical connections on the fabric interconnect:

a. The management Ethernet port (mgmt0) is connected to an external hub, switch, or router
b. The L1 ports on both fabric interconnects are directly connected to each other
c. The L2 ports on both fabric interconnects are directly connected to each other

Connect to the console port on the first Fabric Interconnect.
Review the settings on the console. Answer yes to Apply and Save the configuration.
Wait for the login prompt to make sure the configuration has been saved to Fabric Interconnect A.
Configure the first Fabric Interconnect, using the following example as a guideline:
---- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.


http://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-and-configuration-guides-list.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/ucs-manager/GUI-User-Guides/Getting-Started/4-0/b_UCSM_Getting_Started_Guide_4_0/b_UCSM_Getting_Started_Guide_4_0_chapter_011.html
https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-and-configuration-guides-list.html

Type Ctrl-C at any time to abort configuration and reboot system.

To back track or make modifications to already entered values,

complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [yl: y

Enter the password for "admin":

Confirm the password for "admin":

Is this Fabric interconnect part of a cluster(select 'no' for standalone)? (yes/no)

yves

Enter the switch fabric (A/B) []: A

Enter the system name: AAl12-DP-FI6454

Physical Switch MgmtO IP address : 192.168.164.62

Physical Switch MgmtO IPv4 netmask : 255.255.255.0

IPv4 address of the default gateway : 192.168.164.254

Cluster IPv4 address : 192.168.164.61

Configure the DNS Server IP address? (yes/no) [n]: yes

DNS IP address : 171.70.168.183

Configure the default domain name? (yes/no) [n]: yes

Default domain name : DPl.lab.cisco.com



Join centralized management environment (UCS Central)? (yes/no) [n]: no

Following configurations will be applied:

Switch Fabric=A

System Name=AA1l2-DP-FI6454

Enforced Strong Password=no

Physical Switch MgmtO IP Address=192.168.164.62
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=192.168.164.254

Ipve value=0

DNS Server=171.70.168.183

Domain Name=DPl.lab.cisco.com

Cluster Enabled=yes
Cluster IP Address=192.168.164.61

NOTE: Cluster IP will be configured only after both Fabric Interconnects are initialized

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok

6. Connect the console port on the second Fabric Interconnect, configure secondary Fl.
7. Configure the second Fabric Interconnect, using the following example as a guideline:
---- Basic System Configuration Dialog ----
This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted

to apply configuration.

Enter the configuration method. (console/gui) ? console



Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect
will be added to the cluster. Continue (y/n) ? vy

Enter the admin password of the peer Fabric interconnect:
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect Mgmt0O IPv4 Address: 192.168.164.62
Peer Fabric interconnect Mgmt0O IPv4 Netmask: 255.255.255.0
Cluster IPv4 address 1 192.168.164.61

Peer FI 1is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Ad-
dress

Physical Switch MgmtO IP address : 192.168.164.63

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Applying configuration. Please wait.
Configuration file - 0Ok
To log into the Cisco Unified Computing System (Cisco UCS) environment, follow these steps:

1. Open a web browser and navigate to the Cisco UCS Fabric Interconnect cluster address previously config-
ured.

2. Click the Launch UCS Manager link to download the Cisco UCS Manager software. If prompted, accept the
security certificates.



Figure 28. Cisco UCS Manager Web Interface
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3. When prompted, enter the username and password enter the password. Click Log In to login to Cisco UCS
Manager.

Figure 29. Cisco UCS Manager Web Interface after Login
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Configure Base Cisco Unified Computing System

The following are the high-level steps involved for a Cisco UCS configuration:
1. Configure Fabric Interconnects for a Cluster Setup.
2. Set Fabric Interconnects to Fibre Channel End Host Mode.

3. Synchronize Cisco UCS to NTP.



4. Configure Fabric Interconnects for Chassis and Blade Discovery:

a. Configure Global Policies
b. Configure Server Ports
5. Configure LAN and SAN on Cisco UCS Manager:

a. Configure Ethernet LAN Uplink Ports
b. Create Uplink Port Channels to Cisco Nexus Switches
c. Configure FC SAN Uplink Ports
d. Configure VLAN
e. Configure VSAN
6. Configure IP, UUID, Server, MAC, WWNN and WWPN Pools:

a. IP Pool Creation

b. UUID Suffix Pool Creation

c. Server Pool Creation

d. MAC Pool Creation

e. WWNN and WWPN Pool Creation

7. Set Jumbo Frames in both the Cisco Fabric Interconnect.
8. Configure Server BIOS Policy.

9. Create Adapter Policy.

10. Configure Update Default Maintenance Policy.

11. Configure vNIC and vHBA Template.

12. Create Server Boot Policy for SAN Boot.

Details for each step are discussed in the following sections.

Synchronize Cisco UCSM to NTP

To synchronize the Cisco UCS environment to the NTP server, follow these steps:
1. In Cisco UCS Manager, in the navigation pane, click the Admin tab.

2. Select All > Time Zone Management.

3. In the Properties pane, select the appropriate time zone in the Time Zone menu.
4. Click Save Changes and then click OK.

5. Click Add NTP Server.



'déeh’ UCS Manager

lm All - All / Time Zone Management | Timezone

E v All General Events

» Faults, Events and Audit Log
Actions

H » User Management

» Key Management Add NTP Server

Communication Management

]

» Stats Management

+ Time Zone Management

Timezone

6. Enter the NTP server IP address and click OK.

Add NTP Server ?

NTP Server : | 192.168.160.254

7. Click OK to finish.
8. Repeat steps 1-7 to configure additional NTP servers.
9. Click Save Changes.

Figure 30. Synchronize Cisco UCS Manager to NTP
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Configure Fabric Interconnects for Chassis and Server Discovery

Cisco UCS 6454 Fabric Interconnects are configured for redundancy. It provides resiliency in case of failures.
The first step is to establish connectivity between blades and Fabric Interconnects.

Configure Global Policies

The chassis discovery policy determines how the system reacts when you add a new chassis. We recommend

using the platform max value as shown. Using platform max helps ensure that Cisco UCS Manager uses the

maximum number of IOM uplinks available.

To configure global policies, follow these steps:

1. In Cisco UCS Manager, go to Equipment > Policies > Global Policies > Chassis/FEX Discovery Policies. As
shown in the screenshot below, for Action select “Platform Max” from the drop-down list and set Link
Grouping to Port Channel.

2. Click Save Changes.

3. Click OK.

Figure 31. UCS Global Policy
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Fabric Ports: Discrete versus Port Channel Mode

Figure 32 illustrates the advantage of Discrete versus Port-Channel mode in UCSM.



Figure 32. Port Channel versus Discrete Mode
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Set Fabric Interconnects to Fibre Channel End Host Mode

In order to configure the FC Uplink ports connected to the Cisco UCS MDS 9132T 32-Gb FC switch, set the
Fabric Interconnects to the Fibre Channel End Host Mode. Verify that the fabric interconnects are operating in
“FC End-Host Mode.”

| Fabrie Interconnects - ‘ Fabric Interconnects / Fabric Interconnect A (primary)

~ Fabric Interconnects General Physical Ports Fans PSUs Physical Di
Fabric Interconnect A (primary)

» Fabric Interconnect B (subordinate)

Disable Ports w» G e

Fault Summary

0 o o

Set Ethernet Switching Mode
Set FC Switching Mode . 4 Operable
Activate Firmware ¢+ 0K

: End Host
Management Interfaces

: End Host
Turn on Locator LED ode - Off

de : Off

\Actions




‘& The fabric interconnect automatically reboots if switched to operational mode; perform this task on one
FI first, wait for the FI to come up and repeat this process on the second Fl.

Configure FC SAN Uplink Ports

To configure Fibre Channel Uplink ports, follow these steps:

1. Go to Equipment > Fabric Interconnects > Fabric Interconnect A > General tab > Actions pane, click Config-

ure Unified Ports.

Fabric Fabric Al
t ahi
Status Properties
Overall Status + Operable A
+ 0K Cisco UGS 6454
End Host ucs-
Cisco Systems, Inc. PO Firsass
. Serial FOOZIINTMW

mory - 53.964 (GE) Totsl Memery © 62,761 (GB)

+) Part Details

+) Local Storage Information

+) Access

¥ High Availability Details

+) VLAN Port Count

+ FC Zone Count

Firmware

v05.42(06/14/2020)
7.0(3IN2(4.13)
7.0(3)N2(4.13b)
4.1(3)SPHDetault)
4.1[3nja

7.0(3)N2(4.136)
Ready

T.0{3)N2(4.13b)
Roady

on - 4.1(3)SPO{Default)

2. Click Yes to confirm in the pop-up window.

Configure Unified Ports X

The Conhgure Unified Pons wizard allows you 1o change the pon mode from Ethérnat 1o Fibré Channel or FC to Ethérnat
Changing the port maode on either module causes an intarruption in data trafhc because changes 1o the ficed module require
a reboot of the fabric interconnect and changes on an expansion module require a reboot of that module. Are you sure you
want to launch this wizard and reboot the modules associated with any reconfigured ports?

Yes No

3. Move the slider to the right.

4. Click OK.



‘ﬁ Ports to the right of the slider will become FC ports. For our study, we configured the first four ports
(Ports are configured in sets of 4 ports) on the Fl as FC Uplink ports.

ﬂ Applying this configuration will cause the immediate reboot of the fabric interconnect and/or the expan-
sion module(s).
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configured
B 9
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o Cancel

5. Click Yes to apply the changes.

Configure Unified Ports X

BY ~pplying this configuration will cause the immediate reboot of Fabric Interconnect and/or Expansion Modulel(s)
Ml hecause changes to the fixed module require a reboot of the Fabric Interconnect and changes on an Expansion Module require a reboot of that module.
Are you sure you want to apply the changes?

6. Click OK to proceed.



Configure Unified Ports %

'0' Successfully configured ports.

0K

7. After the Fl reboot, your FC Ports configuration will look like Figure 33.
8. Repeat steps 1-7 on Fabric Interconnect B.

Figure 33. FC Uplink Ports on Fabric Interconnect A
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Configure Server Ports

Configure the server ports to initiate chassis and blade discovery. To configure server ports, follow these steps:

1. Go to Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ethernet Ports.

2. Select the ports (for this solution ports are 17-24) which are connected to the Cisco IO Modules of the two

B-Series 5108 Chassis.

3. Right-click and select “Configure as Server Port.”

Figure 34. Configure Server Port on Cisco UCS Manager Fabric Interconnect for Chassis/Server Discovery
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4. Click Yes to confirm and click OK.




5. Repeat steps 1-4 to configure the Server Port on Fabric Interconnect B.
When configured, the server port will look like Eigure 35 on both Fabric Interconnects.

Figure 35. Server Ports on Fabric Interconnect A
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6. After configuring Server Ports, acknowledge both the Chassis. Go to Equipment >Chassis > Chassis 1 >
General > Actions > select “Acknowledge Chassis”. Similarly, acknowledge the chassis 2-4.

7. After acknowledging both the chassis, re-acknowledge all the servers placed in the chassis. Go to Equip-
ment > Chassis 1 > Servers > Server 1 > General > Actions > select Server Maintenance > select option “Re-
acknowledge” and click OK. Repeat this process to re-acknowledge all eight Servers.

8. When the acknowledgement of the Servers is completed, verify the Port-channel of Internal LAN. Go to the
LAN tab > Internal LAN > Internal Fabric A > Port Channels as shown in Figure 36.

Figure 36. Internal LAN Port Channels
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Configure Ethernet LAN Uplink Ports

To configure network ports that are used to uplink the Fabric Interconnects to the Cisco Nexus switches, follow
these steps:

1. In Cisco UCS Manager, in the navigation pane, click the Equipment tab.



2. Select Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module.
3. Expand Ethernet Ports.

4. Select ports (for this solution ports are 49-50) that are connected to the Nexus switches, right-click them,
and select Configure as Network Port.

Figure 37. Network Uplink Port Configuration on Fabric Interconnect Configuration
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5. Click Yes to confirm ports and click OK.
6. Verify the Ports connected to Cisco Nexus upstream switches are now configured as network ports.

7. Repeat steps 1-6 for Fabric Interconnect B. The screenshot below shows the network uplink ports for Fabric
A.

Figure 38. Network Uplink Port on Fabric Interconnect
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You have now created two uplink ports on each Fabric Interconnect as shown above. These ports will be used to
create Virtual Port Channel in the next section.

Create Uplink Port Channels to Cisco Nexus Switches

In this procedure, two port channels were created, one from Fabric A to both Cisco Nexus 93180YC-FX switch-
es and one from Fabric B to both Cisco Nexus 93180YC-FX switches. To configure the necessary port channels
in the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Click LAN > LAN Cloud >Fabric A.

3. Right-click Port Channels.

4. Select Create Port Channel.

£ | Al .
E » LAN
v LAN Cloud
% v Fabric A
Port Channsle
- Create Port Channel
= Uplink E TErTs

5. Enter 125 as the unique ID of the port channel and name of the port channel.



Create Port Channel

Set Port Channel Name o 125
Name : PC125
Add Ports
Next >
6. Click Next.

7. Select Ethernet ports 45-46 for the port channel.

?

Cancel




Create Port Channel ?
Set Port Channel Name Ports Ports in the port channel
Slot ID Aggr. Po. Port MAC Slot ID Agar. Po. Port MAC
0 45 00:3A:9 No data available
0 46 00:3A:9... >

< Prev m Cancel

8. Click Finish.

Create Port Channel ?
Set Port Channel Name Ports Ports in the port channel
Slot ID Aggr. Po..  Port MAC Slot ID Aggr. Po.. Port MAC
Mo data available 1 C

- V] 46 00:3A:9

Lo < -

9. Click OK.

10. Repeat steps 1-9 for the Port Channel configuration on FI-B.
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Configure VLAN

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Click LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANSs.

5. Enter Backup_Infra as the name of the VLAN to be used for Public Network Traffic.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter 215 as the ID of the VLAN ID.

8. Keep the Sharing Type as None.

9. Click OK.



Create VLANs ? X

VLAN Name/Prefix  : | Backup_Infra

Multicast Policy Name : | <notset> w Create Multicast Policy

(e) Common/Global () Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs.(e.g. " 2009-2019", " 29,35,40-45", " 23" "23,34-45")

VLAN IDs : ‘ 215|

Sharing Type : | ®) None () Primary () Isolated () Community

Check Overlap o Cancel

10. Repeat steps 1-9 to create required VLANs. Figure 39 shows the VLANs configured for this solution.



Figure 39. VLANSs Configured for this Solution
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ﬂ IMPORTANT! Create both VLANs with global access across both fabric interconnects. This makes sure
the VLAN identity is maintained across the fabric interconnects in case of a NIC failover.

Configure VSAN

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.
2. Select SAN > SAN Cloud.
3. Under VSANSs, right-click VSANSs.

4. Select Create VSANSs.



All

» SAN
» SAN Cloud
» Fabric A
FC Part Channels
FCoE Port Channels
» Uplink FC Interfaces
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Ve
| Create VSAN
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5. Enter the name of the VSAN, such as FS-Backup-A.

‘& In this solution, we created two VSANs; VSAN FS-Backup -A 102 on the Cisco UCS Fabric A and VSAN
FS-Backup -B 202 on the Cisco UCS Fabric B for SAN Boot and Storage Access.

6. Select Disabled for FC Zoning.

‘& In this solution, we used two Cisco MDS 9132T 32-Gb switches that provide Fibre Channel zoning.

7. Select Fabric A for the scope of the VSAN:

a. Enter 102 as VSAN ID and FCoE VLAN ID.
b. Click OK.



Create VSAN ? X

Name . FS-Backup-A
FC Zoning Settings

FC Zoning : |(e) Disabled () Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

®) Common/Global () Fabric A () Fabric B () Both Fabrics Configured Differently

You are creating a global VSAN that maps to A VLAN can be used to carry FCoE traffic and can be mapped to this
the same VSAN ID in all available fabrics. VSAN.

Enter the VSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this VSAN.

VSANID: | 102 FCOE VLAN : | 102]

n Cancel

8. Repeat steps 1-7 to create the VSANs necessary for this solution.

Figure 40 shows VSAN 102 and 102 configured for this solution.

Figure 40. VSANs Configured for this Solution

+ - ToAdancedFier 4 Bwpot @ Print

Create FC Port Channels to Cisco MDS Fibre Channel Switches

In this procedure, two port channels were created one from Fabric A to Cisco MDS 9132T-A switch and one
from Fabric B to Cisco MDS 9132T-B Fibre Channel switches. To configure the necessary port channels in the

Cisco UCS environment, follow these steps:



1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Click SAN > SAN Cloud >Fabric A.
3. Right-click FC Port Channels.

4. Select Create FC Port Channel.

UCS Manager

v SAN Cloud
v Fabric A
FCT 1
Create FC Port Channel
» FC Port-Channel 1 PC1

FCot Port Channels

Uplink FC Interfaces

5. Use the default ID as 1 and name of the FC port channel.

Create FC Port Channel

Set FC Port Channel Name [¥] o1

Name : |PC1|
Add Ports

Next »

Cancel




6. Click Next.

7. Select FC ports 1-4 for the port channel and Select Port Channel Admin Speed as 32Gbps.

Create FC Port Channel ? X
Set FC Port Channel Name Port Channel Admin Speed : () 4 Gbps () 8 Gbps () 16gbps (e) 32gbps
Ports Ports in the port channel
Port Slot ID WWPN Paort Slot ID WWPN

1 1 20:01:00:3A... No data available
2 1 20:02:00:3A.
3 1 20:03:00:3A. . >
4 1 20:04:00:3A,..

Shot ID: 1 Slot ID:

WWPN: 20:01:00:3A-9C:A4:6E:AD WWPN:

o < -

8. Add the ports in the Port Channel by select ‘>>’ marker and click Finish. The screenshot below illustrates FC
port channel with FC ports 1-4 on Fabric A.



Create FC Port Channel ?

Set FC Port Channel Name Port Channel Admin Speed : 4 Gbps ()8 Gbps 16gbps () 32gbps

Ports Ports in the port channel
Port Slot 1D WWPN Port Slot ID WWPN
No data available 1 1 20:01:00:3A,
2 1 20:02:00:3A,

w

20:03:00:3A.

1 20:04:00:3A...

Slot 1D: Slot 1D:
WWPN: WWPRN:

< Prev m Cancel

9. Select VSAN 102 and click Save Changes.



SAN Cloud | Fabric A | FC Port Channels | FC Port-Channel 1 PC1

Status Propariies
Crversll Saatus < ¢ Up o 1
Addtionad Infa e A
Aggregation
Actions e
PC1
futd

1 8 Slgbes

Operstional SpeediGops) - 128

VSAN dufault (1]

10. Repeat steps 1-9 for the FC Port Channel configuration on FI-B. Screenshot below illustrates FC port chan-
nel on Fabric A and Fabric B.

SAN Cloud . SAN Cloud
SAN Uplinks | FCidentity Assignment  WWHN Pocls  WWPN Pools  WWxNPools  VSANs ONPools  Fauls  Events
+ Fabric A Ports and Port Channels
» Fabrc 8 + - ToAdweececFmer 4 Expon M Print o
» SAN Pin Groups Narme Fabric ID Admin State
» Thieshokd Poicies oF
- VEANS oF
VAN defuut (1)  FC Port-Charnel 1 PC1 A e
t Enatiled
T Enatied
t Enstled
t Eratied
8 ¥ Eratied
. * Eratied
& T Eratied
8 * Ensbied
8 T Erabied

Create New Sub-Organization

To configure the necessary Sub-Organization for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select root > Sub-Organization.



3. Right-click Sub-Organization.

4. Enter the name of the Sub-Organization.

5. Click OK.

Create Organization ? X
Name - | Backup_Infra_[Or

Description :

o Cancel

‘& You will create pools and policies required for this solution under the newly created “Backup_infra_Org”
sub-organization.

Configure IP, UUID, Server, MAC, WWNN, and WWPN Pools

IP Pool Creation

An |IP address pool on the out of band management network must be created to facilitate KVM access to each
compute node in the Cisco UCS domain. To create a block of IP addresses for server KVM access in the Cisco
UCS environment, follow these steps:

1. In Cisco UCS Manager, in the navigation pane, click the LAN tab.

2. Click Pools > root > Sub-Organizations > Backup_Infra_Org > IP Pools > click Create IP Pool.

3. Select the option Sequential to assign IP in sequential order then click Next.



4.

5.

Create IP Pool ?2 X
Define Name and Description Name Backuplinfra_KVMPool
Description
Add IPv4 Blocks
Assignment Order Default (o) Sequential
Add IPv6 Blocks
Next > Cancel

Click Add IPv4 Block.

Enter the starting IP address of the block and the number of IP addresses required, and the subnet and
gateway information as shown below.

Create Block of IPv4 Addresses

From :’192.168_164_101 ] Size - o .

Subnet Mask : :235.255.255}.0 ] Default Gateway : 192.168.164.254)
e/
Primary DNS : |0.0.0.0 ] Secondary DNS : |0.0.0.0 ]

UUID Suffix Pool Creation

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1.

In Cisco UCS Manager, click the Servers tab in the navigation pane.



2. Click Pools > root > Sub-Organization > Backup_Infra_Org.

3. Right-click UUID Suffix Pools and then select Create UUID Suffix Pool.
4. Enter the name of the UUID name.

5. Optional: Enter a description for the UUID pool.

6. Keep the prefix at the derived option and select Sequential in as Assignment Order then click Next.

Create UUID Suffix Pool ?2 X
Define Name and Description Name - Backuplnfra_UUID

Description :
Add UUID Blocks

Prefix : |-i-Denued () other

Assignment Order : | Default () Sequential '

7. Click Add to add a block of UUIDs.
8. Create a starting point UUID as per your environment.

9. Specify a size for the UUID block that is sufficient to support the available blade or server resources.



Create a Block of UUID Suffixes

From : ‘ 0000-AAD180000001 ‘ Size : | 64

MAC Pool Creation

To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Click Pools > root > Sub-Organization > Backup_Infra_Org > right-click MAC Pools under the root organiza-
tion.

Click Create MAC Pool to create the MAC address pool.

Enter name for MAC pool. Select Assignment Order as “Sequential.”

Enter the seed MAC address and provide the number of MAC addresses to be provisioned.
Click OK and then click Finish.

In the confirmation message, click OK.



Create a Block of MAC Addresses

-
v

First MAC Address : ‘ 00:25:B5:AA:17:00 } Size: [ 128

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:

00:25:B5:xx:xx:XX

8. Create MAC Pool B and assign unique MAC Addresses as shown below.

Pocls - Pools | root | Sub-Organizations | Backup_Infra_Org | MAC Pools
- Poois MAC Pools
- oot 4 = ToAdvancedFiter 4 Expont & Print
» P Pools Name Size Assigne
» MAC Pools w» MAC Pool Backupinfra_MacPool_B 128
» Sub-Organizations [00:25:85:AB:17:00 - 00:25:B5:AB:17:7F)
* Backup_lnfra_Org w MAC Pool Backupinira_MacPool _A 28
* IP Pools [00-25:85:AA:17:00 - 00:25:B5-AA:17-7F]
[ e

* Sub-Organizations

WWNN and WWPN Pool Creation

To configure the necessary WWNN pools for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Click Pools > Root > Sub-Organization > Backup_Infra_Org > WWNN Pools > right-click WWNN Pools > se-
lect Create WWNN Pool.



3. Assign a name and select the Assignment Order as sequential:

a. Click Next and then click Add to add block of Ports.
b. Enter Block for WWN and size of WWNN Pool as shown below.

Create WWNN Pool ? X
Define Name and Description + =— Y,Advanced Fiter 4 Export & Print o
Name From To
Add WWN Blocks
[20:00:00:25:85:00:1 20:00:00:25:85:00:18:00  20:00:00:25:B5:00:18:7F
(#) Add

c. Click OK and then click Finish.

To configure the necessary WWPN pools for the Cisco UCS environment, follow these steps:

ﬂ We created two WWPN as WWPN-A Pool and WWPN-B as World Wide Port Name as shown below.
These WWNN and WWPN entries will be used to access storage through SAN configuration.

1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Select Pools > Root > Sub-Organization > Backup_Infra_Org >WWPN Pools > right-click WWPN Pools > se-
lect Create WWPN Pool.

3. Assign name and Assignment Order as sequential.
4. Click Next and then click Add to add block of Ports.
5. Enter Block for WWN and size.

6. Click OK and then click Finish.



Create WWN Block

From: | 20:00:00:25:85:AA:18:00 | Size :

To ensure uniqueness of WWNSs in the SAN fabric, you are strongly encouraged to use
the following WWN prefix:

20:00:00:25:b5:xx:xX:XX

7. Configure the WWPN-B Pool and assign the unique block IDs as shown below.

Pools - Pools | root | Sub-Organizations | Backup_lnfra_Org | WWPN Pools
WWPN Pools
* Pools
» oot + = ToAcvanced Fiter 4 Export M Print
» NP Narme Size Assigned
» WWNN Pools » VW 28

* WWPN Pools

» WWxN Pools - WP

* Sub-Organizations
v Backup_infra_Org
» ION Pools
* WWHNN Pools
WWPN Pools
» WWaN Pools

* Sub-Crganizations

Set Jumbo Frames in both the Cisco Fabric Interconnect

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:
1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud > QoS System Class.



3. In the right pane, click the General tab.
4. On the Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes.

6. Click OK.

LAMN Cloud - LAN Cloud / QoS System Class

Ganaral Events FSM
Actions Properties
Cwmer - Local
* LAN Pin Groups
Priority Enabled CoS Packet Weight Weight MTU Multicast
» Threshold Policies Drop %) Optimized
» VLAN Groups _
Platinu 5 10 v N& normal
v VLANg
VLAN default (1) Gold 4 ) g v NA narrmal
AN InBand-Mgmt (70} - -
WLAN InBand-Mgm? (70 Silver = 5 P S NIA )
VLAN Infra-Mgmt (71)
VLAN Launcher (76) Bronze 1 @ 7 v| HNA normal
VLAN VM-Metwork (72)
N ( Boi:‘ ¢ Any 4 v 50 92
WLAN vMotion (73}
Fibre F; B L 50 NiA

Channel

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select root > Sub-Organization > Backup_Infra_Org > Host Firmware Packages.
3. Right-click Host Firmware Packages.

4. Select Create Host Firmware Package.

5. Enter name of the host firmware package.

6. Leave Simple selected.

7. Select the version 4.1(3b) for both the Blade Package.

8. Deselect Local Disk

9. Click OK to create the host firmware package.



Create Host Firmware Package

Name : | BackuplInfra_HFP

Description :
How would you like to configure the Host Firmware Package?

(@) Simple () Advanced

Blade Package : |4.1(3b)8 v ‘
Rack Package : |’o.’i(3b)C v |
Service Pack <not set> v l

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CiMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

NVME Mswitch Firmware
PsSU

Dei Sianteb Eirrrnscara

1 [

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports, follow
these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Click Policies > root > Sub-Organization > Backup_Infra_Org > Network Control Policies.
3. Right-click Network Control Policies.

4. Click Create Network Control Policy.



5. Enter policy name.

6. Select the Enabled option for “CDP.”

7

. Click OK to create the network control policy.

Create Network Control Policy ? X

MName - CDP_Enabled

Description

cDP . | Disabled () Enabled |

MAC Register Mode : |(®) Only Native Vian () All Host Vlans

Action on Uplink Fail : |(e) Link Down () Warning |

MAC Security

Forge: |(e) Allow () Deny

LLDP

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Click Policies > root > Sub-Organization > Backup_Infra_Org > Power Control Policies.
Right-click Power Control Policies.

Click Create Power Control Policy.

Select Fan Speed Policy as “Max Power.”

Enter NoPowerCap as the power control policy name.

Change the power capping setting to No Cap.

Click OK to create the power control policy.



Create Power Control Policy ? X
Name : 'NopowerCag]

Description

Fan Speed Policy : [Max Power v |

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

[® No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Click Policies > root > Sub-Organization > Backup_Infra_Org > BIOS Policies.
3. Right-click BIOS Policies.

4. Click Create BIOS Policy.

5. Enter Backupinfra_BIOS as the BIOS policy name.

6. Keep options under Main” tab as Platform dependent.

7. Click Finish to create the BIOS policy.



Create BIOS Policy ? X

Name - | Backuplnfra_BIOS
Description

Reboot on BIOS Settings Change : O

“ Cancel

8. Go to Advanced options > Processor.
Table 6 lists the details of the Processor Options.

Table 6. Processor BIOS Options

Processor options Value

Energy Efficient Turbo Disabled
Package C State Limit Co C1State
Autonomous Core C State Disabled
Processor C State Disabled
Processor C1E Disabled
Processor C3 Report Disabled
Processor C6 Report Disabled
Processor C7 Report Disabled




Main Aubvanced Bool Oplions Server Management Evenis

ctad |0 RAS Mamory Serial Port usE Le] QP LOM and PCoa Siats Trusted Platform s Corfiguraton

To Acvanced Filer 4 Export o Print

BICS Setting Walue

gy Efficient Turbo Disabbad

Inted Turso Seast Tech Flatform Detautt
Inted Vimsiization Technology Flationm Detault
Inted Speed Salact Flatfonm Detaut
Channal Intarkeving Platform Dedauk
ML Inteleaye Flatform Defauk
Merary Interkesing Platfiorm Defauk
Rank Interkeaving e Desfautt
Suiby NUMA Chustering Platform Dedauk
Local X2 Apic stfsem Diediuk
Max Variabile MTRR Setting Platfiorm Dedauk
P STATE Coordiration som Dedault
Package: © State Limit C0C1 State
Disabied
Digatied
Digatied
Disabied
Disatied

9. Go to Advanced tab > RAS Memory.

10. Select Maximum Performance Value for Memory RAS Configuration row.

Servers | Policies | root | Sub-Organizations | Backup_lnfra_Org | BIOS Policies | Backupinfra_BIOS

S

Serial Port use PCI QP

Trusted Platform Graphics Configuration

Y, Advanced Fiter 4 Export  f Print

BI0S Setting Value

Platform Default

Pratform D

Platform Dedault

Prath

Pratiorm Dedautt

Ny Performance S

Parc and Hgh Watenmark Platform Dedault

Platform Default

n Dedoult

Platform Default

Platforrm Ded

Plationm Default

Platiomm Default

Maximum Performance

NVM Sroogy mode for 2LM Pratiorm Dedault

11. Click Save Changes.

12. Click OK.



‘& The recommended BIOS settings are critical for maximum Veeam Backup Performance on the Cisco
UCS Servers.

Configure Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Click Policies > root > Sub-Organization > FlashStack-CVD > Maintenance Policies.
3. Right-click Maintenance Policies to create a new policy.

4. Enter name for Maintenance Policy

5. Change the Reboot Policy to User Ack.

6. Click Save Changes.

7. Click OK to accept the change.

Policies - Policies | root /| Sub-Organizations | Backup_lnfra_Org / Maintenance Policies /| UserAck

r C General
* Server Pool Pobcy Qualifications

» Threshold Policies

Actions Properties
» iSCSI Authentication Profiles
MName UserAck
» vMedia Polcies
Show Policy Usage Description
» vNIC/VHBA Placement Policies
O Local
» Sub-Organizations
Soft Shutdown Timer 150 Secs v
= Backup_Infra_Org ~ -
Storage Config. Deployment Policy mmediate (e User Ack
» Adapter Policies
Reboot Pokcy immediate (8 User Ack Timer Automatic

= BIOS Policies
) ) +| On Next Boot lf.-’\uul-.- pending changes at next reboot.)
Backupinfra_BI0S

» Boot Policies

» Diagnostics Policies

* Graphics Card Policies

» Host Fermware Packages

» IPMI/Redfish A

pss Profiles
» KVM Management Policies

» Local Disk Config Policies

» Management Firmware Package:

» Persistent Memary Policy

Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Click Policies > root > Sub-Organization > Backup_Infra_Org > vNIC Template.



3. Right-click vNIC Templates.

4. Click Create VNIC Template.

5. Enter name for vNIC template.

6. Keep Fabric A selected. Select Enable Failover checkbox.

7. For Redundancy Type, Select “No Redundancy.”

8. Select Updating Template as the Template Type.

9. Under VLANS, select the checkboxes for desired VLANs to add as part of the vNIC Template.
10. Set Native-VLAN as the native VLAN.

11. For MTU, enter 9000.

12. In the MAC Pool list, select MAC Pool configure for Fabric A.
13. In the Network Control Policy list, select CDP_Enabled.

14. Click OK to create the vNIC template.

Pobcies - Policies | root | Sub-Organizations | Backup_Infra_Org | vNIC Templates | vNIC Template vNICTempla...

» Polcies General VLAN Groups

» Apphances

R Actions Properties
- Naema wHICTemplate_A
Default WNIC Behavior Description
» Flow Control Pobcies e Local
» Dynamic vNIC Connection Policies Fabie 1D &) Fabric A Fabwic B | Enabie Fadover
» LAGP Policies Redundancy
* LAN Connectivity Polces Redundancy Type ) No Regundancy () Primary Tempiate | Secondary Template
» Link Protocol Polcy
Target
» Muibcast Policies
* Network Control Pokces.
* QoS Polces
» Threshold Polcies
» VMG Con
» ushIC Con
whIC Templates
w Sub-Oangatons
v Backup_Infra_Org
» Flow Control Polcies
WIC Connection Policies Template Type il Terplate & Updateg Terplate
» LAN Connectivity Pobcies CON Source ») vhaC Name () User Defined
» Network Control Pokcies MTU 2000
» QoS Polces Policies.
» Theeshokd Pokicies MAC Pool Backupinfra_MacPool_A{128/128) »
» VMO Connection Policies QoS Policy <not set> ¥

Netwark Control Pobcy : | CDP_Enabled #

Pin Group <nct set> M
emplate VNICTemplate_A
Stats Threshold Pokcy defaull
* Sub-Organizatons

Create Ethernet Adapter Policy

To create ethernet adapter policy, follow these steps:



In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root > Sub-Organizations > Backup_Infra_Org.
Right-click Adapter Policies and select Ethernet Adapter Policy.
For the name enter veeam_adaptorpol.

Enter Transmit Queues = Receive Queues = 8, Ring Size = 4096.
Enter Completion Queues = 16 and Interrupts = 32.

Under Options, ensure Receive Side Scaling (RSS) is enabled.

Click OK.



Create Ethernet Adapter Policy ? X
Name : veeam_daptorpol
Description :
(= Resources
Pooled . [(®) Disabled Enabled
Transmit Queues : |8 [1-1000]
Ring Size . 1 4096 [64-4096]
Receive Queues - 8 [1-1000]
Ring Size - 1 4096 [64-4096]
Completion Queues: | 16 [1-2000]
Interrupts - 132 [1-1024]
(=) Options
Transmit Checksum Offload - 1 Disabled (®) Enabled
Receive Checksum Offload : | _) Disabled (®) Enabled
TCP Segmentation Offload - ' ) Disabled (®) Enabled
TCP Large Receive Offload : |(_) Disabled (e) Enabled
Receive Side Scaling (RSS) : |(_) Disabled () Enabled
Accelerated Receive Flow Steering : ri_-.bisamed Enabled
Network Virtualization using Generic Routing Encapsulation : | e Disabled Enabled

v ho AR = PR =

‘& To enable maximum throughout, it is recommended to change the default size of Rx and Tx Queues. RSS
should be enabled, since it allows the distribution of network receive processing across multiple CPUs in
a multiprocessor.

Create FC Adapter Policy

To create FC adapter policy, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.



2. Select Policies > root > Sub-Organizations > Backup_lInfra_Org.

3. Right-click Adapter Policies and select Fibre Channel Adapter Policy.
4. For the name enter veeam_fc_adp_pol.

5. Keep the Resources to default.

6. Under Options, Edit the Port Down time Timeout and Link Down Timeout to 10000 msec.

7. Click OK.
Create Fibre Channel Adapter Policy ? X
Name - veeam_fc_adp_pol
Description :
(= Resources
Transmit Queues : 1
Ring Size - 64 [64-128]
Receive Queues : 1
Ring Size . B4 [64-2048]
1/O Queues o [1-64]
Ring Size 512 [64-512]
(=) Options
FCP Error Recovery : |(®) Disabled Enabled
Flogi Retries 8 [0-infinite]
Flogi Timeout (ms) 4000 [1000-255000]
Plogi Retries - |8 [0-255]
Plogi Timeout (ms) : 20000 [1000-255000]
(Port Down Timeout (ms) : | 10000 ] [0-240000]
10 Retry Timeout (seconds) : |5 [1-59]
Port Down 10 Retry - |30 [0-255]
E_lnk Down Timeout (ms) . | 10000 ) [0-24 ]
10 Throttle Count . 256 [256-1024]
1-1024
Max LUNs Per Target : | 256 [ ]

‘& To ensure no loss of IO during either FlashArray Controller or Cisco MDS failure, customers should apply
the recommended Fibre Channel Adapter policy to vHBA.




Create vHBA Templates

To create multiple virtual host bus adapter (vHBA) templates for the Cisco UCS environment, follow these steps:
1. In Cisco UCS Manager, click the SAN tab in the navigation pane.

2. Click Policies > root > Sub-Organization > Backup_Infra_Org- > vHBA Template.
3. Right-click vHBA Templates.

4. Click Create vHBA Template.

5. Enter vHBA-A as the vHBA template name.

6. Keep Fabric A selected.

7. Select VSAN created for Fabric A from the drop-down list.

8. Change to Updating Template.

9. For Max Data Field keep 2048.

10. Select WWPN Pool for Fabric A (created earlier) for our WWPN Pool.

11. Leave the remaining fields as-is.

12. Click OK.

Policies - Policies | root | Sub-Organizations | Backup_lnfra_Org | vHBA Templates | vHBA Template vHBA-A
= Policies General vHBA Interfaces Faults Events
* SAN Cloud
Actions Properties
» root .
Default vHBA Behavior Delete Hame VHBA-A
» Fibre Channel Adapter Policies Show Policy Usage Description
Owner Local
» LACP Policies
Fabric ID A B
» SAN Connectivity Policies
Redundancy
» Storage Connection Policies
» Threshold Policies Redundancy Type *) No Redundancy ) Primary Template (_) Secondary Template
» vHBA Templates ) —
VEAN FS-Backup-A v
» Sub-Organizations Target Adapter
» Backup_lnfra_Org Template Type Initial Template (o) Updating Template

» Fibre Channel Adapter Policies Max Data Field Si 2048
ax Data Field Size

» SAN Connectivity Policies Policies
» Storage Connection Policies WWPN Pool Backupinfra_WWPN_A128/128) »
» Threshold Policies QoS Policy <not set>
» yHEA Templates
Pin Group <not set> v

vHBA Template vHBA-A
Stats Threshold Pobcy © | default »

» Sub-Organizations

13. Repeat steps 1-12 to create a vHBA Template for Fabric B.



Create Server Boot Policy for SAN Boot

ﬁ Create Server Boot Policy for SAN Boot, applies only for customers deploying Veeam Backup & Replica-
tion Server on Cisco UCS C220 rack server with SAN Boot and Veeam Backup Repository on Pure Stor-
age FlashArray//C.

In this configuration guide, there are three different Backup Storage Targets for Veeam. SAN Boot Policy applies
only when customers are using FlashArray//C as the Veeam Backup Repository. SAN Boot Policy does not apply
when customers choose to use either Cisco UCS S3260 storage Server or Cisco UCS C240 All Flash Rack Serv-
er as Veeam Storage Repository.

The Cisco UCS C220 M5 server deployed with Veeam Backup Proxy and Veeam Management Console for
backup to FlashArray//C is set to boot from SAN for this Cisco Validated Design as part of the Service Profile
template. The benefits of booting from SAN are numerous; disaster recovery, lower cooling, and power require-
ments for each server since a local drive is not required, and better performance, to name just a few.

ﬂ It is strongly recommended that you use “Boot from SAN” to realize the full benefits of Cisco UCS state-
less computing features, such as service profile mobility.

ﬂ This process applies to a Cisco UCS environment in which the storage SAN ports are configured as ex-
plained in the following section.

‘ﬁ A Local disk configuration for the Cisco UCS is necessary if the servers in the environments have a local
disk.

‘ﬁ SAN Boot Policy applies only when customers are using FlashArray//C as the Veeam Backup Repository

To configure Local disk policy, follow these steps:
1. Go to tab Servers > Policies > root > Sub-Organization > Backup_Infra_Org- > right-click Local Disk Config-
uration Policy > Enter “SAN-Boot” as the local disk configuration policy name and change the mode to “No

Local Storage.”

2. Click OK to create the policy.



Create Local Disk Configuration Policy 7 X
Name : | SAN-Boot

Description

Mode : | No Local Storage v

FlexFlash

FlexFlash State © |(e) Disable () Enable
If FlexFlash State is disabled, SD cards will become unavailable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : E_Ej Disable w_ Enable

FlexFlash Removable State [ ¥es ()Mo (&) No Change

If FlexFlash Removable State is changed, SD cards will become unavailable temporarily.

Please ensure SD cards are not in use before changing the FlexFlash Removable State

Cancel

As shown in the screenshot below, the Pure Storage FlashArray//C has eight active FC connections that pair

with the Cisco MDS 9132T 32-Gb switches.

Four FC ports are connected to Cisco MDS-A and the other Four FC ports are connected to Cisco MDS-B
Switches. All FC ports are 32 Gb/s. The SAN Port CT0.FCO and CTO.FC1 of Pure Storage FlashArray//C Control-
ler 0 is connected to Cisco MDS Switch A. SAN port CTO0.FC2 and CTO0.FC3 is connected to MDS Switch B.

The SAN Port CT1.FCO and CT1.FC1 of Pure Storage FlashArray//C Controller 1 is connected to Cisco MDS
Switch A. SAN port CT1.FC2 and CT1.FC3 is connected to MDS Switch B.

Health

Hardware Alerts Connections Metwork

Host Connections ~
Hosta £ WWN
No hosts found.
Array Ports ~
FC Port Name Speed [ FC Port
CTOFCO P SRS TEEASH0400 3260/ CTLFCO
CTOFCH I 5ZAATITEEAS0:04:01 22 Gbis CTLFCH
CToFC2 I SZAATITEEAS0:04:02 32 Gbis CTIFC2
CTWFC3

CTOFC3 P SZAAITEEASH0403 3260

Search

#1GN #NON  Paths cTo
Al v
Hame Speed Failover
P STANIITHEASHOLI0 32 Gbis
3 S24ASRTEAASD0LM 32 Gbis
P 524A93 TREASO0412 32Gbis
P S5ZANITTREASHOSI3 32Gbis



Create SAN Policy A

The SAN-A boot policy configures the SAN Primary's primary-target to be port CTO.FCO on the Pure Storage
FlashArray//C cluster and SAN Primary's secondary-target to be port CT1.FCO on the Pure Storage cluster.
Similarly, the SAN Secondary’s primary-target should be port CT1.FC2 on the Pure Storage cluster and SAN
Secondary's secondary-target should be port CT0.FC2 on the Pure Storage cluster.

To create SAN policy A, follow these steps:

1. Log into the storage controller and verify all the port information is correct. This information can be found in
the Pure Storage GUI under System > Connections > Target Ports.

2. You have to create a SAN Primary (hbaO) and a SAN Secondary (hba1) in SAN-A Boot Policy by entering
WWPN of Pure Storage FC Ports as explained in the following section.

To create Boot Policies for the Cisco UCS environments, follow these steps:

1. Go to Cisco UCS Manager and then go to Servers > Policies > root > Sub Organization > Backup_Infra-Org >

Boot Policies. Right-click and select Create Boot Policy.

2. Enter SAN-A as the name of the boot policy.

Create Boot Policy

Name : | SAN-A]

Description

Reboot on Boot Order Change - (]

Enforce vNIC/VHBA/ISCSI Name :

Boat Mode : @ Legacy () Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence

The effective order of boat devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/iSCSI Name is selected and the wNIC/vHBANISCS| does not exist, a config emor will be reported.

If it is not selected, the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

7 X

e

Boot Na...

Boot Path  Descripti.

@ Local Devices Boot Order
4+ — Y,Advanced Filter 4 Export /% Print
@ CIMC Mounted vMedia Mame Order wNIC/WH...  Type LUM Na.. WWN Slot Nu.
— No data available
#) vNICs
) vHBAs
B iSCSI vNICs
® EFI Shell

3. Expand the Local Devices drop-down list and Choose Add CD/DVD.



(= Local Devices

Add Local Disk
Add Local LUN
Add Local JBOD
Add 5D Card
Add Internal USB
Add External USB
Add Embedded Local LUN

Add Embedded Local Disk

Add Local CD/DVD

Add Remote CD/DVD
Add Floppy

Add Local Floppy

Add Remote Floppy

Add Remote Virtual Drive

4. Expand the vHBAs drop-down list and Choose Add SAN Boot.

‘& The SAN boot paths and targets will include primary and secondary options in order to maximize resili-
ency and number of paths.

5. Inthe Add SAN Boot dialog box, for Type select “Primary” and name vHBA as “vHBAO.” Click OK to add
SAN Boot.

Add SAN Boot 2 X

6. Select add SAN Boot Target.



(=) vHBAs

Add SAN Boot

Add SAN Boot Target

7. Keep 1 as the value for Boot Target LUN. Enter the WWPN for FC port CTO.FCO of Pure Storage FlashAr-
ray//C and add SAN Boot Primary Target.

Add SAN Boot Target ? X

Boot Target LUN  : 1

Boot Target WWPN :

52:4a3:93:78:6a:50:04:00 ‘

Type : |-6 Primary () Secondary |

8. Add a secondary SAN Boot target into same hbaO, enter the boot target LUN as 1 and WWPN for FC port
CT1.FCO of Pure Storage FlashArray//C, and add SAN Boot Secondary Target.

Add SAN Boot Target ? X

Boot Target LUN @ | 1

Boot Target WWPN : | 52:45:93:78:6a:50:04:00

Type : Primary (e« Secondary




9. From the vHBA drop-down list and choose Add SAN Boot. In the Add SAN Boot dialog box, enter "vHBA1"
in the vHBA field. Click OK to SAN Boot, then choose Add SAN Boot Target.

Add SAN Boot ? X

vHBA @ | vHBAI

Type : Primary (e Secondary Any

10. Keep 1 as the value for the Boot Target LUN. Enter the WWPN for FC port CT1.FC2 of Pure Storage FlashAr-
ray//C and add SAN Boot Primary Target.

Add SAN Boot Target ? X

Boot Target LUN  : |1

Boot Target WWPN : | 52:4a3:93:78:6a5:50:04:02|

Type . |(@)Primary () Secondary

11. Add a secondary SAN Boot target into same vhba1 and enter the boot target LUN as 1 and WWPN for FC
port CTO.FC2 of Pure Storage FlashArray//C and add SAN Boot Secondary Target.




Add SAN Boot Target ? X

Boot Target LUN  : |1

Boot Target WWPN : | 52:43:93:78:6a:50:04:12

Type : Primary e Secondary

12. Click Save Changes.

Policies . Palicies | root | Sub-Organizations | Backup_lnfra_Org / Boot Policies

» Server Pool Policy Quakfications Boot Policies Events

» Threshold Policies

+ = TY.AdwncedFiter 4 Export # Print
» I5CH Authentcation Profiles —
Name Order VMICHVHBANSCSI WNIC  Type LUN Name WWN Slot Number
» vMedia Polcies
» Bo

» wNIC/VHBA Placement Pokcies

= Sub-Organzabons

» Backup_Infra_Org A
 SAN Primary VHBAD Pramary
» Adapter Policees
N Tar P
» BIOS Pokcies : d
—
Backupinfra_BIOS Secondary
-5 HBAT  Sen oiddar
Boot Policy San-A Primary 1 52:4A:93:78:6A-50:0
» Diagnostics Polices ond ACE3:TE:

» Graphics Card Pobcies

» Host Frmware Packages

» IPMI/Redhsh Access Profiles
» KVM Management Polcies
* Local Dk Config Pobcas

San-Boot

13. After creating the FC boot policy, you can view the boot order in the Cisco UCS Manager GUI. To view the
boot order, navigate to Servers > Policies > Boot Policies. Click Boot Policy SAN-Boot-A to view the boot
order in the right pane of the Cisco UCS Manager as shown below:



olicies | root | Sub-Organizations | Backup_infra_Org / Boot Policies

ﬂ For this solution, we created a single Boot Policy as “SAN-A”. For Service Profile of C220 Rack Server

with Veeam Backup and Replication Server with Pure StorageFlashArray//C as the storage target, we will
assign SAN-A as the SAN Boot Policy.

ﬂ Cisco UCS S3260 storage server and Cisco UCS C240 M5 All Flash Rack Server are provisioned with

local disk. Veeam Backup & Replication Server will boot from local disk installed on the Rear drive slots
on each of the two servers.

Configure and Create a Chassis Profile Template

ﬂ This section only applies to deployment, when customers use Cisco UCS S3260 Storage Server as

Veeam Backup and Replication Server with local backup repository.

Create Chassis Firmware Packages

To create S3260 Chassis Firmware packages, follow these steps:

1.

2.

In the Navigation pane, click the Chassis tab.

In the Chassis tab, expand Policies > root > sub-Organizations > Backup_Infra_Org.
Right-click Chassis Firmware Packages and select Create Chassis Firmware Packages.
Enter Chassis_FW as the Package name.

Select 4.1(3b)C from the Chassis Package drop-down list.

Uncheck Local Disk.

Click OK.



Create Chassis Firmware Package ? X
Name - Chassis_FW

Description

Chassis Package - |4.1(3b)C v

Service Pack : .-:nut set> v

The images from Service Pack will take precedence over the images from Chassis Package

Excluded Components:

J Chassis Adaptor
J Chassis Board Controller
J Chassis Management Controller
D Local Disk
| SAS Expander

o Cancel

Create Disk Zoning Policy

You can assign disk drives to the server nodes using disk zoning. Disk zoning can be performed on the control-
lers in the same server or on the controllers on different servers.

The S3260 Storage server node is equipped with 56 top load drives and a dual-chip controller with 4G flash-
backed write cache for each controller. To utilize the 4G cache on both chips, customers need to assign 28
disks to each chip of the controller. This will require creating a Veeam Scale Out Backup Repository across two
RAIDG60 disk group volumes.

Some of the benefits of having two disk RAID 60 volumes of 28 disk each are as follows:

o Utilize 4G cache on each chip of the dual-chip RAID controller, leading to much higher Veeam Backup
throughput on a Scale Out Backup Repository. The performance section elaborates on the performance
benefits of this configuration compared to a single RIAD60 volume across 56 drives on Cisco UCS S3260
storage server

¢ In the event of disk failures on any of the disk volumes, customers can expect better disk failure recovery
times with the benefit of narrowing the disk failure to either one of the disk volumes.

Customers looking to avoid Veeam Scale out Repository can assign all 56 disks to a single chip of dual-chip
RAID controller and create a RAID60 Volume across 56 drives on Cisco UCS S3260 storage server. Please refer



to the “Disk Zoning” section of the Cisco HyperFlex Core and Edge Multisite Protection with Veeam deployment
guide.

To create S3260 Disk Zoning Policy, follow these steps:
1. In the Navigation pane, click Chassis.
2. Expand Policies > root > Sub-Organizations > Backup_Infra_Org.

3. Right-click Disk Zoning Policies and choose Create Disk Zoning Policy.

Create Disk Zoning Policy ? X
Name - | S3260_DiskZone
Description

Preserve Config : O

Disk Zoning Information

4+ ~— TY,Advanced Fiter 4 Export % Print 'I:I*

Name Slot Number Ownership Assigned to S... Assigned to C... Controller Type Drive Path

No data available

# Add

4. Enter S3260_DiskZone as the Disk Zone Name.

5. In the Disk Zoning Information Area, click Add.

6. Select Ownership as Dedicated.

7. Select Server as 1 (disk is assigned to node 1 of the S3260 Storage server).
8. Select Controller as 1.

9. Slot range as 1-28 (in the present setup there are 56 X8 TB SAS drives).


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflexedge_veeam.html#_Toc27640458

Add Slots to Policy

Ownership - | ") Unassigned (o) Dedicated () Shared () Chassis Global Hot Spare |

Server - }1 v ‘

Controller : “ 1 v ‘

Controller Type : SAS

Drive Path : [@ Path Both () Path 0 () Path 1 ‘

Slot Range : l 1-28 |

10. Click OK

11. Repeat steps 5-9 and select Server as 1 and Controller as 2 and Slot Range as 29-56, as shown below:



Add Slots to Policy ®» X

Ownership : I ) Unassigned (o) Dedicated () Shared () Chassis Global Hot Spare I

Server : | 1 ',_|

Controller 2 |.2 v |
Controller Type : SAS

Drive Path  : [@) Path Both () Path 0 () Path 1 |

Slot Range : I 29456 I

12. Click OK and again OK.

The actual disk zoning configuration with different chips on dual RAID controller is detailed below:



Chassis | Policies | root | Sub-Organizations | Backup_lnfra_Org | Disk Zoning Policies | 53260-dusiRAID

S3260-dualRAID

*) Add

ﬂ Customers selecting a single large repository for Veeam on S3260 storage server, should assign all disk
(1-56) to Server 1 and Controller 1.

Set Cisco UCS S3260 Disk to Unconfigured Good

To prepare all disks from the Cisco UCS S3260 Storage Servers for storage profiles, the disks have to be con-
verted from JBOD to Unconfigured Good. To convert the disks, follow these steps:

1. Select the Equipment tab in the left pane of the Cisco UCS Manager GUI.
2. Go to Equipment >Chassis > Chassis 1 > Storage Enclosures > Enclosure1.
3. Select disks and right-click Set JBOD to Unconfigured Good.

Create Disk Group Policy for Cisco UCS S3260 Storage Server

A storage profile encapsulates the storage requirements for one or more service profiles. LUNs configured in a
storage profile can be used as boot LUNs or data LUNs and can be dedicated to a specific server. You can also
specify a local LUN as a boot device. The introduction of storage profiles allows you to do the following:

« Configure multiple virtual drives and select the physical drives that are used by a virtual drive. You can also
configure the storage capacity of a virtual drive.

« Configure the number, type, and role of disks in a disk group.

e Associate a storage profile with a service profile

The Cisco UCS Manager Storage Profile and Disk Group Policies are utilized to define storage disks, disk alloca-
tion, and management in the Cisco UCS S3260 system. You would create two disk Group Policies as follows:



« RAID 1 from two Rear SSDs for OS Boot

o Two RAID60 across 1-28 disk and 29-56 disk as defined under Disk Zoning Policy. Table 7 lists the RAID
Policies which can be configured on Cisco UCS S3260.

o Customers looking to avoid Veeam Scale-Out Repository can assign all 56 disks to a single chip of dual-
chip RAID controller and create a RAID60 Volume across 56 drives on S3260 storage server. Please refer
to the “Create Disk Group Policy” section of the Cisco HyperFlex Core and Edge Multisite Protection with
Veeam deployment guide.

« RAID Configurations are elaborated in Table 7, and the table Row marked in BOLD is followed in the pre-
sent deployment

Table 7. RAID Group Configuration on Cisco UCS S3260

# Disk RAID Group # SPANs # Disk per SPAN | # Global Hot Spares A Veeam Repository Type

14 RAID 6 NA NA 1 Single Repository

28 RAID 60 2 13 2 Single Repository

42 1xRAID60 | 3 13 3 Single Repository

56 2xRAID 60 | 2 13 4 Veeam Scale-Out Repository
56 1 x RAID60O | 4 13 4 Single Repository

To create the Disk Group Policy, follow these steps:

1. In Cisco UCS Manager, click the Storage tab in the navigation pane.

2. Select Storage Policies > root >Sub-Organizations > Backup_Infra_Org >Disk Group Policies.
3. Right Click on Disk Group Policy and Select Create Disk Group Policy.

4. For the name enter S3260_RAID1_0OS.

a. Select RAID Level as RAID1 Mirrored.
b. Number of drives as 2 and Drive Type as SSD.

c. Strip Size = 64KB, Access Policy = Read Write, Write Cache Policy = Write Back Good BBU, IO Policy =
Direct, Drive Cache = Direct.

d. Click OK.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hyperflexedge_veeam.html#_Toc27640458

Create Disk Group Policy

7 X
RAID Leveld : | RAID 1 Mirrored
») Desk Gioup Ci Disk Group C (Manual)

Disk Group Configuration (Automatic)

Nurriber of dives s |2 [o-80]

Drive Type [ Unspecibed (HDD (s) 55D

Nurmiber of Dedicated Hot Spares : | unspecified [o-60]

Number of Global Hot Spares  © | unspecified [0-60]

Min Drive Size (G&) unspecified [o-10240]

Use Remaining Disks -0

Use JBOD Disks B Yos (8) No
Virtual Drive Configuration

Strip Size (KB) G4KB v

Access Pobcy Platform Default (o) Read Write Read Onily Blocked

Read Policy Platform Default (s) Read Ahead Normal .

Wree Cache Polcy Platform Default Wit Through (e Write s.wk Good Bbu Abways Wiite Back
10 Policy Platform Default (s) Dwect () Cached .
Drive Cache ‘) Platform Default No Change Ena;:le Desable

o o
e. Create a second Disk Group Policy with RAID 60, with drives on slot 1-28. Name the Disk Group Policy
as ‘S3260_RD60_1-28
f.

For 28 DISK configurations of RAID60, we would have 2 SPANs and each SPAN would have 13 disks.
g. Remaining 2 DISK are allocated for Global Hot Spares.

For the name enter S3260RD60-1-28, Select RAID60 from RAID Level and opt for Manual Disk Group
Configuration.

Click Add, Enter Slot Number as 1, Role as Normal and Span ID as 0.

Create Local Disk Configuration Reference

Slot Number : | 1 [1-254]
Role : |(®) Normal (") Dedicated Hot Spare () Global Hot Spare |
Span ID : ;70 ] [0-8]

D

j.  Repeat step d, for Slot numbers 2 to 13 with Span ID 0.



Create Local Disk Configuration Reference ? X

Slot Number : |13 ’ [1-254]

Role : [o Normal () Dedicated Hot Spare () Global Hot Spare

Span ID : |0 [0-8]

k. For Slot 14, Select Role as Global Hot Spare and Span Id as unspecified.

Create Local Disk Configuration Reference ? X
Siot Number: |14 | [1-254]

Role - iﬂ ' Normal () Dedicated Hot Spare (e) Global Hot Spare |

Span ID . |unspecified [0-8]

D

I. Repeat steps d and e, for Slot 15 to Slot 27 and enter Span ID as 1.

Create Local Disk Configuration Reference ? X
Slot Number : | 15 [1-254]

Role : “Q‘Normal _) Dedicated Hot Spare () Global Hot Spare

spanD  : |1 [0-8)

D -




Create Local Disk Configuration Reference B X
Slot Number : | 16 [1-254]

Role e) Normal () Dedicated Hot Spare () Global Hot Spare i

Span ID =7 [0-8]

Create Local Disk Configuration Reference ? X
Slot Number : [27 | [1-254]

Role - ‘ o) Normal () Dedicated Hot Spare ( ) Global Hot Spare

Span ID =19 [0-8]

m. For Slot 28, select Role as Global Hot Spare and leave the Span ID as unspecified.

Create Local Disk Configuration Reference D X
Slot Number : | 28 [1-254]
Role : |y Normal () Dedicated Hot Spare (o) Global Hot Spare
Span D - | unspecified [0-8]

o Cancel

n. Configure Virtual Drive Configuration as detailed below:

i. Select Strip Size as 256KB
ii. Access Policy as Read Write
iii. Read Policy as Read Ahead



iv. Write Cache Policy as Write Back Good BBU
V. 10 Policy as Direct

vi. Drive Cache Policy as Platform Default

Virtual Drive Configuration

Strip Size (K8) 256KB v
Access Polcy Platform Default (e) Read Write () Read Only ) Blocked
Read Policy Platform Default (@) Read Ahead Normal

Wrete Cache Policy o) Platform Default Write Through Write Back Good Bbu Always Wrte Back

10 Policy Platform Default (o) Dwect Cached
Drive Cache ®) Platform Default No Change Enable Disable
Security J

o o

0. Click OK and then click Save the Disk Group Policy. The Disk Group Policy with RAID 60 for 1-28 drives
is shown below:

wiays Ve Back

p. Create a third Disk Group Policy with RAID 60, with drives on slot 29-56. Name the Disk Group Policy as
‘S3260_RD60_29-56:

i For 28 DISK configurations of RAID60, we would have 2 SPANs and each SPAN would have 13
disks.

ii. Remaining 2 DISK are allocated for Global Hot Spares.

iii. For the name enter S3260_RD60-29-56, Select RAID60 from RAID Level and opt for Manual Disk
Group Configuration.

iv. Click Add, Enter Slot Number as 29, Role as Normal and Span ID as 0.



Create Local Disk Configuration Reference

Slot Number : | 29 [1-254]

Role |(e) Normal (") Dedicated Hot Spare () Global Hot Spare ‘

Span ID -0 [0-8]

g. Repeat step d, for Slot numbers 30 to 41 with Span ID 0.

Create Local Disk Configuration Reference » X
Slot Number : | 41 [1-254]
Role : [. Normal () Dedicated Hot Spare () Global Hot Spare
Span ID : [0 [0-8]

r. For Slot 42, select Role as Global Hot Spare and Span Id as unspecified.




Create Local Disk Configuration Reference ?
Slot Number : | 42 [1-254]
Role : |(C)Normal () Dedicated Hot Spare (e) Global Hot Spare
Span ID :  unspecified [0-8]

s. Repeat steps d and e, for Slot 43 to Slot 55 and enter Span ID as 1.

Create Local Disk Configuration Reference ?2 X
Slot Number : | 43 [1-254]
Role : |(e) Normal () Dedicated Hot Spare () Global Hot Spare
Span ID : |1 [0-8]

Create Local Disk Configuration Reference 2 X
Slot Number : \44 [1-254]

Role . [(@)Normal () Dedicated Hot Spare () Global Hot Spare ‘

Span ID : |1 [0-8]

o -




Create Local Disk Configuration Reference ? X
Slot Number : |585| [1-254]

Role s ‘o Normal () Dedicated Hot Spare () Global Hot Spare

Span ID 2 [0-8]

t. For Slot 56, select Role as Global Hot Spare and leave the Span ID as unspecified.

Create Local Disk Configuration Reference ? X
Slot Number : 56 [1-254]
Role : | Normal () Dedicated Hot Spare (e) Global Hot Spare
Span ID . unspecified [0-8]

u. Enter the information for the Virtual Drive Configuration:

i. Select Strip Size as 256KB
iii. Access Policy as Read Write
iii. Read Policy as Read Ahead
iv.  Write Cache Policy as Write Back Good BBU
V. 10 Policy as Direct
vi. Drive Cache Policy as Platform Default

Virtual Drive Configuration

Strip Size (K8) 25658 v
Access Policy [ Platform Default (o) Read Write () Read Only () Biocked
Read Policy Platform Default (@) Read Ahead Normal |

Wrete Cache Policy o) Platform Default Write Through Write Back Good Bbu Always Write Back

10 Policy Platform Default (@) Dwect Cached
Drive Cache ®) Platform Default No Change Enable Disable
Security O




v. Click OK and click Save. The disk group policy with the RAID 60 for 1-28 drives is shown below:

) ) Desk Group Conbiguration (Marusl)

Y, Advarced Fter 4 Daport @ Priet

Vietual Drive Conhguration

Table 8 lists the RAID configuration and suggested virtual drive configuration for Cisco UCS S3260 Storage
Server and Cisco UCS C240 LFF Rack Server.

Table 8. RAID Configuration for Cisco UCS S$S3260 and Cisco UCS C240 M5 LFF Server

Medium -2 | Large -1 Large-2 Max
performance
Raw 96 TB 144 TB 140TB 280 TB 560 TB 1680 TB 45 TB
Capacity
Storage 12 x 8-TB 12 x 12-TB 14 x 10-TB | 28 x 10-TB | 56 x 10-TB 168 x 10-TB | 24 X 1.9
SAS 7200- SAS 7200- SAS 7200- SAS 7200- SAS 7200- SAS 7200- Enterprise
rpm drives rom drives rpm drives rom drives rpm drives rom drives Value SATA
SSD
96 TB raw 144 TB raw 140 TBraw | 280 TBraw | 560 TB raw 1680 TB raw
capacity capacity capacity capacity capacity capacity 45 TB raw
capacity
Servers 1 Cisco UCS | 1 Cisco 1 Cisco 1 Cisco 1 Cisco 3x Cisco 1x C240 All
C240 M5 UCS C240 UCS S3260 | UCS S3260 | UCS S3260 | UCS S3260 Flash Rack
(LFF) M5 (LFF) Server
CPU Intel Xeon Intel Xeon Intel Xeon Intel Xeon Intel Xeon Intel Xeon Intel Xeon
processor processor processor processor processor processor processor
4214R (12 4214 (12 6226R (32 6226R (32 6226R (32 6226R (96 6226R (32
cores, 2.4 cores, 2.3 cores, 2.9 cores, 2.9 cores, 2.9 cores, 2.9 cores, 2.9
GHz, and GHz, and GHz, and GHz, and GHz, and GHz, and GHz, and
100W) 105W) 150W) 150W) 150W) 150W) 150W)




Small - 1 Small - 2 Medium -1  Medium -2 | Large -1 Large-2 Max
performance
Memory 128 GB 128 GB 384 GB 384 GB 384 GB 384 GB per 384 GB
server
Total: 1152
GB
RAID Cache | 2 GB 2 GB 2 x 4GB 2 x 4GB 2x4GB 2x4GB 2 GB
RAID RAID 6 RAID 6 RAID 60 RAID 60 RAID 60 2 x RAID 60 RAID 6
Maximum 2x 40 Gbps 2x 40 Gbps | 2x 40 Gbps | 2x 40 Gbps | 2x 40 Gbps | 2x 40 Gbps 2x 40 Gbps
Bandwidth
4x 25 Gbps 4x 25 Gbps | 4x 25 Gbps | 4x 25 Gbps | 4x 25 Gbps | 4x 25 Gbps 4x 25 Gbps

Create Storage Profile for Cisco UCS S3260 Storage Server
To create Storage Profile for Cisco UCS S3260, follow these steps:

1. In Cisco UCS Manager, click the Storage tab in the navigation pane.

2. Select Storage Profiles > root >Sub-Organizations >Backup_Infra_Org.
3. Right-click and select Create Storage Profile.

4. For the name enter S3260_Str_Prf_1.

5. Click Add.




Create Storage Profile ? X

Name  : |S3260_Str_Prf_1
Description :
LUNs
Local LUNs LUN Set Controller Definitions Security Policy
Y, Advanced Filter 4 Export & Print fe3
Name Size (GB) Order Fractional Size (MB)

No data available

6. For the name enter OS_Boot.
7. Check Expand to Available; this creates a single lun with maximum space available.

8. From the Select Disk Group Configuration drop-down list, select S3260_Raid1_OS and click OK.



X

Create Local LUN

(e) Create Local LUN () Prepare Claim Local LUN

Name - OS_Boot

Size (GB) 1 [0-245760]
Fractional Size (MB) 0

Auto Deploy : |(®) Auto Deploy () No Auto Deploy
Expand To Available B

Select Disk Group Configuration: | $3260_Raid1_0S w Create Disk Group Policy

o Cancel

9. Click Add.

10. For the name enter Veeam_Rep1; this is the LUN used by Veeam Repository created on RAID60 volume
across disk slot 1-28

11. Check Expand to Available and From the Select Disk Group Configuration drop-down list, select
S3260_RD60-1-28.

12. Click OK.
Create Local LUN ? X
(®) Create Local LUN () Prepare Claim Local LUN
Name : |Veeam_Rep1
Size (GB) - [0-245760]
Fractional Size (MB) -0
Auto Deploy : | o) Auto Deploy () No Auto Deploy |
Expand To Available :

Select Disk Group Configuration : | S32RAID60_21-28d Create Disk Group Policy



13. Click Add.

14. For the name enter Veeam_Rep2; this is the LUN used by Veeam Repository created on RAID60 volume

across disk slot 29-56.

15. Check Expand to Available and from the Select Disk Group Configuration drop-down list, select

S3260_RD60-1-28.
16. Click OK.

Create Local LUN

(@) Create Local LUN ( ) Prepare Claim Local LUN

Name . |Veeam_Rep2

Size (GB) HE R [0-245760]
Fractional Size (MB) -0

Auto Deploy . | o) Auto Deploy () No Auto Deploy
Expand To Available .

Select Disk Group Configuration © | S32RAID60_29-56d » Create Disk Group Policy

17. Click OK.



Create Storage Profile B X

Name : 1 8§3260_Str_Prf_1
Description :
LUNs
Local LUNs LUN Set Controller Definitions Secunty Policy
Yo Advanced Filter 4 Export  # Print i}
Name Size (GB) Order Fractional Size (MB)
Veeam_Rep2 1 Not Applicable 0
0OS_Boot 1 Not Applicable 0
Veeam_Rep1 1 Not Applicable 0

# Add

Create Disk Group Policy for Cisco UCS C240 All Flash Rack Server

'& This section only applies to a deployment when customers deploy Cisco UCS C240 All Flash Server as
Veeam Backup and Replication Server with local backup repository.

Create a Disk Group Policy for Cisco UCS C240 All Flash Server with the following:

« RAID 1 from two Rear SSDs for OS Boot

o RAIDG6 for front 24 SSD drives
Table 9 lists the RAID Policies which can be configured on Cisco UCS C240 All Flash rack server.

Table 9. RAID Group Configuration on Cisco UCS S$S3260

# Disk RAID Group # SPANs # Disk per SPAN # Global Hot Spares

24 RAID 6 NA NA 1

To create Disk Group Policy, follow these steps:

1. In Cisco UCS Manager, click the Storage tab in the navigation pane.



2. Select Storage Policies > root >Sub-Organizations > Backup_Infra_Org >Disk Group Policies.
3. Right-click the Disk Group Policy and select Create Disk Group Policy.

4. For the name enter C240AFF_RAID1_OS.

5. Select RAID Level as RAID1 Mirrored.

6. Select Disk Group Configuration (Manual).

Create Disk Group Policy

Name ;. C240Aff-RAID1_0OS
Description :
RAID Level : |RAID 1 Mirrored v |

() Disk Group Configuration (Automatic) () Disk Group Configuration (Manual)

Disk Group Configuration (Manual)

Y. Advanced Filter 4 Export o Print

Slot Number Role Span ID

No data available

(#) Add
Virtual Drive Configuration
Strip Size (KB) - .Platform Default v |
Access Policy - |(e) Platform Default ( ) Read Write Read Only () Blocked

7. Click Add and for the Slot number enter 25 then click OK.



Create Local Disk Configuration Reference

Slot Number : ”25|7 ] [1-254]

Role : I@Normal _) Dedicated Hot Spare () Global Hot Spare

Span ID : unspecified [0-8]

8. Click Add and for the Slot number enter 26 the click OK.

Create Local Disk Configuration Reference

Siot Number: (26 | [1-254]
Role : {o Normal () Dedicated Hot Spare () Global Hot Spare
Span ID : unspecified [0-8]

D -

9. Strip Size = 64KB, Access Policy = Read Write, Write Cache Policy = Write Back Good BBU, 10 Policy =
Direct, Drive Cache = Direct.



Create Disk Group Policy

?

Yo Advanced Filter 4 Export /& Print e
Slot Number Role Span ID
25 Norma Unspecified
MNormal Unspecified
* Add
Virtual Drive Configuration
Strip Size (KB) GAKE v
Access Policy : Platform Default (e) Read Write Read Only Blocked
Read Policy B Platform Default () Read Ahead Normal
Wite Cache Policy : Platform Default ‘Write Through (e) Wiite Back Good Bbu Always Write Back
10 Policy Platform Default (e) Direct Cached
Dwive Cache = |(®) Platform Default Mo Change Enable Dhsable
Security -0
€ -

10. Create a second Disk Group Policy with RAID 6. This will be utilized as Veeam Storage Repository.

11. Create a RAID6 with 24 SSDs.

12. For 24 DISK configurations of RAID6, go to Storage Policies > root >Sub-Organizations > Backup_Infra_Org

>Disk Group Policies.

13. Right-click Disk Group Policy and select Create Disk Group Policy.

14. For the RAID Level enter Raid6 Striped Dual Parity

15. For the number of drives enter 23, for the Drive Type select SSD and for the Number of Global Hot Spares

enter 1. This configuration will utilize 24 disks in the system

16. In Virtual Drive Configuration:

a
b.

™ 0 a o

s«

For the RAID Level select RAID6 Striped Dual Parity

For Use JBOD Disk select Yes

For the Strip Size select 256KB

For the Access Policy select Read Write

For the Read Policy select Read Ahead

For the Write Cache Policy select Write Back Good BBU
For the 10 Policy select Direct

For the Drive Cache Policy select Platform Default




Create Disk Group Policy ? X
Name . | C240AFF-RAIDG
Description :

RAID Level - | RAID 6 Striped Dual Parity v

o) Disk Group Configuration (Automatic) Disk Group Configuration (Manual)

Disk Group Configuration (Automatic)

Number of drives 2123 [0-60]
Drive Type . Unspecified HDD (e)SSD

Number of Dedicated Hot Spares : | unspecified [0-60]
Number of Global Hot Spares 11 [0-60]
Min Drive Size (GB) : |unspecified [0-10240]

Use Remaining Disks - U

Use JBOD Disks : |(w Yes No

Virtual Drive Configuration

Strip Size (KB) - | 256KB v

Access Policy : Platform Default (o) Read Write Read Only Blocked

Read Policy B Platform Default (o) Read Ahead Normal

Write Cache Policy : Platform Default Wirite Through (e) Write Back Good Bbu Always Write Back
10 Policy : Platform Default (o) Direct () Cached

Drive Cache : |(@) Platform Default Mo Change Enable Disable

Security -0

17. Click OK.

Create Storage Profile for Cisco UCS C240 All Flash Rack Server

‘& This section only applies to a deployment when customers deploy Cisco UCS C240 All Flash Server as
Veeam Backup and Replication Server with local backup repository.

To create Storage Profile for Cisco UCS C240 Rack Server equipped with 24 front SSD and 2 Rear SSD for Boot,
follow these steps:

1. In Cisco UCS Manager, click the Storage tab in the navigation pane.
2. Go to Storage Profiles > root >Sub-Organizations >Backup_Infra_Org.
3. Right-click and click Create Storage Profile.

4. For the name enter C240AFF_Str_Prf1.

5. Click Add.



6. For the name enter OS_Boot.

Create Storage Profile ?
Name - |C240AFF-Str_Prf1
Description :
LUNs
Local LUNs LUN Set Controller Definitions Security Policy
Y, Advanced Filter 4 Export & Print Q
Name Size (GB) Order Fractional Size (MB)
No data available
@ Add

7. Check Expand to Available; this creates a single LUN with maximum space available.

8. For Select Disk Group Configuration, select C240Aff-Raid1_OS and click OK.




Create Local LUN ? X

0 Create Local LUN ) Prepare Claim Local LUN

Name - OS_Boot

Size (GB) o1 [0-245760]
Fractional Size (MB) -0

Auto Deploy : |. Auto Deploy () No Auto Deploy |
Expand To Available :

Select Disk Group Configuration : | C240Af-RAIDT_0S w ‘ Create Disk Group Policy

9. Click Add.
10. For the name enter Veeam_Rep; this is the LUN used by Veeam Repository.

11. Check Expand to Available and for the Select Disk Group Configuration, select C240AFF-RAIDG6.

12. Click OK.
Create Local LUN ? X
(e) Create Local LUN () Prepare Claim Local LUN
Name . Veeam_Rep
Size (GB) : (1 [0-245760]
Fractional Size (MB) -0
Auto Deploy : [o ) Auto Deploy () No Auto Deploy .
Expand To Available :

Select Disk Group Configuration : | C240AFF-RAIDG w Create Disk Group Policy

D -




i. Click OK.

Configure Cisco UCS C240 All Flash Rack Server

This section details the configuration of the Cisco UCS Service Profiles Templates and Cisco UCS Service Pro-
files specific to the Cisco UCS C240 All Flash Rack Server.

Create a Service Profile Template for Cisco UCS C240 All Flash Rack Server

With a service profile template, you can quickly create several service profiles with the same basic parameters,
such as the number of vNICs and vHBAs, and with identity information drawn from the same pools.

ﬂ If you need only one service profile with similar values to an existing service profile, you can clone a ser-
vice profile in the Cisco UCS Manager GUI.

For example, if you need several service profiles with similar values to configure servers to host database soft-
ware, you can create a service profile template, either manually or from an existing service profile. You then use
the template to create the service profiles.

Cisco UCS supports the following types of service profile templates:

« Initial template: Service profiles created from an initial template inherit all the properties of the template.
However, after you create the profile, it is no longer connected to the template. If you need to make
changes to one or more profiles created from this template, you must change each profile individually.

« Updating template: Service profiles created from an updating template inherit all the properties of the
template and remain connected to the template. Any changes to the template automatically update the
service profiles created from the template.

To create the service profile template, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Go to Service Profile Templates > root >Sub-Organizations > Backup_Infra_Org.

3. Right-click the Sub Organization.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.
5. Enter C240AFF_SP_Template1 for the name of the service profile template.

6. Select the option Updating Template.

7. Under UUID, select UUID_Pool for the UUID pool.



Create Service Profile Template ? X

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template template and enter a description

Storage Provisioning Name :  C240AFF_SP_Template!

The template will be created in the following organization. Its name must be unique within this organization
Networking Where - org-root/org-Backup_Infra_Org
The template will be created in the following organization. Its name must be unique within this organization.

SAN Con i Type 1) Initial Template (o) Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template,

uuiD
Zoning
vNIC/vHBA Placement UUID Assignment: Backuplinfra_UUID(64/64) 4

The UUID will be assigned from the selected pool

vMedia Policy The available/total UUIDs are displayed after the pool name.
Server Boot Order

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.
Maintenance Policy
Server Assignment
Operational Policies =

Ry - Y=

8. Click Next.

9. Under Storage Provisioning, click the Storage Profile Policy Tab and select C240Aff-Str_Prf1 (previously
created).



Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

10. Click Next.

Create Service Profile Template

Optionally specify or create a Storage Profile, and select a local disk configuration policy.

Specific Storage Profile

Storage Profile Policy

Storage Profile] C240AFF-Str_Pril

Name : C240AFF-Str_Pri1

Description :
LUNs

Local Disk Configuration Policy

Create Storage Profile

Local LUNs LUN Set

T, Advanced Filter

4 Export

Controller Definitions

A Print

Security Policy

MName

Size (GB)

Order

Fractional Size (MB)

05_Boot

Veeam_Rep

Not Applicable

Not Applicable

< Prev Next >

11. Under Network, keep the default setting for Dynamic vNIC Connection Policy.

12. For How would you like to configure LAN connectivity, select Expert Mode. Click Add.

Cancel




13. Click Add.

14. Under the Create vNIC option, for the name enter vnic_Mgmt.
15. Select use VNIC Template and choose vNICTemplate_A.

16. Under Adapter Policy, select veeam_adaptorpol and click OK.

Create vNIC

Name : vNIC_Mgmt
Use vNIC Template :

Redundancy Pair : (] Peer Name :

vNIC Template : | yNICTemplate_A » Create vNIC Template

Adapter Performance Profile

i)

Adapter Policy . | veeam_daptorpol w Create Ethernet Adapter Policy

Create Service Profile Template ?
Optionally specify LAN configuration information.

Identify Service Profile
Template

Dynamic vNIC Connection Policy -
Storage Provisioning
Networking

How would you like to configure LAN connectivity?
SAN Connectivity

Simple () Expert No vNICs Use Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Zoni
oning Name MAC Address Fabric ID Native VLAN
No data available
vNIC/vHBA Placement
vMedia Policy
Server Boot Order
Maintenance Policy
(+) Add
Server Assignment #) iSCSI vNICs
Operational Policies
< Prev Next > m Cancel



Create Service Profile Template ? X
Optionally specify LAN configuration information.

Identify Service Profile
Template

Dynamic vNIC Connection Policy: =
Storage Provisioning

How would you like to configure LAN connectivity?
SAN Connectivi

ity Simple (o) Expert (| ) No vNICs Use Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.
Zoning Name MAC Address Fabric ID Native VLAN
VNIC/VHBA Pla ot vNIC vNIC_Mgmt Derived derived
vMedia Policy
Server Boot Order
Maintenance Policy

) Add
Server Assignment (# iSCSI vNICs
Operational Policies
<D - C -

Table 10 lists the details of vNIC.

Table 10. vNIC Configuration

Description

vnic_mgmt Required to manage the Veeam Backup and
Replication Server, connect to vCenter, ESXi Host and
Pure Storage FlashArray//X management.

17. Click Next.

18. In the SAN Connectivity menu, select Expert to configure as SAN connectivity. Select Backuplnfra_WWNN
(WWNN (World Wide Node Name) pool, which you previously created. Click Add to add vHBAs.



Identify Service Profile
Template

Storage Provisioning

Networking

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template ? X

Optionally specify disk policies and SAN configuration information.

How would you like to configure SAN connectivity?
Simple (e) Expert No vHBAs Use Connectivity Policy

A server is identified on a SAN by its World Wide Node Name (WWHNN). Specify how the system should assign a WWNN to the server associated with
this profile.
World Wide Node Name

WWNN g = 2 a_WWNN(128/128) -

The WWNN will be assigned from the selected pool.
The available/total WWNNs are displayed after the pool name.

Name WWPN

No data avalable

< Prev Next > m Cancel

The following two HBAs are created. Select the adapter Policy ‘Veeam_fc_adp_pol’.

« VHBAO using vHBA Template vHBA-A

o VHBA1 using vHBA Template vHBA-B




Figure 41. vHBAO

Create vHBA 9
Name o vHBAD
Use vHBA Template :
Redundancy Pair : O Peer Name :
vHBA Template : [ vHBA-A w Create vHBA Template
Adapter Puforn'.unce Profile .
Adapter Policy © | veeam_fc adp_pol ¥ | Create Fibre Channel Adapter Policy

Figure 42. vHBA1
Create VHBA

Name VvHBA1
Use vHBA Template :
Redundancy Parr - (]

vHBA Template ‘ VHBA-B w

Adapter Performance Profile

Peer Name :

Create vHBA Template

-~

Adapter Policy © | veeam_fc_adp_pol »
ottt izl

Create Fibre Channel Adapter Policy



Figure 43. All vHBAs

X

Create Service Profile Template

Optionally specify disk policies and SAN configuration information.

Identify Service Profile
Template

How would you like to configure SAN connectivity?
Storege Provisioning Simple (o) Expert () No vHBAs () Use Connectivity Polcy

A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWHNN to the server associated witt

this profile.
Networking World Wide Node Name

WWRNN Assignment: Backupinfra_WWHNN{128/128) -
Zoning
The WWNN will be assigned from the selected pool.

wNIC/vHBA Placement The available/total WWHNNs are displayed after the pool name.
vMedia Policy
Server Boot Order

Maintenance Policy

Server Assignment
Name WWEN
Operational Policies » VHBA vHBA1 Derived
» vHBA vHBAD Derved

< - D

19. Skip zoning. For this configuration, the Cisco MDS 9132T 32-Gb is used for zoning.




Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Specify zoning information

Zoning configuration involves the following steps:
1. Select vHBA Initiator(s) (vHBAs are created on storage page)
2. Select vHBA Initiator Group{s)
3. Add selected Initiator(s) to selected Initiator Group(s)

Select vHBA Initiators

Name

vHBAD

vHBA1

3

Select vHBA Initiator Groups

Name Storage Connection Policy Name

No data available

@ Add

20. In the Select Placement list, leave the placement policy as Let System Perform Placement.




Create Service Profile Template Y
Specify how vNICs and vHBAs are placed on physical network adapters
Identify Service Profile
Template
vNIC/VHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzaning)
in a server hardware configuration independent way.
St Provisionin P 5
orage Frovisioning Select Placement: | | o System Perform Placement » | Create Placement Policy
Networking Systemn will perform automatic placement of vNICs and vHBAs based on PCl order.
Name Address Order -
SAN Connectivity vHEA vHBAD Denved
vHBA vHBA1 Denved 2
Zoning
wNIC vNIC_Mgmit Denved 3

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

21. Click Next.

22. From the vMedia Policy, leave as default.
23. Click Next.

24. Choose Default Boot Policy.

25. Under Maintenance Policy, change the Maintenance Policy to UserAck.




Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template
(=) Maintenance Policy

Storage Provisioning

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networking Maintenance Policy: UserAck w Create Maintenance Policy
SAN Connectivity
Name . UserAck
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Storage Config. Deployment Policy : User Ack
Reboot Policy . User Ack
vMedia Policy
Server Boot Order

Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

26. Click Next.
27. In the Pool Assignment list, leave it as Assign Later.

28. Under Firmware Management, select BackuplInfra_FMW.



Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template ?

Optionally specify a server pool for this service profile template.

You can select a server pool you want to associate with this service profile template.

Pool Assignment] Assign Later » Create Server Pool

Select the power state to be applied when this profile is associated
with the server.

5 Up Down

The service profile template is not automatically associated with a server. Either select a server from the list or associate the service profile
manually Later.

(@ Firmware Management (BIOS, Disk Controller, Adapter)
If you select a host irmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
Otherwise the system uses the firmware already installed on the associated server.

Host Firmware Package:| Backupinfra_HFP w»

Create Host Firmware Package

< Prev Next >

29. Click Next.
30. Configure the Operational Policies:

a. From the BIOS Policy list, select BackuplInfra_BIOS.

b. Expand the Power Control Policy Configuration and from the Power Control Policy list select

NoPowerCap.



Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

VNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template 2

Optionally specify information that affects how the system operates

(= BIOS Configuration
If you want to overnde the default BIOS settings, select a BIOS policy that will be associated with this service profile

BIOS Policy Backupinfra_BIOS »

@ External IPMI/Redfish Management Configuration
% Management IP Address
@ Monitoring Configuration (Thresholds)

=) Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group,

Power Control Policy : | NoPowerCap » Create Power Control

+ Scrub Policy
# KVM Management Policy

(#) Graphics Card Policy

W Darrictant Mamman: Nalio

< -

Expand Management IP address and select Backuplnfra_KVMPool.




Identify Service Profile
Template

Create Service Profile Template

Optionally specify information that affects how the system operates.

?

If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile
Storage Provisioning
BIOS Policy © | Backuplinfra_BIOS »
Networking
(%) External IPMI/Redfish Management Configuration
SAN Connectivity & 9 9
. (=) Management IP Address
Zoning -
Outband 1Pva nband
vNIC/vHBA Placement
v a Policy Management IP Address Policy: Backupinfra_KVMPool(10/10) -
IP Address © 0.0.0.0
Server Boot Order Subnet Mask  : 255.255.255.0
Default Gateway @ 0.0.0.0
Maintenance Policy The IP address will be automatically assigned from the selected pool.
Server Assignment
Operational Policies
Create IP Pool

d. Click Finish to create the service profile template.
e. Click OK.

Clone and Associate Service Profile from Template to Cisco UCS C240 All Flash Rack Server

To clone the Service Profile template, follow these steps:

1. In the Cisco UCS Manager, go to Servers > Service Profile Templates > root > Sub Organization > Back-
up_Infra_Org > Service Template C240AFF_SP_Template1 and right-click Create a Clone as shown below.



whal ucs Manager

‘% Service Profile Templates = Service Profile Templates / root /| Sub-Organizations /| Backup_Infra_Org / Service Template C240AFF_SP_...
—
E v Servi file Templates ( k B rck »
v oot

- g Actions Properties
Bqd v Sub-Organizations

v Backup_nfra_Org Create Se ¢ Profiles Fr emplate Name C240AFF_SP_Template1

P——.
3 Service Template {  Create Service Profiles From Template
Derived from pool (Backupinfra_UUID)
» Sub-Organization Create a Clone =
= P t Up
Type Updating Template
with Server Poo A 2

g Associated Server Pool
=1 +) Associated Server Poo

Chang e Node Nam
2 Lhange waa hode: Name ¥ Maintenance Policy
Change Local Disk Configuration Policy

Change Dynamic vNIC Connection Policy +) Management IP Address

Modify vNIC/VHBA Placement

2. Enter the Naming Prefix, Name Suffix Starting Number, and Number of Instance. In this solution, we are cre-
ating a Service Profile for one Cisco UCS C240 All Flash Rack Server. Click OK.

Create Service Profiles From Template 2 X

Naming Prefix : | SP_C240FF
Name Suffix Starting Number : | 1

Number of Instances - W

‘& Since we didn’t create a Server Pool, we manually associated the Service Profile (SP_C240AFF1) to the
available Cisco UCS C240 All Flash Rack Server.

In the Cisco UCS Manager, go to Servers > Service Profile > root > Sub Organization > Backup_Infra_Org >
SP_C240AFF1 and right-click and select change Service Profile Association.



asco.  UCS Manager

‘% Service Profiles = Service Profiles / root / Sub-Organizations / Backup_Infra_Org /
E v Service Profiles General Storage Network ISCSI vNICs vMedia Pol
v root
Fault Summary
EOE v Sub-Organizations
v Backup_Infra_Org ® e e
g 0 0 0 0
Change Initial Power State
> Sub--Organlzath 9
| —
—
| —
ciated

fm

Rename Service Profile

Create a Clone

F

Change Service Profile Association

Associate with Server Pool
Bind to a Template

Unbind from the Template

Create a Clone

4. In Server Assignment drop-down list, select Existing Server and select UCSC-C240-M5SX server.



Associate Service Profile ?2 X

Select an existing server pool or a previously-discovered server by name, or manually specify a custom server by entering its chassis and slot ID. If
no server currently exists at that location, the system waits until one is discovered.

You can select an existing server or server pool, or specify the physical location of the server you want to associate with this service profile.

Server Assignment: Select existing Server v |

o) Available Servers () All Servers

Select Chassis ID  Slot Rack ID PID Procs a Memory Adapters
1 1 UCS-S3260-M5SRB 2 393216 1
o 1 UCSC-C240-M5SX 2 262144 1
2 UCSC-C220-MSSX 2 98304 1
Restrict Migration -0

5. Click OK.

You can see the Service Profile Association Status in the FSM tab.

Servey Probies . Service Profies | root | Sub-Orgasizations. | Backug_Infra_Org | Service Profle SB_C240FF1

» Service Profles

-
* Sub-Orgarscatons FSM St "
 Backup_infra_Org Descrpton
.
Conmplesed at
Rpmcte rvocation Rewlt Extond Timeout

Fremate imvocation Error Code © None
Hemone neocaton Descrptor - Update is in progresss

(=) Step Sequence

[

[




Verify the server is associated and the Firmware is upgraded to 4.1(2b) as defined in the Host Firmware
Package.

A - Backup_infra_Org | Service Profie SP_C240FF)
v Servers ISCS WIC vMede Polcy Boot Oroer Virtual Machmes B IMC Seas M VIF Patk Faw
* Service Prohies
Properties
v 100t
e @ o WARNING
0 0
~ Backup_irka_Org Thes service profie & rot modifabie because it & bound to
Status To modify this senice orofie, plesse ured it fom e terplate
» Sub-Organaatons xs .
4 Name $P_C2406F1
* Service Profile Temptates Overall Status | ¢ OK
Usor Label
v root @) Status Details
- - Ok Duscrption
» Pokces Actions Asset Tag
v root 3 Owre Local
Unique ideredor
» Adsprec Polices
UL Poot Backupinra_UUID
» BOS Defauts n Sorvae UUID Pool inssance org-rootong- Backup_inka_Org/umd-pool - Backupinfra_UUID
» BIOS Pokcws Assocutes Server yairack-unt-1
» Boat Pokcies KVM Console > Servce Profle Templste - C240AFF_SP_Templatel
Termplate nstance org-ro0tiony - Beckup_inkra, Ovgs-C240AFF _SP_Tempiote )
» Dugnontics Potces emplate nitance N " .
» Graphics Card Polcies ¥ Assigned Server or Server Pool
» Houwt Femwarn Packages =
+) Management P Address
» PMI/Redfsh Access Profiles

» KVM Managerment Poscies #) Maintenance Policy

Assocutor
» Local Disk Config Pobcses

Properties for: Rack-Mount Server 1 X
General Inventory Virtual Machines Hybnd Display I d Firmware SEL Logs CIMC Sessions VIF Paths Power Control Monitor Health > 3
+ — TY.AdancedFiter 4 Export M Print g Update Firmware o Activate Firmware | [JJj Capability Catalog el
MName Model Package Version Running Version Startup Version Backup Version Update Status Activate Status
w Adapters
Adapter 1 Cisco UCS VIC 1457  4.1(2b)C 5.1(2e) 5.1(2¢) 5.0(3c) Ready Ready
BIOS Cisco UCS C240 M.. 4.1(2b)C C240M5.4.1.2b.0.0.. C240M5.4.1.2b.0.0.. C240M5.4.0.4h.0.0.. Ready Ready
Board Controller Cisco UCS C240 M.. 4.1(2b)C 56.0 56.0 N/A N/A Ready
CIMC Controller Cisco UCS C240 M... 4.1(2b)C 4.1(2b) 4.1(2b) 4.0(4e Ready Ready
Persistent Memory
SAS Expander 1 SAS Expander UCS. 4.1(2b)C 65.11.20.00 65 65.09.16 Ready Ready
w Storage Controll..  Lewisburg SSATA N/A N/A
Disks
w Storage Controll...  Cisco 126G Modular ..  4.1(2b)C 51.10.0-3612 51.10.0-3612 N/A N/A Ready
w Disks
Disk 1 UCS-SD19T61X-EV  4.1(2b)C HXT76F30Q HXT76F30 N/A NIA Ready
Disk 2 UCS-SD19T61X-EV 4.1(2b)C HXT76F3Q HXT76F3Q N/A NIA Ready
Disk 3 UCS-SD19TE1X-EV  4.1(2b)C HXT76F3Q HXT76F30Q NfA N/A Ready
Disk 4 UCS-SD19T61X-EV 4.1(2b)C HXT76F30 HXT76F30 N/A NA Ready
Disk 5 UCS-SD19T61X-EV  4.1(2b)C HXT76F3Q HXT76F3Q N/A N/A Ready
oK Cancel Help

Cisco UCS S3260 Storage Server Configuration

This section details configuration of Cisco UCS Chassis/Service Profiles Templates and Cisco UCS Chas-
sis/Service Profiles specific to Cisco UCS S3260 Storage Server.



Create Chassis Profile Template

A chassis profile defines the storage, firmware, and maintenance characteristics of a chassis. A chassis profile
includes four types of information:

Chassis definition—Defines the specific chassis to which the profile is assigned.

Maintenance policy—Includes the maintenance policy to be applied to the profile.

Firmware specifications—Defines the chassis firmware package that can be applied to a chassis through
this profile.

Disk zoning policy—Includes the zoning policy to be applied to the storage disks.

To create Chassis Profile Template for Cisco UCS S3260 storage server, follow these steps:

1. In Cisco UCS Manager, click the Chassis tab in the navigation pane.

2. Go to Chassis Profile Templates > root > Sub-Organizations > Backup_Infra_Org.
3.
4. For the name enter S3260_Chs_Tmplte.

5.

Right-click and select Create Chassis Profile Template.

Select Type as Updating Template.

Create Chassis Profile Template 7

You must enter a name for the chassis profile template and specify the template type. You can also enter a description of the
Identify Chassis Profile Template template.

Chassis Maintenance Policy Name : | $3260_Chs_Tmplte

The template will be created in the following organization. Its name must be unique within this organization.

Policies Where : org-rootforg-Veeam
Type : |()Initial Template (o) Updating Template
Disk Zoning Policy Optionally enter a description for the template. The description can contain information about when and where the chassis profile

template should be used.

6. Select default for the Maintenance Policy and click Next.

7. For the Chassis Firmware Package, select S3260_FW_Package.



Create Chassis Profile Template

Optionally configure chassis firmware package for this chassis profile template.

Identify Chassis Profile
Template
(® Chassis Firmware Package
Chassis Maintenance Policy
If you select a chassis firmware policy for this chassis profile template, the template will update the firmware on the chassis that it is
associated with
Otherwise the system uses the firmware already instalied on the associated chassis.
Chassis Firmware Package Chassis_FW » Create Chassis Firmware Package
Disk Zoning Policy

(® Cempute Connection Policy

@ Sas Expander Configuration Policy

< Prev Next > m Cancel

8. For the Disk Zoning Policy, select S3260_DiskZone and click Finish.




Create Chassis Profile Template ? X
Optionally specify information that affects how the system operates.
Identify Chassis Profile Disk Zoning policies are applicable only to UCSC-C3X60-BASE chassis
Template
Chassis Maintenance Policy Disk Zoning Policy: S3260_DiskZone »
Policies Create Disk Zoning Policy
MName © 53260_DiskZone
Disk Zi Polic
<oming Folcy Description
Preserve Config : No
Disks Zoned
+ = TYsAdvanced Fiter 4 Export & Print fel
MName Slot Number Ownership Assigned to S Assigned to Controller Type  Drive Path
p disk-slot-1 Path Both L
p disk-slot-_ 10 Dedicated Path Both
p disk-slat 11 Dedicated Path Bott
p disk-slot- 12 Path Both
p disk-slot-.. Path Bott
» disk-slot- . 14 Dedicated Path Both
< Prev m Cancel

Create a Service Profile Template for Cisco UCS S3260 Storage Server

To create the service profile template for Server node on Cisco UCS S3260 Storage Server, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Go to Service Profile Templates > root >Sub-Organizations > Backup_Infra_Org.

3. Right-click the Sub Organization.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter C240AFF_SP_Template1 for the name of the service profile template.

6. Select the Updating Template option.

7. Under UUID, select UUID_Pool for the UUID pool.



Create Service Profile Template
Identify Service Profile Template template and enter a description

Storage Provisioning Name : | $3260_SP_Template1

The template will be created in the following organization. Its name must be unique within this organization
Networking Where - org-root/org-Backup_Infra_Org
The template will be created in the following organization, Its name must be unique within this organization

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this

SAN Con: ivi Type Intial Template (o) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template
uulD
Zoning
vNIC/vHBA Placement UUID Assignment: Backupinfra_UUID(63/64) v
The UUID will be assigned from the selected pool
vMedia Policy The available/total UUIDs are displayed after the pool name
Server Boot Order
Optionally enter a description for the profile. The descrption can contain information about when and where the service profile should be used.
Maintenance Policy
Server Assignment
Operational Policies £
Next > m Cancel
8. Click Next.
9. Under Storage Provisioning, click the Storage Profile Policy tab and select S3260_Str_Prf1_.
Create Service Profile Template ?

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template
Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy
Storage Profile; $3260_Str_Prf 1 » Create Storage Profile
Networking
MName - S3260_Str_Prf_1
Description -
SAN Connectivity LUNs
Zoning Local LUNs LUN Set Controller Definitions Security Policy

Y. Advanced Fiter 4 Export o Print
vNIC/vHBA Placement

Name Size (GB) Order Fractional Size (MB)

10. Click Next.
11. Under Network, keep the default setting for the Dynamic vNIC Connection Policy.

12. For How would you like to configure LAN connectivity, select Expert Mode. Click Add.




13. Click Add.

14. Under Create vNIC option, for the name enter vnic_Mgmt.
15. Select use VNIC Template and choose vNICTemplate_A.

16. Under Adapter Policy Select veeam_adaptorpol and click OK.

Create vNIC

Name : vNIC_Mgmt
Use vNIC Template :

Redundancy Pair : (] Peer Name :

vNIC Template : | yNICTemplate_A » Create vNIC Template

Adapter Performance Profile

i)

Adapter Policy . | veeam_daptorpol w Create Ethernet Adapter Policy

Create Service Profile Template ?
Optionally specify LAN configuration information.

Identify Service Profile
Template

Dynamic vNIC Connection Policy -
Storage Provisioning
Networking

How would you like to configure LAN connectivity?
SAN Connectivity

Simple () Expert No vNICs Use Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.

Zoni
oning Name MAC Address Fabric ID Native VLAN
No data available
vNIC/vHBA Placement
vMedia Policy
Server Boot Order
Maintenance Policy
(+) Add
Server Assignment #) iSCSI vNICs
Operational Policies
< Prev Next > m Cancel



Create Service Profile Template ? X
Optionally specify LAN configuration information.

Identify Service Profile
Template

Dynamic vNIC Connection Policy: =
Storage Provisioning

How would you like to configure LAN connectivity?
SAN Connectivi

ity Simple (o) Expert (| ) No vNICs Use Connectivity Policy

Click Add to specify one or more vNICs that the server should use to connect to the LAN.
Zoning Name MAC Address Fabric ID Native VLAN
VNIC/VHBA Pla ot vNIC vNIC_Mgmt Derived derived
vMedia Policy
Server Boot Order
Maintenance Policy

) Add
Server Assignment (# iSCSI vNICs
Operational Policies
<D - C -

Table 11 lists the details of the configured vNIC.

Table 11. vNIC Configuration

Description

vnic_mgmt Required to manage the Veeam Backup and
Replication Serve, connect to vCenter, ESXi Host, and
Pure Storage FlashArray//X management.

17. Click Next.

18. In the SAN Connectivity menu, select Expert to configure as SAN connectivity. Select Backuplnfra_WWNN
(WWNN (World Wide Node Name) pool, which you previously created. Click Add to add vHBAs.



Create Service Profile Template ? X

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template

How would you like to configure SAN connectivity?
Storage Provisioning Simple (e) Expert No vHBAs Use Connectivity Policy

A server is identified on a SAN by its World Wide Node Name (WWHNN). Specify how the system should assign a WWNN to the server associated with

this profile.
Networking World Wide Node Name

WWNN g = 2 a_WWNN(128/128) -
Zoning
The WWNN will be assigned from the selected pool.

vNIC/vHBA Placement The available/total WWNNs are displayed after the pool name.
vMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment

Name WWPN

Operational Policies Mo data available

< Prev Next > m Cancel

19. The following two HBAs were created. Select adapter Policy as Veeam_fc_adp_pol:

« VHBAO using vHBA Template vHBA-A
o VHBA1 using vHBA Template vHBA-B




Figure 44. vHBAO

Create vHBA

Name : vHBAD
Use vHBA Template :
Redundancy Pair : (J Peer Name :

vHBA Template : | yHBA-A ¥ Create vHBA Template

Adapter Performance Profile

Adapter Policy : | veeam_fc_adp_pol » ‘ Create Fibre Channel Adapter Policy

Figure 45. vHBA1
Create vHBA

Name : vHBA1
Use vHBA Template :
Redundancy Parr : ) Peer Name :

vHBA Template : | yHBA-B w ‘ Create vHBA Template

Adapter Performance Profile

Cancel

?

Adapter Policy : [ veeam_fc_adp_pol Create Fibre Channel Adapter Policy




Figure 46. All vHBAs

X

Create Service Profile Template

Optionally specify disk policies and SAN configuration information.

Identify Service Profile
Template

How would you like to configure SAN connectivity?
Storege Provisioning Simple (o) Expert () No vHBAs () Use Connectivity Polcy

A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWHNN to the server associated witt

this profile.
Networking World Wide Node Name

WWRNN Assignment: Backupinfra_WWHNN{128/128) -
Zoning
The WWNN will be assigned from the selected pool.

wNIC/vHBA Placement The available/total WWHNNs are displayed after the pool name.
vMedia Policy
Server Boot Order

Maintenance Policy

Server Assignment
Name WWEN
Operational Policies » VHBA vHBA1 Derived
» vHBA vHBAD Derved

< - D

20. Skip zoning. For this Configuration, the Cisco MDS 9132T 32-Gb is used for zoning.




Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Specify zoning information

Zoning configuration involves the following steps:
1. Select vHBA Initiator(s) (vHBAs are created on storage page)
2. Select vHBA Initiator Group{s)
3. Add selected Initiator(s) to selected Initiator Group(s)

Select vHBA Initiators

Name

vHBAD

vHBA1

3

Select vHBA Initiator Groups

Name Storage Connection Policy Name

No data available

@ Add

21. In the Select Placement list, leave the placement policy as Let System Perform Placement.




Create Service Profile Template Y
Specify how vNICs and vHBAs are placed on physical network adapters
Identify Service Profile
Template
vNIC/VHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzaning)
in a server hardware configuration independent way.
St Provisionin P 5
orage Frovisioning Select Placement: | | o System Perform Placement » | Create Placement Policy
Networking Systemn will perform automatic placement of vNICs and vHBAs based on PCl order.
Name Address Order -
SAN Connectivity vHEA vHBAD Denved
vHBA vHBA1 Denved 2
Zoning
wNIC vNIC_Mgmit Denved 3

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

22. Click Next.

23. From the vMedia Policy, leave as default.
24. Click Next.

25. Choose Default Boot Policy.

26. Under Maintenance Policy, change the Maintenance Policy to UserAck.




Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template
(=) Maintenance Policy

Storage Provisioning

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networking Maintenance Policy: UserAck w Create Maintenance Policy
SAN Connectivity
Name . UserAck
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Storage Config. Deployment Policy : User Ack
Reboot Policy . User Ack
vMedia Policy
Server Boot Order

Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

27. Click Next.
28. In the Pool Assignment list, keep Assign Later.

29. From Firmware Management, select Backuplnfra_FMW.



Create Service Profile Template ? X
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning Pool Assignment: Assign Later ¥ Create Server Pool
B Select the power state to be applied when this profile is associated
Networking with the server.
5 Up Down
SAN Connectivity ' )
Zoning The service profile template is not automatically associated with a server. Either select a server from the list or associate the service profile

manually Later.

WHCAHEA Placement (@ Firmware Management (BIOS, Disk Controller, Adapter)

vMedia Policy If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
Otherwise the system uses the firmware already installed on the associated server.

Host Firmware Package:| Backupinfra_HFP w»
Server Boot Order

Create Host Firmware pii.’ZK.![]!!
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

30. Click Next.
31. Configure the Operational Policies:

a. Inthe BIOS Policy list, select BackuplInfra_BIOS.

b. Expand the Power Control Policy Configuration and select NoPowerCap from the Power Control Policy
list.



Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

VNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template 2

Optionally specify information that affects how the system operates

(= BIOS Configuration
If you want to overnde the default BIOS settings, select a BIOS policy that will be associated with this service profile

BIOS Policy Backupinfra_BIOS »

@ External IPMI/Redfish Management Configuration
% Management IP Address
@ Monitoring Configuration (Thresholds)

=) Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group,

Power Control Policy : | NoPowerCap » Create Power Control

+ Scrub Policy
# KVM Management Policy

(#) Graphics Card Policy

W Darrictant Mamman: Nalio

< -

Expand Management IP address and select Backuplnfra_KVMPool.




Create Service Profile Template ? X

Optionally specify information that affects how the system operates.
Identify Service Profile

Template
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile
Storage Provisioning
BIOS Policy © | Backuplinfra_BIOS »
Networking
(%) External IPMI/Redfish Management Configuration
SAN Connectivity & g g
X (= Management IP Address
Zoning -
Outband 1Pva nband
vNIC/vHBA Placement
v a Policy Management IP Address Policy: Backuplnfra_KVMPool(10/10) Ed
IP Address © 0.0.0.0
Server Boot Order Subnet Mask  : 255.255.255.0
Default Gateway @ 0.0.0.0
Maintenance Policy The IP address will be automatically assigned from the selected pool.
Server Assignment
Operational Policies
Create IP Pool

32. Click Finish to create the service profile template.
33. Click OK.

Create Chassis Profile for Cisco UCS S3260 Storage Server

To create chassis profile from the chassis profile template, follow these steps:
1. Click the Chassis tab in the navigation pane.

2. Go to Chassis Profile Templates > root > Sub-Organizations > Backup_Infra_Org > Chassis Profile Template
Chassis_Template.

3. Right-click Chassis Profile Template Chassis_S3260_Chs_Tmplte and select Create Chassis Profiles from
Template.

4. Enter S3260_ChassisSP for the Chassis profile prefix.

5. Enter 1 for the Name Suffix Starting Number and 1 as Number of Instances.



Create Chassis Profiles From Template

Naming Prefix . S83260_ChassisSP

Name Suffix Starting Number : 1

Number of Instances : |1

The screenshot below displays the S3260_ChassisSP1 under Chassis > root > Sub-Organizations > Veeam >
Chassis Profile.

Chassis /| Chassis Profiles | root / Sub-Or izati ! Veeamn / Chassis Profile $3260_...
General Policies Chassis FSM Faults Events
Fault Summary Properties

® O © © WARNING

4]
This chassis profile is not modifizble because it is bound to
the chas=s profile template $3260_Chs_Tmpite.

Status To modify this chassis profile, please unbind it from the template.
Overall Status © § Unassociated Name . S3260_ChassisSP1
(¥ Status Details User Label
Description
Actions
Owmer . Local
Rename Chassis Profile Associated Chassis
Create a Clone Chassis Profile Template  © $3260_Chs_Tmplte
Create a Chassis Profile Template Template Instance : org-rootforg-Veeam/cp-53260_Chs_Tmplte

(¥ Assigned Chassis
Change Chassis Profile Association
Unbind from the Template (® Chassis Maintenance Paolicy
Bind to a Template

Change Chassis Maintenance Policy

Associate Chassis Profile to Cisco UCS S$S3260 Chassis
To Associate Chassis Profile to Cisco UCS S3260 Chassis, follow these steps:



1. Click the Chassis tab in the navigation pane.
2. Go to Chassis Profiles > root > Sub-Organizations > Veeam.
3. Right-click S3260_Chassis_SP1 and select Change Chassis Profile Association.

4. In the Assignment tab, select Existing Chassis.

o

Select the existing chassis.

Associate Chassis Profile ? X

Select a previously-discovered chassis by name, or manually specify a custom chassis by entering
its chassis |D. If no chassis currently exists at that location, the system waits until one is discovered.

You can select an existing chassis you want to associate with this chassis profile.

Chassis Assignment; Select existing Chassis v

(@) Available Chassis () All Chassis

Select ID

O

Restrict Migration

6. Click OK. A user Acknowledgement warning appears, click Yes.




Associate Chassis Profile X

Your changes:
Create: chassis (org-root/org-Backup_infra_Org/cp-53260_ChassisSP1/chassis)

Will require User Acknowledgement before the Reboot of:
Chassis Profile S3260_ChassisSP1 (org-root/org-Backup_infra_Org/cp-53260_ChassisSP1) [Chassis: sys/chassis~1]

Are you sure you want to apply the changes?
Press Yes to disregard the waming and submit changes, No to quit the wizard
or Cancel to make changes to the current configuration.

i i
Yes No | Cancel |
- i

& Since you selected User Ack for the Maintenance Policy, you need to acknowledge the Chassis Reboot
for Chassis Profile Association.




Pending Activities

There are activities in the system requiring reboot.
Click the Pending Activities button on the toolbar to acknowl

Pending Activities ["] Do not show again

User Acknowledged Activities | Scheduled Activities

Service Profiles Fabric Interconnects Servers

Yo Advanced Filter 4 Export v Print lv"_ Show Current User's Activities Acknowledge All

Name Overall Status Chassis Acknowledgment St..  Config. Trigger State  Acknowledge

Chassis Profile Pending Reassociat sysicha Waiting For User None v

Acknowledge

Pending Activities

Pending Disruptions : Up Time
Pending Changes - operational-policies

@ Details

From the FSM tab you can see the Association Status.

J Chassls [ Chassis Profiles  root / Sub-Organizations / Veeam | Chassis Profile 53260._...

Cieneral Policies Chassas Faults Everits

Chassis Profile

FSM Status  In Progress

Description

Current FSM Name . Assoclate

Completed at :

prososs Sts o e —
Remate Imvocabon Result © Not Applicable

Remote Imvocaton Error Code @ None:

Remote mvocabon Deserption

(=) Step Sequence

Order N Description Status Timestamgp Retried
1 Associate Download Images Download images(FSM-STAGE:s... Skip 20N R E o
2 Associate Copy Remote Copy images to peer node(FSM-...  Skip R (]
“ha 3 Associgte Wait Sefore Installation  Wait before installstion(FSM-STA_.  In Progress A o
4 Associate Update Cme Pending o
5 Assaciate Poll Updste Cme Pending o
6 Assaciate Undate Adaotar Pendina 0

Mame B iate Delete Curl Images
Status © Pending

32t
Description -



When the Chassis is Associated you will see the assigned status as Assigned.

Equipment | Chassls | Chossis 1

Actons Vendor Cico Systems nc. o UCSS-$3200

o st FOX2033GAMA

M Single Server Single Sioc

7. Click the Equipment tab and go to Chassis > Chassis 1and then click the Firmware tab. Ensure Chassis
Firmware is updated to 4.1(2b) as defined in the Chassis Firmware Package.

Create Service Profiles for Cisco UCS S$3260 Storage Server

This section describes how to create the Service Profile for the Compute Node on the Cisco UCS S3260 Storage
server.

To create service profiles from the service profile template, follow these steps:

1. On Servers tab in the navigation pane.



2. Select Service Profile Templates > root > Sub-Organizations > Veeam > Service Template
S3260_SP_Template.

3. Right-click S3260_SP_Template and select Create Service Profiles from Template.
4. For the Naming Prefix, enter SP_S3260_node.

5. For the Name Suffix Starting Number, enter 1.

6. For the Number of Instances, enter 1.

7. Click OK to create the service profile.

Create Service Profiles From Template 7 X

Naming Prefix - | SP_S53260_node

Mame Suffix Starting Mumber @ | 1

Mumber of Instances SR

8. Click OK in the confirmation message.

Associate Service Profile to Server Node of Cisco UCS S3260 Chassis

Adding the compute node of the Cisco UCS S3260 chassis to the Server Pool and associated this pool to Ser-
vice Profile template, the association of server Service Profile to compute node is automatic. If there is no unas-
sociated compute node in the Server Pool, you will need to add a node to server pool which would allow associ-
ation to Service Profile.

To associate the service profile to the server node of the Cisco UCS S3260 chassis, follow these steps:

1. Go to Server Tab > Servers >Sub Organization > Backup_Infra_Org . Right-click SP_S3260_Profile1. Select
Change Service Profile Association option.



Al

- » Servers / Service Profiles / root / §

v Servers
v Service Profiles

v root

ge m A

v Sub-Organizations

=== v Backup_Infra_Org
» SP_C240FF1

E SP_S3260_node"

— » Sub-Organization

= v Service Profile Templates

2 s v root

v Sub-Organizations

v Backup_Infra_Org

» Service Template

» Service Template

» Sub-Organizatior
v Policies

v root

General Storage

Fault Summary

Network

V)

Change Initial Power State

Rename Service Profile

Create a Clone

Change Service Profile Association

Associate with Server Pool
Bind to a Template

Unbind from the Template

a» Adantar Daliriac

2. From the Server Assignment, select Existing Server from the drop-down list and Select Chassis 1/Slot1 for
the compute node. Click OK. A Warning is displayed for creation of Boot Lun on Rear Drives of S3260 chas-

sis. Click Yes.



Associate Service Profile ? X

Select an existing server pool or a previously-discovered server by name, or manually specify a custom server by entering its chassis and slot ID. If
no server currently exists at that location, the system waits until one is discovered.

You can select an existing server or server pool, or specify the physical location of the server you want to associate with this service profile.

Server Assignment: Select existing Server v

() Available Servers () All Servers

Select Chassis... Slot Rack 1D PID Procs Memory  Adapters
. 1 1 UCS-S3260-M5SRB 2 393216 1
2 UCSC-C220-M5SX 2 98304 1
Restrict Migration -0

o -

Associate Service Profile

Your changes:
Create: Server sys/chassis-1/blade-1 (org-root/org-Backup_Infra_Org/ls-SP_S3260_node1/pn)

Will cause the Immediate Reboot of:
Service Profile SP_S3260_node1 (org-root/org-Backup_Infra_Org/ls-SP_S3260_node1) [Server: sys/chassis-1/blade-1]

LUN Resource Selection Logs for Service Profile SP_S3260_node1, LUN OS_Boot:
[Prae]Peserpon ||
I_'l__lplbk selection process started for local lun: org-root/org-Backup_Infra_Org/profile-53260_5tr_Prf_1/das-scsi-lun-05_Boot]
Eﬁry to find out an existing disk group for the new LUN

E’Eannot carve out of the existing disk groups. Trying to create a new disk group

E]pomrollef sys/chassis- 1/blade- 1/board/storage-PCH-1 does not support OOB

Dtaued to find sufficient disks

§eiect normal disk in siot: 201

[ [Belect normal disk in siot: 202

Are you sure you want to apply the changes?
Press Yes to disregard the warning and submit changes, No to quit the wizard
or Cancel to make changes to the current configuration.

Yes No | Cancel |
| ®




Click the FSM tab and monitor the Service Profile Association.

» Fans

v Fixed Module

A

~ Equpment
- Crasss
~ Chassis 1
» Fans
» PSS
» S0Cs

» Seners
» Storage Enclemues
Storage Enclosure 1

v Rack-Mounts

Erclosures

Equipment | Chassis | Chassis 1 | Servers | Server 1

Genersl Virnsal Machines Furre

+ = ToAcvcedPma 4 Cmon

cMC

Asset Tog

& Port g Updane Frmware g Activate Femware [ Canabaity Cataiog

Mame Mo Packag

Startup Verson Backup Versio

Cisco UCS 53260 Dual s 4.1(20)C

.12 Reach

NiA Wis
20.00 NiA N
9,00 50

A . Sarvers | | root | | Backup_lnfra_Org | Service Profile 5P_53260..
» Servers Qe Network 5CS vMeda Polcy Boot Orde Virtual Machines Policies Serve FSM Fauhs
* Service Prokies Sence Profile
 roct FSM Status In Progress
= Sub-Organizations Description
» Backup_indra_Org Current FSM Mame Associate
Compileted at
— Progress Stas e ]
Remote Invocaton Result Extend Timeout
» Sub-Orgasizations Remote Invocation Error Code - None
» Service Profie Templates Remote Invocaton Descrpton © Update is in progresss
v tock () Step Sequence
» Sub-Organizations
» Backup_inka_Org Ouder MNarme Descripton Status. Timestamp Retned
» Service Template C2A0AFF_S e Download mages r Skap o
» Service Template S3260_SP. 2 sxip °
» Sub-Organcations o
» Polcies 1 Progress
w root Pending
* Adapter Polices [ Pendina o
* BI0S Defauls
RIS Drdewe Mame
When the Service Profile Association is complete, confirm that the overall status is OK.
A - Equipment | Chassis | Chassis 1 / Servers / Server 1
v Eguoment Geresat [ verony Virtusl Macte ratated Fyiwace wor VIF Pt Hoant N Fauks Events SM Tormowratute
v Chasss
v Crasss ' @ T
e ® V] 0 ©
» PSUs 0 n 0 0
» SI0Cs
v Servers Status
» Storage Enclosures % Stwatus Detalls
Storage Enclosure 1
v Rack-Moonts Actions
Enclosures "
FEX Properties
v Setvers
St © 1 Crasus 10 1
» Sever 1 O
Product Name Cisco UCS $3260 M5
> Sever2 @
Veodor Cisco Systems Inc. PO UCS-$3260-M5SR8
Rewvison o Serad FCH220275SC
w Fabnc interconnect A (prmasy)
Manufacturnng Date 2008-01-21

Verify the Server node is upgraded with the latest Firmware as detailed in the Host Firmware Package.



6. Verify the Boot LUN and Veeam Backup Repository LUN under Storage tab of Service Profile.

Servers | Service Profiles | root | Sub-Organizations | Backup_Infra_Org | Service Profile SP_53260...

Description
Storage Profile Instance : org-rooticeg-Backup_infra_Org/profile-S3260_St_Pri_1

Yo Acvanced Finer 4 Export @ Print

RAID Leved Size (MB) Config State Deploy Name LUN ID Dyve: State

Applied

Details
Actions LUN Details

Profile LUN Name OS_Boot Creler Mot Applicable

RA | RAID 1 Mirrored Size (M| 456809

Configured Size (GB) : 1 Adimin State Online
Applied Boatable Enabled

Referenced LUN Name :© OS_Boot-1

0S_Boat-1 LUN ID 1000

Configure Cisco UCS C220 Server with Pure Storage FlashArray//C as Target Veeam
Repository

This section details configuration of Cisco UCS Service Profiles Templates and Cisco UCS Service Profiles spe-
cific to Cisco UCS C220 Rack Server with Pure Storage FlashArray//C as the Veeam Backup Repository.

The service profile templates enable policy-based server management that helps ensure consistent server re-
source provisioning suitable to meet predefined workload needs.

You will create a single Service Profile template; C220-FlashArrayC-Template which uses the boot policy “SAN-
A” utilizing FC ports from Pure Storage for high-availability in case the FC links become inaccessible.

Create Service Profile Template

To create a service profile template, follow these steps:

1. In the Cisco UCS Manager, go to Servers > Service Profile Templates > root Sub Organization > Back-
up_Infra_Org > and right-click Create Service Profile Template.

2. Enter the Service Profile Template name, select the UUID Pool that was previously created and click Next.



Create Service Profile Template ? X

You must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template template and enter a description

Storage Provisioning Name C220-FlashArrayC-Template

The template will be created in the following organization. Its name must be unique within this organization
Networking Where | org-root/org-Backup_Infra_Org
The template will be created in the following organization. Its name must be unique within this organization.

SAN Connectivity Type Intial Template (o) Updating Template

Specify how the UUID will be assigned to the server associated with the service generated by this template,

uuiD
Zoning
vNIC/vHBA Placement UUID Assignment Backupinfra_UUID(62/64) v

The UUID will be assigned from the selected pool

vMedia Policy The available/total UUIDs are displayed after the pool name
Server Boot Order

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used
Maintenance Policy
Server Assignment
Operational Policies £

=Y - Y=

3. From the Local Disk Configuration Policy, for Local Storage select No Local Storage. Ensure there is no local
disk in the Cisco UCS C220 rack server.

Create Service Profile Template 7 X

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template

Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy

Local Storag e:-

Storage Provisioning

Metworking .
Create Local Disk Configuration Policy Madle : Any Configuration
Protect Configuration . Yes
SAN Connectivity If Protect Configuration is set, the local disk configuration is
preserved if the service profile is disassociated
with the server. In that case, a configuration error will be
Zoning raised when a new service profile is associated with
that server if the local disk configuration in that profile is
different.
VNIC/VHBA Placement FlexFlash
FlexFlash State : Disable
If FlexFlash State is disabled, SD cards will become
vMedia Policy unavailable immediately.
Please ensure SD cards are not in use before disabling the
FlexFlash State.
Server Boot Order FlexFlash RAID Reporting State © Disable

4. In the networking window, select Expert and click Add to create vNICs.



5. For the vNIC Template, select vNIC-Template-A and for the Adapter Policy select veeam_AdaptorPolicy.
This vNIC is required to manage the Veeam Backup and Replication Server, connect to vCenter, ESXi Host
and Pure Storage FlashArray//X, and Pure Storage FlashArray//C management.

Create vNIC 7 X

Name : | vNIC_Mgmt
Use vNIC Template :

Redundancy Pair : O Peer Name :

vNIC Template : | yNICTemplate_A ¥ Create vNIC Template

Adapter Performance Profile

Adapter Policy : | veeam_daptorpol ¥ Create Ethernet Adapter Policy

6. When the vNICs are created, you need to create vHBAs. Click Next.

7. In the SAN Connectivity menu, select Expert to configure as SAN connectivity. Select WWNN (World Wide
Node Name) pool (Backuplinfra_WWNN), which you previously created. Click Add to add vHBAs.



Create Service Profile Template B X
Optionally specify disk policies and SAN configuration information
Identify Service Profile
Template
How would you like to configure SAN connectivity?
st Provi e Simple (o) Expert No vHBAs Use Connectivity Policy
A server s dentified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWNN to the server associated witl
this profile
Networking World Wide Node Name
WWNN Assignment Backupinfra_ WWNN(126/128) »
Zoning
The WWNN will be assigned from the selected pool
VNIC/VHBA Placement The available/total WWNNs are displayed after the pool name.
vMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment

Name WWPN

Operational Policies No data available

The following four HBAs were created:

« VHBAO using vHBA Template vHBA-A and adapter Policy as ‘Veeam_FC_ADP_Pol’.
e VHBA1 using vHBA Template vHBA-B and adapter Policy as ‘Veeam_FC_ADP_Pol’.




Figure 47. vHBAO

Create vHBA

Name . | wHBAD
Use vHBA Template :

Redundancy Pair : O

vHBA Template : | yHBA-A »

Adapter Performance Profile

?

Peer Name :

Create vHBA Template

Adapter Policy : ‘ veeam_fc_adp_pol ‘

Figure 48. VvHBA1
Create vHBA

Name :  VHBA1
Use vHBA Template :

Redundancy Pair : (]

vHBA Template :

vHBA-B w \
Adapter Performance Profile

Create Fibre Channel Adapter Policy

D -

Peer Name :

Create vHBA Template

r

L

Adapter Policy : | veeam_fc_adp_pol » ,

Create Fibre Channel Adapter Policy



Figure 49. All vHBAs

Create Service Profile Template ? X

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template

How would you like to configure SAN connectivity?

Storage Provisioning Simple (8) Expert ) No vHBAs () Use Connectivity Policy

A server is identified on a SAN by its World Wide Node Name (WWNN). Specify how the system should assign a WWNN to the server associated with

this profile.
Networking World Wide Node Name
SAN Connectivity
WWNN Assignment: Backupinfra_WWNN(126/128) »
Zoning
The WWRNN will be assigned from the selected pool.
vNIC/vHBA Placement The available/total WWNNs are displayed after the pool name.
vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Mame WWPN
o tional Policies » vHBA vHBA1 Derived
» VHBA vHBAOD Derived

8. Skip zoning. For this solution, the Cisco MDS 9132T 32-Gb is used for zoning.

9. From the Select Placement, select the default option Let System Perform Placement.



Create Service Profile Template ? X
Specify how vNICs and vHBAs are placed on physical network adapters
Identify Service Profile
Template
wNIC/VHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzanine)
n a server hardware configuration independent way.
Storage Provisioning Ciiiahia o
Select Placement: | | et System Perform Placement | 4 Policy
Networking System wall perform automatic placement of vNICs and vHBAs based on PCI order
Name Address Order -
SAN Connectivity VvHBA vHBAO Derived
vHBA vHBA1 Denved 2
Zoning
vNIC vNIC_Mgmt D
vMedia Policy
Server Boot Order
Maintenance Policy
Server Assignment
Operational Policies

10. For the Server Boot Policy, select SAN-A.

Create Service Profile Template ?
Optionally specify the boot policy for this service profile template.
Identify Service Profile
Template
Select a boot policy.
Storage Provisioning Boot POllC\'f. San-A » | Create Boot Policy
Name . San-A
Networking Description
Reboot on Boot Order Change  © No
SAN Connectivity Enforce vNIC/VHBA/ISCSI Name : Yes
Boot Mode . Legacy
Zoning WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.,
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
VNIC/VHBA Pla nt If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/VHBANISCS! does not exist, a config error will be reported.
If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.
Boot Order
vMedia Policy
4+ — TeAdvancedFiter 4 Export & Print it
Name Order vNIC/vHB. Type LUN Name  WWN Slot Num... Boot Name Boot Path Description

Server Boot Order

Maintenance Policy

w» San 2
- SA vHBAD Primary
Server Assignment
5. Primary 1 52:4A:93:.
Operational Policies S. Secondary 1 52:4A:93:,
» SA. vHBA1 Secondary

< Prev Next > m Cancel




The default setting was retained for the remaining maintenance and assignment policies in the configuration.
However, they may vary from site-to-site depending on workloads, best practices, and policies. For example,
we created a maintenance policy, BIOS policy, and Power Policy.

11. Select UserAck maintenance policy, which requires user acknowledgement prior rebooting server when
making changes to policy or pool configuration tied to a service profile.

Create Service Profile Template 7 X
Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.
Template

Storage Provisioning @ Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networking Maintenance Polic),r: Create Maintenance Policy

SAN Connectivity

Name : UserAck
Zoning Description :

Soft Shutdown Timer : 150 Secs
VNIC/vHBA Placement Storage Config. Deployment Policy : User Ack

Reboot Policy : User Ack
vMedia Policy

12. On the same page you can configure “Host firmware Package Policy” which keeps the firmware in sync
when associated with the server.

Create Service Profile Template » X
Optionally specify a server pool for this service profile template.
Identify Service Profile
Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning Pool Assignment: Assign Later » Create Server Poo
A Select the power state to be apphed when this profile is associated
Networking with the server
e Up Down
SAN Connectivity
Zoning The service profile template is not automatically associated with a server. Either select a server from the list or associate the service profile
manually fater
vNIC/vHBA Placement -~ "
=) Firmware Management (BIOS, Disk Controller, Adapter)
vMedia Policy If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with
Otherwise the system uses the firmware already installed on the associated server
Host Fumware Package: Backupinfra_HFP w
Server Boot Order
Create Ho irmware Package
Maintenance Policy
Server Assignment

Operational Policies




‘& On the Operational Policy page, we configured BIOS policy for Cisco UCS C220 rack server, Power Con-
trol Policy with “NoPowerCap” for maximum performance and Backuplinfra_KVMPool for Management IP

Address .

Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template ? >

Optionally specify information that affects how the system operates.

=) BIOS Configuration
If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

BIOS Policy Backuplinfra_BIOS

+) External IPMI/Redfish Management Configuration

=) Management IP Address

Outband IPv4 nband
Management IP Address Policy: Backuplinfra_KVMPool(8/10) Ll
IP Address : 0.0.0.0

Subnet Mask  : 255.255.255.0
Default Gateway : 0.0.0.0

The IP address will be automatically assigned from the selected pool

¥ Monitoring Configuration (Thresholds)

(=) Power Control Policy Configuration

Power control policy determines power allocation for a server in a given power group.

Create Power Control Policy

Power Control Policy © | NoPowerCap

(# Scrub Policy

# KVM Management Policy

(® Graphics Card Policy

< Prev m Cancel

13. Click Finish to create service profile template C220-FlashArrayC-Template.

Create Service Profiles from Template and Associate to Servers

Create Service Profiles from Template

To create Service Profile from Template, follow these steps:

1. Go to the Servers tab > Service Profiles > root > Sub-Organization > Backup_Infra_Org and right-click Cre-
ate Service Profiles from Template.



‘teth’ UCS Manager

All Servers | Service Profile Templates / root / Sub-Organizations | FlashStack-CVD / Service Template VDI-CVDO1
T M
PSR- i, iISCSI vNICs wMedia Polic: Boot Order Policies Events FSM
5 I ; SCSI wNICs wMedia Policy oot O Policies Events SM
E Service Template VD Create Service Profiles From Template
» Service Template VDI Create a Clone Properties
&5 Sub-Organizations
Le Name - VDI-CVDO1
» Policies Associate with Server Pool
- Description
- » root Change UUID

X Unigue Identifier : Derived from pool (FlashStack-UUID-Pgol)
» Adapter Policies Change World Wide Node Name

= Power State : § Down
» BIOS Defaults Change Local Disk Configuration Policy Type . Updating Template
- Change Dynamic vNIC Connection Policy .
=] » BIOS Policies (# Associated Server Pool
- Change Serial over LAN Policy
» Boot Policies
Madify vNIC/vHBA Placement n .
P » Diagnostics Policies @ Maintenance Policy
Copy

» Graphics Card Policies

I ® Management IP Address

¥ Host Firmware Packages
default

FlashStack-HFP

2. Select C220-FlashArrayC-Template for the Service profile template which you created earlier and name the
service profile SP-C220-FlashArrayC. To create single service profiles, enter 1 for the Number of Instances.

Create Service Profiles From Template 2 X

Naming Prefix : | SP-C220-FlashArrayC
Name Suffix Starting Number : | 1

Number of Instances . 1|

3. When the service profile is created, we would manually associate it to an available C220 server.

‘ﬁ In this solution, we used a Cisco UCS C220 M5 server with no local storage as a compute node for the
Veeam Backup and Replication Server. This server will boot from SAN and has a Veeam Backup Reposi-
tory on Pure Storage FlashArray//C. You can use any Cisco UCS B-Series or Cisco UCS C-Series server
with no local storage. The CPU and memory configuration of the server should adhere to the perfor-
mance guidelines from Veeam and Pure Storage.

To associate service profiles, follow these steps:



1. In the Cisco UCS Manager, go to Servers > Service Profile > root > Sub Organization > Backup_Infra_Org >
SP-C220-FlashArrayC-1 and right-click and select change Service Profile Association.

All Servers / Service Profiles / root / Sub-Organizations / B:

» Servers General | Storage Network ISCSI vNICs vM

» Service Profiles

Fault Summary
v root

» Sub-Organizations ® @ 0

0 0 0

v Backup_Infra_Org

» SP_C240FF1

» SP_S3260_nodel Status

SP-C220-FlashA ki
Change Initial Power State

» Sub-Organizatio

» Service Profile Templates

v root Rename Service Profile

v Sub-Organizations Create a Clone

v Backup_Infra_Org

» Service Templati

T, prareeet  Change Service Profile Association

» Service Templaf Associate with Server Pool

) Bind to a Template
» Sub-Organizatio I P

Unbind from the Template
» Policies

v root

_ Change Service Profile Association
» Adapter Policies

2. From the Server Assignment drop-down list, select Existing Server and select UCSC-C220-M5SX server.
Click OK.



Associate Service Profile

Server Assignment:| Select existing Server ¥

(@) Available Servers () All Servers

You can select an existing server or server pool, or specify the physical location of the server you want to associate with this service profile.

X

Select an existing server pool or a previously-discovered server by name, or manually specify a custom server by entering its chassis and slot ID. If
no server currently exists at that location, the system waits until one is discovered.

Select Chassis ID  Slot Rack 1D i PID ! Procs a Memory Adapters
2 UCSC-C220-M55X 2 98304 1
Restrict Migration -0
You can verify the Service Profile Association Status in the FSM Tab.
A . Servers | / root | | Baciusp_lnfra_Org | Service Profle SP-C220-F...
w Servers General Storage MNeotwork I5CSI vNICs wMeoda Polcy Boot Oeder Virtual Machings FC Zones Polcios Server Detals CMC Sessions [ FSM At Faults
» Service Profiles Service Proble
v v FSM Status In Progress
* Sub-Organizabons Descripton
v Backup_inka_Org Carrent FSM Name Associate
P Completod ot
D Progress Stts I —— 3 ]
» SP_S3260_nodel Remaote Imvocation Result Mot Applicable

* Sub-Organizatons

* Service Profile Templates

* roat
= Sub-Organizabons
* Backup_Infra_Crg

* Serice Template C220-Flash,
» Service Tomplate CZ40AFF_S
* Serice Template S3260_52
* Sub-Organizabons

v Poboas

Verify the server is associated and the Firmware is upgraded to 4.1(3b) as defined in the Host Firmware Pack-

age.

FRamote vocation Eror Code © None

Remate invocation Descripson

=) Step Sequence

Oeer Status Fstried
Skip
a Skip
4 Ship
Succes: M
6 Associste Activate IBMC Fw Actrate CING fa ol sarvar 20F.  Sin 2021-02-17T2313:442 0
Karme Associate Downlaad Imagus.



A e Servers | Service Profiles | root /| Sub-Organizations | Backup_nfra_Org / Service Profile SP-C220-F...
v Sarvers Genersl Rornge Network CS! vNICs vMeda Polcy Boot Order Virtual Machines h ¢ 2N FSM
v Sery Profles
Fault Summary Properties
v root
Tt @ © ¢ o WARNING
s ; o : )
© Buckup_trka_Org Thes service profile is not modifable because it & bound o
» SP_C240FF1 e secvcs profle teenplee C220-FlashArrayC-Template
To moddy this senice profile, ploase Urbind & from the template
7 Status
Overal Stats . ¢ OK Name $P-C220-FlashArrayC1
- = User Label
» Sub-Organzations ¥ Status Details
v Service Profie Templates Ooscriton
- root Actions Asset Tag
v Sub-Organizatons Owner Locat
Ursque idectifer
* Backup_indra_Org
Backupinfra_UUID
» Senvice Templa }-Flash 0w Q- toot/org - B s punad - W
» Service Templst AFF_S
» Senvice Templste S3260_SP. VM Console > Service Proble Templete — C220-FlashArrayC-Template
Templste nstanc root/org-Backup._infra_Org/s-C220- FlashrriyC - Tempkate
» Sub-Orgarizabons s o ’ ¥ ‘ ' 2
v Pokcwes RS SATVIOR FYone @) Assigned Server or Server Pool

v root
4+ Management IP Address

» Adapter Polices
» 2OS Defaults #) Maintenance Policy
» 805 Polices

» Boot Pobcies

Equipment | Rack-Mounts | Servers | Server 2

+ = TeAdancedFiter 4 Export o Print W Upcato Firmwars " Activate Firmwaro | [ Capabilty Caslog Fo)

Name: Moded Package Version Running Versior Startup Version Backup Version Update Status Activate Stabus

Configure Cisco Nexus 93180YC-FX Switches

The following section details the steps for the Nexus 93180YC-FX switch configuration.

Configure Global Settings for Cisco Nexus A and Cisco Nexus B

To set global configuration, follow these steps on both Cisco Nexus switches:

1. Log in as admin user into the Nexus Switch A and run the following commands to set global configurations
and jumbo frames in QoS:

conf terminal

policy-map type network-gos jumbo
class type network-gos class-default
mtu 9216

exit

class type network-gos class-fcoe



pause no-drop

mtu 2158

exit

exit

system gos

service-policy type network-gos jumbo
exit

copy running-config startup-config

2. Log in as admin user into the Nexus Switch B and run the same above commands to set global configura-

tions and jumbo frames in QoS.

Configure VLANSs for Cisco Nexus A and Cisco Nexus B Switches

To create the necessary virtual local area networks (VLANS), follow these steps on both Cisco Nexus switches.

'& We created VLAN 215 and native VLAN 2.

1. Log in as admin user into the Nexus Switch A.

2. Create VLAN 215:

config terminal
VLAN 215

name IB-MGMT-VLAN
no shutdown

exit

copy running-config startup-config

3. Log in as admin user into the Nexus Switch B and create VLANSs.

Virtual Port Channel (vPC) Summary for Data and Storage Network

In the Cisco Nexus 93180YC-FX switch topology, a single vPC feature is enabled to provide HA, faster conver-
gence in the event of a failure, and greater throughput. Cisco Nexus 93180YC-FX vPC configurations with the
vPC domains and corresponding vPC names and IDs are listed in Table 12.

Table 12. vPC Summary

vPC Domain vPC Name vPC ID
10 Peer-Link 10

10 vPC Port-Channel to FI-A 125

10 vPC Port-Channel to FI-B 127




As listed in Table 12, a single vPC domain with Domain ID 10 is created across two Cisco Nexus 93180YC-FX
member switches to define vPC members to carry specific VLAN network traffic. In this topology, we defined the

following vPCs:

« VPC ID 10 is defined as Peer link communication between two Nexus switches in Fabric A and B.

e VPC IDs 125 and 127 are defined for traffic from Cisco UCS fabric interconnects.

Cisco Nexus 93180YC-FX Switch Cabling Details

The following tables list the cabling information.

Table 13. Cisco Nexus 93180YC-FX-A Cabling Information

Local Device

Local Port

Connection

Remote Device

Remote Port

Cisco Nexus 93180YC-FX | Eth1/35

Switch A

25Gbe Cisco UCS fabric interconnect B Eth1/45
Eth1/36 25Gbe Cisco UCS fabric interconnect A Eth1/45
Eth1/49 40Gbe Cisco Nexus 93180YC-FX B Eth1/49
Eth1/50 40Gbe Cisco Nexus 93180YC-FX B Eth1/50
MGMTO 1Gbe Gbe management switch Any

Table 14. Cisco Nexus 93180YC-FX-B Cabling Information

Local Device

Local Port

Connection

Remote Device

Remote Port

Cisco Nexus 93180YC-FX | Eth1/35

Switch B

25Gbe Cisco UCS fabric interconnect B Eth1/46
Eth1/36 25Gbe Cisco UCS fabric interconnect A Eth1/46
Eth1/49 40Gbe Cisco Nexus 93180YC-FX A Eth1/49
Eth1/50 40Gbe Cisco Nexus 93180YC-FX A Eth1/50
MGMTO Gbe Gbe management switch Any

Cisco UCS Fabric Interconnect 6454 Cabling

The following tables list the FI 6454 cabling information.

Table 15. Cisco UCS Fabric Interconnect (FI) A Cabling Information

Local Device

Local Port

Connection

Remote Device

Remote Port




Local Device Local Port Connection Remote Device Remote Port
Cisco UCS FI-6454-A | FC 1/1-4 32G FC Cisco MDS 9132T 32-Gb-A FC 1/13-16
Eth1/45 25Gbe Cisco Nexus 93180YC-FX Switch A Eth1/35
Eth1/46 25Gbe Cisco Nexus 93180YC-FX Switch B Eth1/35
Mgmt 0 1Gbe Management Switch Any
L1 1Gbe Cisco UCS FI - A L1
L2 1Gbe Cisco UCS FI - B L2

Table 16. Cisco UCS Fabric Interconnect (FI) B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco UCS FI-6454-B | FC 1/1-4 32Gb FC Cisco MDS 9132T 32-Gb-B FC 1/13-16
Eth1/45 25Gbe Cisco Nexus 93180YC-FX Switch A Eth1/36
Eth1/46 25Gbe Cisco Nexus 93180YC-FX Switch B Eth1/36
Mgmt 0 1Gbe Management Switch Any
L1 1Gbe Cisco UCS FI - A L1
L2 1Gbe Cisco UCS FI - B L2

Create vPC Peer-Link Between the Two Nexus Switches

To create the vPC Peer-Link, follow these steps:

1. Log in as admin user into the Cisco Nexus Switch A.

'& For vPC 10 as Peer-link, we used interfaces 49-50 for Peer-Link. You may choose the appropriate num-
ber of ports for your needs.

2. To create the necessary port channels between devices, run the following commands on both Cisco Nexus
switches:

config terminal
feature vpc

feature lacp



vpc domain 10
peer-keepalive destination 10.2.164.54 source 10.2.164.53
exit
interface port-channel 10
description VPC peer-link
switchport trunk native vlan 2
switchport trunk allowed vlan 215
spanning-tree port type network
vpc peer-link
exit
interface Ethernetl/49
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215,1130,1301
channel-group 10 mode active
no shutdown
exit
interface Ethernetl/50
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215,1130,1301
channel-group 10 mode active
no shutdown
exit
copy running-config startup-config

3. Log in as admin user into the Nexus Switch B and repeat the above steps to configure second Nexus switch.

‘& Make sure to change the peer-keepalive destination and source IP address appropriately for Nexus
Switch B.

Create vPC Configuration Between Cisco Nexus 93180YC-FX and Fabric Interconnects

Create and configure vPC 11 and 12 for data network between the Cisco Nexus switches and fabric intercon-
nects.

To create the necessary port channels between devices, follow these steps on both Cisco Nexus switches:
1. Log in as admin user into Nexus Switch A and enter the following:

config terminal

interface port-channell25



description AA11-FS-DP-UCS-a
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
spanning-tree port type edge trunk
mtu 9216
state enabled
vpc 125

no shutdown

exit

interface port-channell2?
description AAl11-FS-DP-UCS-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
spanning-tree port type edge trunk
mtu 9216
state enabled
vpc 127
no shutdown

exit

interface Ethernetl/35
description AA11-FS-DP-UCS-a:1/45
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
mtu 9216
channel-group 125 mode active
no shutdown

exit

interface Ethernetl/36
description AA11-FS-DP-UCS-b:1/45
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
mtu 9216
channel-group 127 mode active
no shutdown

exit



copy running-config startup-config

Log in as admin user into the Cisco Nexus Switch B and complete the following for the second switch con-
figuration:

config terminal

interface port-channell?25
description AA11-FS-DP-UCS-a
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
spanning-tree port type edge trunk
mtu 9216
state enabled
vpc 125

no shutdown

exit

interface port-channell2?
description AAl11-FS-DP-UCS-b
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
spanning-tree port type edge trunk
mtu 9216
state enabled
vpc 127
no shutdown

exit

interface Ethernetl/35
description AA11-FS-DP-UCS-a:1/46
switchport mode trunk
switchport trunk native vlan 2
switchport trunk allowed vlan 215
mtu 9216
channel-group 125 mode active
no shutdown

exit

interface Ethernetl/36
description AA11-FS-DP-UCS-b:1/46

switchport mode trunk



switchport trunk native vlan 2
switchport trunk allowed vlan 215
mtu 9216
channel-group 127 mode active
no shutdown

exit

copy running-config startup-config

Figure 50 shows the verification of the vPC status on both Cisco Nexus Switches.

Figure 50. vPC Description for Cisco Nexus Switch A and B




Configure Pure Storage FlashArray//C

FlashArray Initial Configuration

Gather the information listed in Table 17 to enable the installation and configuration of Pure Storage FlashAr-
ray//C. An official representative of Pure Storage will help rack and configure the new installation of the FlashAr-

ray//C.

Table 17. Startup Configuration for FlashArray//C

Array Name (Hostname for Pure Array):

<<var_flasharray_hostname>>

Virtual IP Address for Management:

<<var_flasharray_vip>>

Physical IP Address for Management on Controller 0 (CTO):

<<var_contoller-1_mgmt_ip >>

Physical IP Address for Management on Controller 1 (CT1):

<<var_contoller-2_mgmt_ip>>

Netmask:

<<var_contoller-1_mgmt_mask>>

Gateway IP Address:

<<var_contoller-1_mgmt_gateway>>

DNS Server IP Address(es):

<<var_nameserver_ip>>

DNS Domain Suffix: (Optional)

<<var_dns_domain_name>>

NTP Server IP Address or FQDN:

<<var_oob_ntp>>

Email Relay Server (SMTP Gateway IP address or FQDN):

(Optional)

<<var_smtp_ip>>

Email Domain Name:

<<var_smtp_domain_name>>




Alert Email Recipients Address(es): (Optional)

HTTP Proxy Server ad Port (For Pure1): (Optional)

Time Zone: <<var_timezone>>

L When the FlashArray has completed the initial configuration, it is important to configure the Cloud Assist
phone-home connection to provide the best proactive support experience possible. Furthermore, this
will enable the analytics functionalities provided by Pure1.

Add an Alert Recipient

The Alerts sub-view is used to manage the list of addresses to which Purity delivers alert notifications, and the
attributes of alert message delivery. You can designate up to 19 alert recipients. The Alert Recipients section
displays a list of email addresses that are designated to receive Purity alert messages. Up to 20 alert recipients
can be designated. The list includes the built-in flasharray-alerts@purestorage.com address, which cannot be
deleted.

The email address that Purity uses to send alert messages includes the sender domain name and is comprised
of the following components:

<Array_Name>-<Controller_Name>@<Sender_Domain_Name>.com
To add an alert recipient, follow these steps:
1. Click Settings.

2. In the Alert Watchers section, enter the email address of the alert recipient and click the + icon.

Settings

System MNetwork Access Software

AA12-FlashArray-C [

Alert Walchers Alert Routing =&

srodulaghcisco.com (,' o Rolay Hest
No rolay host configured

flasharray-alerts@purestorage.com ( J Username
No usarname available
Password
No password available
Sender Domain

. New Alert Wal cisco.com
Settings

Swelna Sarvars H SMI-S

The Relay Host section displays the hostname or IP address of an SMTP relay host if one is configured for the
array. If you specify a relay host, Purity routes the email messages via the relay (mail forwarding) address rather
than sending them directly to the alert recipient addresses.

In the Sender Domain section, the sender domain determines how Purity logs are parsed and treated by Pure
Storage Support and Escalations. By default, the sender domain is set to the domain name please-configure.me.



‘ﬁ It is crucial that you set the sender domain to the correct domain name. If the array is not a Pure Storage
test array, set the sender domain to the actual customer domain name. For example, mycompany.com.

Configure Pure1 Support

The Pure1 Support section manages settings for Phone Home, Remote Assist, and Support Logs.

Purel Support
Phone Home C-
Enabled
Manual Phone Home
Today's Logs - Send Now
Remote Assist -J
inactive
Support Logs Download from
Today's logs - CTO | CT1

Proxy Server

Mo proxy configured [5

The phone home facility provides a secure direct link between the array and the Pure Storage Technical Support
web site. The link is used to transmit log contents and alert messages to the Pure Storage Support team so that
when diagnosis or remedial action is required, complete recent history about array performance and significant
events is available. By default, the phone home facility is enabled. If the phone home facility is enabled to send
information automatically, Purity transmits log and alert information directly to Pure Storage Support via a secure
network connection. Log contents are transmitted hourly and stored at the support web site, enabling detection
of array performance and error rate trends. Alerts are reported immediately when they occur so that timely ac-
tion can be taken.

Phone home logs can also be sent to Pure Storage Technical support on demand, with options including Today's
Logs, Yesterday's Logs, or All Log History.

The Remote Assist section displays the remote assist status as " Connected" or " Disconnected." By default,
remote assist is disconnected. A connected remote assist status means that a remote assist session has been
opened, allowing Pure Storage Support to connect to the array. Disconnect the remote assist session to close
the session.

The Support Logs section allows you to download the Purity log contents of the specified controller to the cur-
rent administrative workstation. Purity continuously logs a variety of array activities, including performance sum-
maries, hardware and operating status reports, and administrative actions.



Configure DNS Server IP Addresses

To configure the DNS server IP addresses, follow these steps:
1. Click Settings > Network.

2. Inthe DNS section, hover over the domain name and click the pencil icon. The Edit DNS dialog box appears.

PURESTORAGE =t=iuilals =

102164254

102164254

Settings DNS Settings (1

Domain
flashstack.cisco.com

DNS Server(s)
192168160.53, 192.168160.54

3. Fill-in the following fields:

a. Domain: Specify the domain suffix to be appended by the array when doing DNS lookups.

b. NS#: Specify up to three DNS server IP addresses for Purity to use to resolve hostnames to IP address-
es. Enter one IP address in each DNS# field. Purity queries the DNS servers in the order that the IP ad-
dresses are listed.

4. Click Save.



Directory Service

The Directory Service manages the integration of FlashArray with an existing directory service. When the Direc-
tory Service sub-view is configured and enabled, the FlashArray leverages a directory service to perform user
account and permission level searches. Configuring the directory services is OPTIONAL.

Settings

System Metwork Access Software

AR Clignlts

Active Diractory Accounts

— Dumais [e— [ — Kt

Directory Sorvice

Configpation 7 Roiws 3
Ensbiad Fase
s

Base DN

Bind Usar

LI —

Usar Login Attribute -
Usor Citject Clans

Chack Pese Fala
A Cortificats. can

The FlashArray is delivered with a single local user, named pureuser, with array-wide (Array Admin) permis-
sions.

To support multiple FlashArray users, integrate the array with a directory service, such as Microsoft Active Di-
rectory or OpenLDAP.

Role-based access control is achieved by configuring groups in the directory that correspond to the following
permission groups (roles) on the array:

e Read Only Group. Read Only users have read-only privilege to run commands that convey the state of the
array. Read Only uses cannot alter the state of the array.

o Storage Admin Group. Storage Admin users have all the privileges of Read Only users, plus the ability to
run commands related to storage operations, such as administering volumes, hosts, and host groups.
Storage Admin users cannot perform operations that deal with global and system configurations.

e Array Admin Group. Array Admin users have all the privileges of Storage Admin users, plus the ability to
perform array-wide changes. In other words, Array Admin users can perform all FlashArray operations.

1. Click Settings > Access.
2. Click the & icon in the Directory Services panel:

a. Enabled: Select the check box to leverage the directory service to perform user account and permission
level searches.

b. URI: Enter the comma-separated list of up to 30 URIs of the directory servers. The URI must include a
URL scheme (Idap, or Idaps for LDAP over SSL), the hostname, and the domain. You can optionally



specify a port. For example, Idap://ad.company.com configures the directory service with the hostname
"ad" in the domain " company.com" while specifying the unencrypted LDAP protocol.

c. Base DN: Enter the base distinguished name (DN) of the directory service. The Base DN is built from the
domain and should consist only of domain components (DCs). For example, for
Idap://ad.storage.company.com, the Base DN would be: DC=storage,DC=company,DC=com.

d. Bind User: Username used to bind to and query the directory. For Active Directory, enter the username -
often referred to as sAMAccountName or User Logon Name - of the account that is used to perform di-
rectory lookups. The username cannot contain the characters " []:;| =+ * ? <>/ \ and cannot exceed
20 characters in length. For OpenLDAP, enter the full DN of the user. For example,
CN=John,0OU=Users,DC=example,DC=com.

e. Bind Password: Enter the password for the bind user account.

f. Group Base: Enter the organizational unit (OU) to the configured groups in the directory tree. The Group
Base consists of OUs that, when combined with the base DN attribute and the configured group CNs,
complete the full Distinguished Name of each groups. The group base should specify " OU=" for each
OU and multiple OUs should be separated by commas. The order of OUs should get larger in scope from
left to right. In the following example, SANManagers contains the sub-organizational unit PureGroups:

" OU=PureGroups,OU=SANManagers" .

g. Array Admin Group: Common Name (CN) of the directory service group containing administrators with
full privileges to manage the FlashArray. Array Admin Group administrators have the same privileges as
pureuser. The name should be the Common Name of the group without the " CN=" specifier. If the con-
figured groups are not in the same OU, also specify the OU. For example, " puread-
mins,OU=PureStorage" , where pureadmins is the common name of the directory service group.

h. Storage Admin Group: Common Name (CN) of the configured directory service group containing admin-
istrators with storage related privileges on the FlashArray. The name should be the Common Name of the
group without the " CN=" specifier. If the configured groups are not in the same OU, also specify the OU.
For example, " pureusers,OU=PureStorage" , where pureusers is the common name of the directory ser-
vice group.

i. Read Only Group: Common Name (CN) of the configured directory service group containing users with
read-only privileges on the FlashArray. The name should be the Common Name of the group without the
"CN=" specifier. If the configured groups are not in the same OU, also specify the OU. For example,

" purereadonly,OU=PureStorage" , where purereadonly is the common name of the directory service

group.

j.  Check Peer: Select the check box to validate the authenticity of the directory servers using the CA Cer-
tificate. If you enable Check Peer, you must provide a CA Certificate.

k. CA Certificate: Enter the certificate of the issuing certificate authority. Only one certificate can be config-
ured at a time, so the same certificate authority should be the issuer of all directory server certificates.

The certificate must be PEM formatted (Base64 encoded) and include the " ----- BEGIN CERTIFICATE---
--"and " ----- END CERTIFICATE----- " lines. The certificate cannot exceed 3000 characters in total
length.

Click Save.

Click Test to test the configuration settings. The LDAP Test Results pop-up window appears. Green squares
represent successful checks. Red squares represent failed checks.



SSL Certificate

Self-Signed Certificate

Purity creates a self-signed certificate and private key when you start the system for the first time. The SSL Cer-
tificate sub-view allows you to view and change certificate attributes, create a new self-signed certificate, con-
struct certificate signing requests, import certificates and private keys, and export certificates.

Creating a self-signed certificate replaces the current certificate. When you create a self-signed certificate, in-
clude any attribute changes, specify the validity period of the new certificate, and optionally generate a new pri-
vate key.

SSL Certificate

Status self-signed

Key Size 2048

Issued To

Issued By

Valid From 2020-12-14 10:36:31
Valid To 203012412 10:36:31
State/Province

Locality

Organization Pure Storage, Inc.

Organizational Unit Pure Storage, Inc.

Email

When you create the self-signed certificate, you can generate a private key and specify a different key size. If
you do not generate a private key, the new certificate uses the existing key.

You can change the validity period of the new self-signed certificate. By default, self-signed certificates are val-
id for 3650 days.

CA-Signed Certificate

Certificate authorities (CA) are third party entities outside the organization that issue certificates. To obtain a CA
certificate, you must first construct a certificate signing request (CSR) on the array.



Construct Certificate Signing Request
Country ITWD—IE-tter IS0 country code
State/Province State, province, country or region

Locality Full city name

Organization Pure Storage, Inc.

Organization Unit Pure Storage, Inc.

Common Name FQDN or management IP address of the server
Email Email address
Cancel

The CSR represents a block of encrypted data specific to your organization. You can change the certificate at-
tributes when you construct the CSR; otherwise, Purity will reuse the attributes of the current certificate (self-
signed or imported) to construct the new one. Note that the certificate attribute changes will only be visible after
you import the signed certificate from the CA.

Send the CSR to a certificate authority for signing. The certificate authority returns the SSL certificate for you to
import. Verify that the signed certificate is PEM formatted (Base64 encoded), includes the " ----- BEGIN CERTIF-
ICATE----- "and " ----- END CERTIFICATE----- " lines, and does not exceed 3000 characters in total length.
When you import the certificate, also import the intermediate certificate if it is not bundled with the CA certifi-
cate.



Import Certificate

Certificate Choose File | No file chosen

Private Key Choose File | No file chosen

Intermediate Certificate m No file chosen
(optional)
Key Passphrase (optional)

Cancel Import

If the certificate is signed with the CSR that was constructed on the current array and you did not change the
private key, you do not need to import the key. However, if the CSR was not constructed on the current array or
if the private key has changed since you constructed the CSR, you must import the private key. If the private key
is encrypted, also specify the passphrase.

Cisco MDS 9132T 32-Gb FC Switch Configuration

Table 18 and Table 19 list the ports utilized between the Cisco MDS 9132T 32-Gb switch and the Cisco 6454
Fabric Interconnects and Pure Storage FlashArray//C storage and FlashArray//X70 R2 production storage array
ports used dedicatedly for backup.

& We used four 32Gb FC connections from each fabric interconnect to each MDS switch, two 32Gb FC
connections from Pure Storage FlashArray//X array controller to each MDS switch and four 32Gb FC
connections from Pure Storage FlashArray//C array controller. The FlashStack//X connectivity for pro-
duction is not discussed in this document, please refer to the FlashStack VSI CVD for detailed infor-
mation.

Table 18. Cisco MDS 9132T-A Cabling Information

Local Device Local Port Connection | Remote Device Remote Port
Cisco MDS 9132T-A FC1/7 32Gb FC Pure Storage FlashArray//X 70 R2 Controller | CT0.FC8
0
FC1/8 32Gb FC Pure Storage FlashArray//X 70 R2Controller | CT1.FC8
1
FC1/29 32Gb FC Pure Storage FlashArray//C Controller O CTO.FCO
FC1/30 32Gb FC Pure Storage FlashArray//C Controller O CTO.FC1



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flashstack_vsi_fc_vmware_vsphere_70.html

Local Device Local Port Connection = Remote Device Remote Port
FC1/31 32Gb FC Pure Storage FlashArray//C Controller 1 CTO.FCO
FC1/32 32Gb FC Pure Storage FlashArray//C Controller 1 CT1.FC1
FC1/21 32Gb FC Cisco 6454 Fabric Interconnect-A FC1/1
FC1/22 32Gb FC Cisco 6454 Fabric Interconnect-A FC1/2
FC1/23 32Gb FC Cisco 6454 Fabric Interconnect-A FC1/3
FC1/24 32Gb FC Cisco 6454 Fabric Interconnect-A FC1/4

Table 19. Cisco MDS 9132T-B Cabling Information

Local Device Local Port Connection Remote Device Remote Port

Cisco MDS 9132T-A FC1/7 32Gb FC Pure Storage FlashArray//X Controller O CTO.FC9
FC1/8 32Gb FC Pure Storage FlashArray//X Controller 1 CT1.FC9
FC1/29 32Gb FC Pure Storage FlashArray//C Controller O CTO.FC2
FC1/30 32Gb FC Pure Storage FlashArray//C Controller 0 CTO.FC3
FC1/31 32Gb FC Pure Storage FlashArray//C Controller 1 CTO.FC2
FC1/32 32Gb FC Pure Storage FlashArray//C Controller 1 CT1.FC3
FC1/21 32Gb FC Cisco 6454 Fabric Interconnect-B FC1/1
FC1/22 32Gb FC Cisco 6454 Fabric Interconnect-B FC1/2
FC1/23 32Gb FC Cisco 6454 Fabric Interconnect-B FC1/3
FC1/24 32Gb FC Cisco 6454 Fabric Interconnect-B FC1/4

Configure Feature for MDS Switch A and MDS Switch B

To set feature on MDS Switches, follow these steps on both MDS switches:
1. Log in as admin user into MDS Switch A:

config terminal

feature npiv



feature telnet
feature fport-channel-trunk
switchname FlashStack-MDS-A

copy running-config startup-config

2. Log in as admin user into MDS Switch B. Repeat the steps above on MDS Switch B.

Configure Individual Ports on Switch A

To configure individual ports and port-channels for Switch A, follow these steps:
1. Log in as admin user into MDS Switch A:
2. From the global configuration mode, run the following commands:

interface fcl/7
switchport description FlashArray-CTOFC8-DP
no shutdown

exit

interface fcl/8

switchport description FlashArray-CT1FC8-DP
no shutdown

exit

interface fcl/21

switchport description AA11-FS-DP-UCS-a:1/1
channel-group 16

no shutdown

exit

interface fcl/22

switchport description AA11-FS-DP-UCS-a:1/2
channel-group 16

no shutdown

exit

interface fcl/23

switchport description AA11-FS-DP-UCS-a:1/3
channel-group 16

no shutdown

exit

interface fcl/24



switchport description AA11-FS-DP-UCS-a:1/4
channel-group 16
no shutdown

exit

interface port-channellé6

channel mode active

switchport description AAl11-FS-DP-UCS-a
switchport speed 32000

no shutdown
exit

interface fcl/29
switchport description FlashArray-C-CTOFCO
no shutdown

exit

interface fcl1/30
switchport description FlashArray-C-CTOFC1
no shutdown

exit

interface fcl/31
switchport description FlashArray-C-CT1FCO
no shutdown

exit

interface fcl/32
switchport description FlashArray-C-CT1lFC1
no shutdown

exit

Configure Individual Ports on Switch B

To configure individual ports and port-channels for Switch B, follow these steps:
1. Log in as admin user into MDS Switch B:
2. From the global configuration mode, run the following commands:

interface fcl/7

switchport description FlashArray-CTOFC9-DP



no shutdown

exit

interface fcl/8
switchport description FlashArray-CT1FC9-DP
no shutdown

exit

interface fcl/21

switchport description AA11-FS-DP-UCS-b:1/1
channel-group 16

no shutdown

exit

interface fcl/22

switchport description AA11-FS-DP-UCS-b:1/2
channel-group 16

no shutdown

exit

interface fcl/23

switchport description AA11-FS-DP-UCS-b:1/3
channel-group 16

no shutdown

exit

interface fcl/24

switchport description AA11-FS-DP-UCS-b:1/4
channel-group 16

no shutdown

exit

interface port-channellé6

channel mode active

switchport description AA11-FS-DP-UCS-b
switchport speed 32000

no shutdown
exit

interface fcl/29



switchport description FlashArray-C-CTOFC2
no shutdown

exit

interface fcl/30
switchport description FlashArray-C-CTOFC3
no shutdown

exit

interface fcl/31
switchport description FlashArray-C-CT1FC2
no shutdown

exit

interface fcl/32
switchport description FlashArray-C-CT1FC3
no shutdown

exit

Configure VSANs for MDS Switch A and MDS Switch B

To create VSANSs, follow these steps:
1. Log in as admin user into MDS Switch A. Create VSAN 102 for Backup Traffic:

config terminal

vsan database

vsan 102

vsan 102 name Backup-Fabric-A
exit

zone smart-zoning enable vsan 102
vsan database

vsan 102 interface fcl/29-32

vsan 102 interface fcl/21-24

vsan 102 interface fcl/7-8
exit

copy running-config startup-config

2. Log in as admin user into MDS Switch B. Create VSAN 202 for Backup Traffic:

config terminal
vsan database

vsan 202



vsan 202 name Backup-Fabric-B
exit

zone smart-zoning enable vsan 202
vsan database

vsan 202 interface fcl/29-32

vsan 102 interface fcl/21-24

vsan 102 interface fcl/7-8

exit

copy running-config startup-config

Gather PWWNs

To create PWWNs of FlashArray//X, FlashArray//C controller ports, and the vHBA ports of the Veeam hosts, fol-
low these steps:

1. Gather the WWPN of the FlashArray adapters using the show flogi database command on each switch and
create a spreadsheet to reference when creating device aliases on each MDS.

For MDS 9132T-A:

show flogi database
AA12-FS-9132T-1# sh flogi database

fcl/7 102 0x3a0080 52:4a:93:75:f2:e3:d5:08 52:4a3:93:75:£2:e3:d5:08
fcl/8 102 0x3a00a0 52:4a:93:75:f2:e3:d5:18 52:4a:93:75:f2:e3:d5:18
fcl/29 102 0x3a0000 52:4a:93:78:6a:50:04:00 52:4a:93:78:6a:50:04:00
fcl/30 102 0x3a0020 52:4a2:93:78:6a:50:04:01 52:4a:93:78:6a:50:04:01
fcl/31 102 0x3a0040 52:43:93:78:6a:50:04:10 52:4a2:93:78:6a:50:04:10
fcl/32 102 0x3a0060 52:4a2:93:78:6a:50:04:11 52:4a:93:78:6a:50:04:11

port-channell6 102 0x3a00c0 24:01:00:3a:9c:a4d:6e:a0 20:66:00:3a:9c:ad:6e:al
port-channell6 102 0x3a00c2 20:00:00:25:b5:2a:18:02 20:00:00:25:05:00:18:02
port-channell6 102 0x3a00c3 20:00:00:25:b5:2a:18:00 20:00:00:25:05:00:18:00
port-channell6 102 0x3a00c4 20:00:00:25:b5:2a:18:01 20:00:00:25:05:00:18:01

2. Match these values to their sources from the Purity command line output gained from a ssh connection to
the FlashArray//X70 R2 and FlashArray//C using the pureuser account:

pureuser@AAl2-FlashArray-C> pureport list

Name WWN Portal IQN NQN Failover
CTO.FCO 52:4A:93:78:6A:50:04:00 - - - -
CTO.FC1 52:4A:93:78:6A:50:04:01 - - - -
CTO.FC2 52:4A:93:78:6A:50:04:02 - - - -
CTO.FC3 52:4A:93:78:6A:50:04:03 - - - -
CT1.FCO 52:4A:93:78:6A:50:04:10 - - - -
CT1.FC1 52:4A:93:78:6A:50:04:11 - - - -



CT1.FC2
CT1.FC3

52:4A:93:78:6A:50:04:12
52:4A:93:78:6A:50:04:13

3. Match these values to the UCS Service Profile vHBA listing for each host found within Servers > Service Pro-
files > <Service Profile of Source Host> > Storage > vHBAs:

Servers | Senvice Profies | oot | Sub-Organizotions | Backup_infra_Org | Service Profile SP-C220-Flasharr_

Wiorid Wide Node Hame

wHEAS

Tofdencad FHer 4 Expor: @ Frict

Wiorkd Wi Note Name © 20:00:00:25:05:00:18:02
VR P Backupinfra_WWHN
VAV Pood Instznze @ org

Local Disk Conhiguration Policy

roct/org-Backup_Inira_Orgh

wvir-pecl-Backupinira VN

4. Record the values to be used for zoning and host mapping from MDS 9132T A and MDS 9132T B:

Table 20. PWWNs of FlashArray’s and Veeam Hosts on MDS 9132T A

Switch/Port

Description

Customer WWPN/PWWN

FC1/7

FlashArray//C - CTO.FCO

52:4A:93:75:F2:E3:D5:18

FC1/8

FlashArray//C - CTO.FC1

52:4A:93:75:F2:E3:D5:19

FC1/29

FlashArray//C - CT0.FCO

52:4A:93:78:6A:50:04:00

FC1/30

FlashArray//C - CTO.FC1

52:4A:93:78:6A:50:04:01

FC1/31

FlashArray//C - CT1.FCO

52:4A:93:78:6A:50:04:10

FC1/32

FlashArray//C - CT1.FC1

52:4A:93:78:6A:50:04:11

port-
channel16

Veeam-C220-HBA1

20:00:00:25:b5:00:18:00

port-
channel16

Veeam-C240-HBA1

20:00:00:25:b5:00:18:01

port-
channel16

Veeam-S3260-HBA1

20:00:00:25:b5:00:18:02

Create Device Aliases

Cisco MDS 9132T A

To create device aliases for Fabric A that will be used to create zones, follow this step:



1. Log in as admin user and run the following commands:

device-alias mode enhanced

device-alias database

device-alias name Veeam-C220 pwwn <Veeam-C220-wwpn>
device-alias name Veeam-C240 pwwn <Veeam-C240-wwpn>

device-alias name Veeam-S3260 pwwn <Veeam-C240-wwpn>

device-alias name FlashArray-C-CTOFCO pwwn <FlashArray-C-CTOFCO-wwpn>
device-alias name FlashArray-C-CTOFCl pwwn <FlashArray-C-CTOFCl-wwpn>
device-alias name FlashArray-C-CT1FCO pwwn <FlashArray-C-CT1FCO-wwpn>
device-alias name FlashArray-C-CT1FCl pwwn <FlashArray-C-CT1FCl-wwpn>
device-alias name FlashArray-CTOFC8-DP pwwn <FlashArray-X-CTOFC8-wwpn>
device-alias name FlashArray-CT1FC8-DP pwwn <FlashArray-X-CT1FC8-wwpn>

device-alias commit

Cisco MDS 9132T B

To create device aliases for Fabric A that will be used to create zones, follow this step:
1. Log in as admin user and run the following commands:

device-alias mode enhanced

device-alias database

device-alias name Veeam-C220 pwwn <Veeam-C220-wwpn>

device-alias name Veeam-C240 pwwn <Veeam-C240-wwpn>

device-alias name Veeam-S3260 pwwn <Veeam-C240-wwpn>

device-alias name FlashArray-C-CTOFC2 pwwn <FlashArray-C-CTOFC2-wwpn>
device-alias name FlashArray-C-CTOFC3 pwwn <FlashArray-C-CTOFC3-wwpn>
device-alias name FlashArray-C-CT1FC2 pwwn <FlashArray-C-CT1FC2-wwpn>
device-alias name FlashArray-C-CT1FC3 pwwn <FlashArray-C-CT1FC3-wwpn>
device-alias name FlashArray-CTOFC9-DP pwwn <FlashArray-X-CTOFC9-wwpn>
device-alias name FlashArray-CT1FC9-DP pwwn <FlashArray-X-CT1FC9-wwpn>

device-alias commit

Create and Configure Fiber Channel Zoning

This procedure sets up the Fibre Channel connections between the Cisco MDS 9132T 32-Gb switches, the Cis-
co UCS Fabric Interconnects, and the Pure Storage FlashArray//C system.

Cisco MDS 9132T A

To create and configure the fiber channel zoning, follow this step:

1. Log in as admin user and run the following commands:



configure terminal

zone name Veeam-Host-C220 vsan 102

member device-alias Veeam-C220 init

member device-alias FlashArray-C-CTOFCO target
member device-alias FlashArray-C-CTOFCl target
member device-alias FlashArray-C-CT1FCO target
member device-alias FlashArray-C-CT1FCl target
member device-alias FlashArray-CTOFC8-DP target
member device-alias FlashArray-CT1FC8-DP target
exit

zone name Veeam-Host-C240 vsan 102

member device-alias Veeam-C240 init

member device-alias FlashArray-CTOFC8-DP target
member device-alias FlashArray-CT1FC8-DP target
exit

zone name Veeam-Host-S3260 vsan 102

member device-alias Veeam-S3260 init

member device-alias FlashArray-CTOFC8-DP target
member device-alias FlashArray-CT1FC8-DP target
exit

zoneset name FS-Veeam-Fabric-A vsan 102

member Veeam-Host-C220

member Veeam-Host-C240

member Veeam-Host-S3260

exit

zoneset activate name FS-Veeam-Fabric-A vsan 102
show zoneset active

copy r s

Cisco MDS 9132T B

To create and configure the fiber channel zoning, follow this step:
1. Log in as admin user and run the following commands:

configure terminal

zone name Veeam-Host-C220 vsan 202

member device-alias Veeam-C220 init

member device-alias FlashArray-C-CTOFC2 target
member device-alias FlashArray-C-CTOFC3 target
member device-alias FlashArray-C-CT1FC2 target

member device-alias FlashArray-C-CT1FC3 target



member device-alias FlashArray-CTOFC9-DP target
member device-alias FlashArray-CT1FC9-DP target
exit

zone name Veeam-Host-C240 vsan 202

member device-alias Veeam-C240 1init

member device-alias FlashArray-CTOFC9-DP target
member device-alias FlashArray-CT1FC9-DP target
exit

zone name Veeam-Host-S3260 vsan 202

member device-alias Veeam-S3260 init

member device-alias FlashArray-CTOFC9-DP target
member device-alias FlashArray-CT1FC9-DP target
exit

zoneset name FS-Veeam-Fabric-A vsan 202

member Veeam-Host-C220

member Veeam-Host-C240

member Veeaam-Host-S3260

exit

zoneset activate name FS-Veeam-Fabric-B vsan 202
show zoneset active

copy r s

FlashArray Storage Configuration

This section details the following key aspects to configure Data Protection on FlashStack with Veeam:

o Configuration of Pure Storage FlashArray//C for Veeam Backup & Replication Server on C220 Rack Serv-
er. This includes creation of Boot Volume and Veeam Backup Repository on FlashArray//C. This is config-
ured on FlashArray//C web portal.

o Registration of Hosts on FlashArray//X deployed on FlashStack environment hosting virtual infrastructure.
This includes Cisco UCS S3260 Storage server, Cisco UCS C250 All Flash Rack server, and Cisco UCS
C220 Rack server. This step allows restore of Veeam backups in Direct SAN Access Mode. This is config-
ured on FlashArray//X web portal deployed in the FlashStack environment. For more details on Veeam Di-
rect SAN Access Mode, refer Data Restore in Direct SAN Access Mode

Veeam Host Registration on Pure Storage FlashArray//C

To register Veeam Host, allowing access to storage from FlashArray//C for SAN Boot, and Veeam Backup Re-
pository, follow these steps:

1. Host entries can be made from the Pure Storage Web Portal from the STORAGE tab, by selecting the + box
under Hosts appearing in the right side of the page:


https://helpcenter.veeam.com/docs/backup/vsphere/direct_san_access_writing.html?ver=110

2. After clicking the Create Host option, a pop-up will appear to create an individual host entry on the FlashAr-
ray:

Create Host

Name Veeam-Host

Personality MNone -

Create Multiple... Cancel

3. Enter the host name and click Create to add the host.

4. For the host previously created, select the host from within the STORAGE tab, and click the Host Ports tab
within the individual host view. From the Host Ports tab select the gear icon drop-down and select Configure
Fibre Channel WWNs

5. Select the PWWNs of the Veeam Host and click Add.

Host Ports ~

Port

P 20:00:00:25.B5:AA15:02 B X
¥ 20:00:00:25 65 BE:18:02 @ x
Details

CHAP Credentials

Personality

Preferred Amays

‘ﬁ This section is specific for customers using Veeam backup repository on Pure Storage FlashArray//C

Make sure the zoning has been setup to include the WWNs details of the initiators along with the target,
without which the SAN boot will not work.

‘ﬁ WWNs will appear only if the appropriate FC connections were made, and the zones were setup on the
underlying FC switch.




‘& Alternatively, the WWN can be added manually by clicking the + in the Selected WWNs section and
manually inputting the blade’s WWNs.

Create Volumes for Veeam Host

Fibre Channel Boot LUNs are mapped on the Pure Storage FlashArray//C using the assigned Initiator PWWN to
the provisioned service profiles for Cisco UCS C220 Rack Server. This information can be found within the ser-
vice profile located within the Cisco UCS Manager. To locate the PWWN within the Service profile, follow these
steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Click Servers > Service Profiles > root > Sub-Organization > Backup_Infra_Org- > SP-C220-FlashArrayC1.
3. Click vHBA.

4. From the right pane, identify the WWPN for vHBAO and vHBA1, as shown below:

Al > ( Servers | Service Profiles | root / Sub-Organizations /| Backup_infra_Org / Service Profile SP-C2... /| vHBAs )

Actions World Wide Node Name

World Wide Node Name - 20:00:00:25:85:00:18:02
WWNN Pool Backupinfra_WWNN

WWNN Pool instance

Local Disk Configuration Policy

San-Boot

VHBA If FS-Backup-A

v VHBA WHBAY

VHEBA if FS-Backup-8

. b- Organzations

To create private boot volumes for each ESXi Host, follow these steps in the Pure Storage Web Portal:
1. Click Storage > Volumes.
2. Click the + icon in the Volumes Panel.

A pop-up will appear to create a volume on the FlashArray.



3. Enter the Volume name and provisioned for the boot volume.

Create Volume

Pod or Volume Group

none

Name Veeam-BootVol
Provisioned Size 400 G -
QoS Configuration (Optional) v
Create Multiple... Cancel Create
4. Create another volume for Veeam backup repository.
Create Volume
Pod or Volume Group none
Name VeeamRepol
Provisioned Size 80 ‘ T - ‘

Create Multiple...

QoS5 Configuration (Optional) ~

5. Click Create to provision the volume to be used as backup data repository.

6. Go back to the Hosts section under the Storage tab. Click one of Veeam hosts and select the gear icon
drop-down list within the Connected Volumes tab within that host.

7. From the drop-down list, select Connect Volumes and a pop-up will appear.

8. Select the Boot and Data repository volumes created earlier and click Connect. Make sure the SAN Boot
Volumes has the LUN ID “1” since this is important while configuring Boot from SAN. You will also configure
the LUN ID as “1” when configuring Boot from SAN policy in Cisco UCS Manager.

‘& More LUNs can be connected by adding a connection to existing or new volume(s) to an existing node.




Veeam Hosts Registration on FlashArray//X 70

To configure Veeam Hosts backup targets registration (Cisco UCS C220 M5, C240 M5, and S3260 M5) to ac-
cess production storage from FlashArray//X, follow these steps:

1. Host entries can be made from the Pure Storage Web Portal from the STORAGE tab, by clicking the + box
under Hosts appearing in the right side of the page:

oS Pulicies

After clicking the Create Host option, a pop-up will appear to create an individual host entry on the FlashArray:

Create Host

Name Vee am-CPth

Personality MNone -

Create Multiple... Cancel

2. Enter the host name and Click Create to add the hosts.
3. Click the Create Host option again to create two additional hosts, the UCS C220 and UCS S3260.

o= Veeam-C220
o= \ecam-C240

o= Vecam-53260

4. For each host created, select the host from within the STORAGE tab, and click the Host Ports tab within the
individual host view. From the Host Ports tab click the gear icon drop-down list and select Configure Fibre
Channel WWNs

5. Select the PWWNs of the Veeam Hosts and click Add.



Host Ports -~ A
Port

0 20000:00:25:B5:AA18:01 & x
P 20:00:00:25:65:BE:18:01 = x
Details H
CHAP Credentials

Personality

Preferred Arrays

ﬂ Make sure the zoning has been setup to include the WWNs details of the initiators along with the target,
without which the SAN boot will not work.

‘& WWNs will appear only if the appropriate FC connections were made, and the zones were setup on the
underlying FC switch.

‘& Alternatively, the WWN can be added manually by clicking the + in the Selected WWNs section and
manually inputting the blade’s WWNs.

Map Production Volumes for Veeam Hosts

VMware datastore LUNs will be mapped to the Veeam Hosts to access production data via SAN.
To map volumes for each Veeam Host, follow these steps in the Pure Storage Web Portal:

1. Go to the Volumes section under the Storage tab. Click one of datastore volumes and click the gear icon
drop-down list within the Connected Hosts tab within that volume.

2. From the drop-down list, click Connect, and a pop-up will appear.

Connect Hosts

Available HDS‘S

O 112 0f 12 None selected
] o

-
] ocr-02
[ ocr.03
] ocr-04

) ocros

) ocr-06

[ TSR

3. Select the three Veeam hosts created to access the production data from production FlashStack and click
Connect.



PURESTORAGE Storage

Array Hosts  Volumes  Pods File Systems  Policies
@ > volumes > = InfraFC-datastore3
Storage
Size Data Reduction Unigue Snapshots Shared Systen otal
00T 94tol 1797 281G . - 79T
Connected Hosts ~ 1-3 of

Namea LUN

Install and Configure Windows OS
This section explains how to install Windows Server 2019 for the Veeam Backup and Replication Server. This
deployment guide describes three different deployments:

e Veeam on Cisco UCS S3260 Storage Server: In this deployment, Windows OS is deployed on the RAID1
volume created on the REAR SSDS of the server. In the configuration section, you can view the details
about Virtual Drive creation for Windows OS installation.

e Veeam on Cisco UCS C240 All Flash Rack Server: Similar to Cisco UCS S3260 Storage Server, Windows
OS is deployed on the RAID1 volume created on the REAR SSDS of the server.

o Veeam on Cisco UCS C220 Rack Server with Pure Storage FlashArray//C: In this configuration, Cisco UCS
C220 Rack Server provides compute with SAN Boot of the Windows OS from Pure Storage FlashArray//C.
The Veeam Backup Repository resides on Pure Storage FlashArray//C, mounted as a volume on Windows
OsS.

Install Windows OS on Cisco UCS S3260 and Cisco UCS C240 Server

To install and configure Windows 2019, follow these steps:
1. In the Navigation pane, click the Server tab.

2. From the Servers tab, expand Service Profiles > root > Sub-Organizations > Backup_Infra_Org
>SP_C240AFF1.

3. Click KVM console and select the KVM Out of Band IP.



KVM Console-Select IP Address

Service Profile denved
®) 192.168.164.101 (Outband)

4. In KVM Console, go to the Virtual Media tab and select Activate Virtual Devices.

5. From the Virtual Media tab, click MAP CD/DVD and browse to Windows 2019 Installer and Map Device.

Virtual Disk Management X
CD/DVD en_windows_...7baef4 (1).iso
Read Only

To share files/folders you can drag and drop them in the area below or in the video display
darea.

6. Reset the server and wait for the ISO image to load.

7. Install Windows 2019.



4 Windows Setup o @ |

Windows Server: 2019

Language to install: {English (United States) v

ML EERE R LIS LR EE English (United States)

Keyboard or input method: {i}S

Enter your language and other preferences and click "Next" to continue

Vicrosoft Corporation. All rights reserved

8. Click the Drive0. This drive is RAID1 config created from the two SSD in the rear of S3260 chassis and C240
All Flash rack server.



@ § Windows Setup

Where do you want to install Windows?

Name Total size Free space Type
{ 7 Drive 0 Unallocated Space 3716 GB 3716 GB
& Drive 1 Unallocated Space 375314 GB 375314 GB
449 Refresh f Delete & Eormat New

€9 Load driver i Extend

Net |

‘ﬁ The drive size shown in the figure above is specific to Cisco UCS C240 All Flash Rack Server, Drive size

would be different for Cisco UCS S3260 Storage Server.

9. Click Next and complete Windows 2019 installation.

San Boot Windows OS from Pure Storage FlashArray//C

To install Windows OS through SAN Boot from FlashArray//C, follow these steps:

1.

2.

From the Cisco UCS Manager navigation pane, click the Equipment tab.
Go to Servers > Service Profiles > root > Sub-Organizations > Backup_Infra_Org > SP-C220-FlashArrayC1

Click KVM console and click the KVM Out of Band IP.

Click Activate Virtual Devices and then select CD/DVD.




5. Mount the Windows OS ISO image.

Virtual Disk Management

CD/DVD Choose File |en_windows_...7baef4 (1).iso

Drop files/folders here

6. Reset the Server and ensure the Pure WWNs are iterated during the sever boot process.

.|_'. C
FU
PURE

LC)
PURE
PURE

Jption ROM i

@ Connected to IP: 192.168.164.103 Systemn Time: 2021-02-19T16:50

7. Continue with Windows OS Installation. On the Disk selection windows, you will see that no disk is identified
for the OS Install. At this point, you need to install the Cisco VIC Fibre Channel driver for Windows 2019.

8. Unmap the Windows ISO.



UCS KVM [

S E G

9. Map the Windows driver that can be downloaded from Cisco downloads. Ensure the Windows drivers spe-
cific to UCSM 4.1(3b) are used to install Cisco VIC drivers. The drivers can be downloaded from Cisco UCS
C Series Windows driver downloads (ucs-cxxx-drivers-windows.4.1.3b.iso)for Firmware 4.1(3b).

9 § Windows Setup ==
Where do you want to install Windows?
dam Tot: e space  Typ
Virtual Disk Management X
CD/DVD Choose File |ucs-cxxx-dri..ows.4.1.3b.iso
Read Only
Map Drive
*
od deiver To share files/folders you can drag and drop them in the area below or in the video display

. 'We couldn't find any dmy

Drop files/folders here

10. Click Select drivers and browse to the Cisco VIC Storage drivers for Windows 2019 on the drivers I1SO.


https://software.cisco.com/download/home/286318809/type/283853158/release/4.1(3b)

@ & Windows Setup
Select the driver to install
Browse for Folder -
Srowse to the driver, and then dick OKX.
= N
Network A
Seanty
v Storage
Broadcom
Cawvium
v Csco
v viC
W16
Vi 19 y
Fusioni0
HGST v
Hide drivers that
Cancel
[ Browse } TmeTaT Next

11. Click Rescan and ensure fnic drivers for Windows 2019 are identified.
@ oG Windows Setup =

Select the driver to install

Cisco VIC-FCoE Storport Miniport (D:\Storage\Cisco\VIC\W2K19\fnic2k16.inf)

[ Hide drivers that aren't compatible with this computer's hardware.

%
| Browse | Rescan | | Net |

12. Click Next and verify that the Boot volume on Pure Storage FlashArray//C is identified. Select the 400G vol-
ume identified for boot.



IO‘WW

Where do you want to install Windows?

Name Total size Free space  Type N
E'f Drive 2 Unallocated Space 4000 GB 4000 GB
e Drive 3 Partition 1 4000 GB 00MB Offline
'C:-f Drive 4 Partition 1 4000 GB 00ME Offline
C:_-# Drive 5 Partition 1 4000 GB 00MEB Offline
Q:_.'# Drive 6 Partition 1 4000 GB 00MB Offline v
44 Refresh x Delete & Format I New
€ Load driver 3 Extend

R

13. Remount the Windows OS ISO and proceed with the OS installation on Cisco UCS C220 rack server with
boot volume on FlashArray//C.

.
#fy Windows Setup i

Installing Windows

Status

Copying Windows files (0%)
Getting files ready for installation
Installing features

Installing updates

Finishing up




Update Drivers for Windows OS

The Windows drivers for Cisco VIC for Cisco UCS 4.1(3b) can be downloaded from Cisco Software Downloads.
For detailed steps on updated Cisco enic and fnic drivers, please refer the latest VIC Driver installation guide for
Cisco UCS Manager 4.0. Make sure to update the Intel chip set drivers available in the Cisco drivers for windows
for Cisco UCS 4.1(3b). When the drivers are updated, the Windows Device Manager should identify the Cisco
VIC.

ﬂ The details of this section is common to Veeam Server Deployments across Cisco UCS S3260 storage
server, Cisco UCS C240 All Flash Rack Server, and Cisco UCS C220 Rack server with Fibre Channel
connectivity to Pure Storage FlashArray//C.

% Device Manager -_ [m} X
File Action View Help
e @ Hm B

> @ IDE ATA/ATAPI controllers A
» &2 Keyboards
> [ Mice and other pointing devices
» [l Monitors
v Network adapters
I5¥ Cisco VIC Ethernet Interface )
ZF WAN Miniport (GRE)
? WAN Miniport (IKEv2)
& WAN Minipert (IP)
& WAN Miniport (IPv6)
& WAN Miniport (L2TP)
@ WAN Miniport (Network Monitor)
5 WAN Miniport (PPPOE)
& WAN Miniport (PPTP)
5 WAN Miniport (SSTP)
> @@ Ports (COM &LPT)
» = Print queues
> [ Processors
> B Software devices
v S Storage controllers
AVAGO MegaRAID SAS Adapter Ventura
Sy Cisco VIC-FCoE Storport Miniport
&u Cisco VIC-FCoE Storport Miniport
S Microsoft Multi-Path Bus Driver

S Microsoft Storage Spaces Controller
v B Suctem devirec

Configure Network for Veeam Backup Server
Adding a management network for each host configured with Veeam Backup & Replication Server is necessary
for managing the host. This network should be accessible to the following:

o vCenter Server on FlashStack

o FlashArray//X management network configured on FlashStack deployment

The Network connections for the present setup are displayed below:


https://software.cisco.com/download/home/286318809/type/283853158/release/4.1(3b)
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/os-install-guides/4-0/b_VIC_Installing_Cisco_VIC_Drivers-4-0/b_VIC_Installing_Cisco_VIC_Drivers-4-0_chapter_010.html

L)
=
&

4 & 5 Control Panel > Network and Internet > Network Connections

Organize v Disable this network device P bt

4 Ethernet Properties X
= | Ethernet
Network Networking
@ Cisco VIC Ethernet Interface - —

& Cisco VIC Ethemet Interface

This connection uses the following items:

& Client for Microsoft Networks N
93 File and Printer Sharing for Microsoft Networks

93 QoS Packet Scheduler

K2 rtemet Protocol Version 4 (TCP/IPv4) |

[J 4 Microsoft Network Adapter Multiplexor Protocol

2 Microsoft LLDP Protocol Driver

W 4 Intemet Protocol Version 6 (TCP/IPv6) v
< >

Install... Uninstall ‘ Properties
Description

Transmission Control Protocol/Intemet Protocol. The default
wide area network protocol that provides communication
across diverse interconnected networks.

OK Cancel

Multipath-10 Configuration

This section explains the key task required to configure the Windows Multipath to allow maximum Fibre Channel
throughput and protection from I/O path failures.

‘& The details of this section is common to the Veeam Backup Server Deployments across Cisco UCS
S3260 storage server, Cisco US C240 All Flash Rack Server, and Cisco UCS C220 rack server with Fibre
Channel connectivity to Pure Storage FlashArray//C.

To configure Multipath-IO, follow these steps:

1. Under Windows Server Manager Dashboard, Select Add Roles and Features:



Server Manager * Dashboard

B Local Server

#i& Al Servers T 1
i Configure this local server
W} File and Storage Services b
QUICK START
2 Add roles and features
3 Add other servers to manage
4 Create a server group
5 Connect this server to cloud services
ROLES AND SERVER GROUPS
Roles:1 | Servergroups: 1 | Servers total: 1

2. Click Next, accept the default settings, and from the Select Server Roles option, check the File and Storage

Services.
G Add Roles and Features Wizard - u] X
DESTINATION SERVER
Select server roles shecipiseioasiis

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

[BRActive Directory Certificate Serviced Lo Active Directory Certificate Services

[C] Active Directory Domain Services (ADCS) = used to create

[ Active Directory Federation Services certification authorities and related
[C] Active Directory Lightweight Directory Services role services that allow you to issue
[ Active Directory Rights Management Services and manage certificates used in 2
[T] Device Health Attestation variety of applications.

[C] DHCP Server

[C] DNS Server

[] Fax Server

[m] File and Storage Services (2 of 12 installed)

[C] Host Guardian Service

[] Hyper-v

[C] Network Controller

[C] Network Policy and Access Services

[T] Print and Document Services

[[] Remote Access

["] Remote Desktop Services

[T Volume Activation Services

[C] Web Server (IIS)

[C] Windows Deployment Services v

[ < Previous ] I Next > Install

3. Click Next and select Multipath I/O feature.



& Add Roles and Features Wizard = (m)
DESTINATION SERVER
Select features VI COURSLOTS

Before You Begin Select one or more features to install on the selected server.

Installation Type Features Description

Server Selection Enhanced Storage A Multipath /O, along with the
Failover Clustering Microsoft Device Specific Module
Group Policy Management (DSM) or a third-party DSM,

Host Guardian Hyper-V Support provides support for using multiple
1/0 Quality of Service data paths to a storage device on
1IS Hostable Web Core Windows.

Intemet Printing Client

IP Address Management (IPAM) Server
iSNS Server service

LPR Port Monitor

Management OData |IS Extension
Media Foundation

Message Queuing

Server Roles

Confirmation

MuitiPoint Connector

Network Load Balancing

Network Virtualization

Peer Name Resolution Protocol

Quality Windows Audio Video Experience

I

[ <previous | [ Next> | | instal | [ Cancel

4. Install multipath I/O feature and reboot the Windows Server.

fE Add Roles and Features Wizard - O X
Installation progress S Wovezsisrs

View installation progress

o Feature installation

Installation started on WIN-4IDU625L978

Multipath 1/0

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

iVFfrerylousiHiNex(j | | Close Il Ca;li\




5. When the server comes back online, configure the MPIO specific to Pure Storage FlashArray as detailed in
Configuring Multipath-10 for Windows Server
(https://support.purestorage.com/Solutions/Microsoft Platform Guide/Multipath-
I0 and Storage Settings/Configuring Multipath-10). Confirm proper configuration of Pure Storage FlashAr-
ray device under Windows MPIO tool.

MPIO Properties X

MPIO Devices | Discover Multi-Paths DSM Install Configuration Snapshot
i

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be specified using semi-colon as the delimiter.

To remove support for currently MPIQ'd devices, select the devices and
then dick Remove.

(" Devices: )

Device Hardware Id

PURE FlashArray =
Vendor 8Product 16

Add Remave

ni

Windows Server Disk Configuration

To configure ReFS File System on the Disk Volumes across each of the configurations, follow these steps:
1. Go to Server Manager > File and Storage Services.

2. Navigate to Volumes > Disks and select the volume with Partition type as Unknown.


https://support.purestorage.com/Solutions/Microsoft_Platform_Guide/Multipath-IO_and_Storage_Settings/Configuring_Multipath-IO
https://support.purestorage.com/Solutions/Microsoft_Platform_Guide/Multipath-IO_and_Storage_Settings/Configuring_Multipath-IO
https://support.purestorage.com/Solutions/Microsoft_Platform_Guide/Multipath-IO_and_Storage_Settings/Configuring_Multipath-IO

3. Create New Volume, Click Next until you reach Select File System settings window.

4. Select File System type is ReFS and Allocation Unit Size as 64K, shown below.

f&z; New Volume Wizard

Select file system settings

Before You Begin File system: | ReFS v|
Server and Disk ‘ :
Allocation unit size: | 64K ad]

Size

Volume label: IVeeamRepl] ]

Drive Letter or Folder

Generate short file names (not recommended)

Confirmation

applications running on client computers, but make file operations slower.

| < Previous ” Next > | Create

5. Click Next and then click Finish Creating ReFS File System.

Short file names (8 characters with 3-character extensions) are required for some 16-bit

th

The key characteristics for the disk configuration for each of the different deployments for FlashStack Protection

are described below:

e Cisco UCS S3260 Storage Server: This configuration utilizes two Rear SSD drives for boot and installation
of the Veeam Backup and Replication Server and 56 top load drives on S3260 Storage Server. RAID1 is
created across the Rear Boot drive. As detailed in the previous sections, two RAID60 volumes are created
across 28 disks each. This allows to utilize the 4G cache on each chip of the dual-chip RAID controller and
provides maximum backup throughout across a Veeam Scale-Out Backup Repository. File and Storage

Services volumes utilized in this deployment are detailed below.



VOLUMES
Servers = All volumnes | 4 total
ok piter » @ @~
Disks
Storage Pools A Volume Status  File System Labeel Provisioning  Capacity Free Space Deduplication Rate  Deduplication Savings  Percent Used
Shares 4 WIN-DNPAEVHTSTM (4)
iSCSI WhVolume(Bbif... System Reserved Fixed 540 MB —
Work Folders - Ea e -
v EP11 X8 160
k VeamREP12 Fixed 160 TE
B VeearmREP11 (\) Properties - o
VeeamREP11 (I1\)
Label: VeeamREP11
5|  DISK
M Type: Local Dusk | TASKS w | B\ on WIN-DNPAEVHTS 1M
(|| oo - Cisco UCS-53260-DRAII
1SCO
Health: Healthy Ca - 16078
Capacity: 160 T8 176,021,449,996,336 bytes
100% Allocated |
Percent used: I
W Used space: 150G 170,735,632, 384 bytes Status: Orline
Free space: 160 TE 175,850,714,365,952 bytes Bus Type: RAID
Go to Digks Overview >
iy

e Cisco UCS C240 All Flash Rack Server: The present configuration utilizes 24 front load SSDs with two
Rear SSD drives for boot and installation of the Veeam Backup and Replication Server. As detailed in the
previous sections, a single RAID6 volume is created across 24 SSDs and RAID1 across the Rear SSDs. File
and Storage Services volumes utilized in this deployment are detailed below.

3 Volume (C:\) Properties - O X
& VeeamRep1 (D:\) Properties - a X VOlU me (C \)
VeeamRep1 (D:\) Label
} b Type: Local Disk
Labet: VeeamRep1
oo File system: NTFS
Type: Local Disk
Iype Health: Healthy
File system: ReFS I
Health: Health
i i Capacity: 371GB 398,422,175,744 bytes
Capacity: 367718 40,298,939,940,864 bytes Percent used: |
Percent used: [— | B Used space: 753 GB 80,877,604,864 bytes
M Used space: 137718 15,071,822,872,576 bytes Free space: 296 GB 317,544,570,880 bytes
Free space: 229718 25,227,117,068,288 bytes
[ ok ][ cance Apply ok || cancel || nppy




e Cisco UCS C220 Rack Server with Pure Storage FlashArray//C: In this configuration, Cisco UCS C220
Rack Server provides compute and Disk Volumes are assigned on FlashArray//C connected over Fibre
Channel. File and Storage Services volumes utilized in this deployment is detailed below.

& Disk Management - m] hie

File Action View Help

s @ EE =X0 350

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
- () Simple Basic NTFS Healthy (B... 399.46 GB 3310468 83 %
== (Disk 3 partition 1)  Simple Basic Healthy (P... 102400.00 GB 102400.0... 100 %
== (Disk 4 partition 1) Simple Basic Healthy (P... 102400.00 GB 102400.0... 100 %
= System Reserved Simple Basic NTFS Healthy (5... 549 MB 150MB 27T%
w TestFX (D:) Simple Basic ReFS Healthy (P... 10239.94 GB 10178.91... 9%

ewe.. Simple Basic BefS Healthy (P.__40959.94 GB ABR3.20 125
'— VeeamRep1 (H:) Simple Basic ReFs Healthy (P... 81919.94 GB 19866.92... 24 % )

=
= Disk 0 I

Basic System Reserved (&3]
m:m GB 549 MB NTFS 399.46 GB NTFS
Online Healthy (System, Active, | Healthy (Boot, Page File, Crash Dump, Primary Partiti

Basic ‘VeeamRep1 (H:)

81919.98 GB 81919.98 GB ReFS

Online Healthy (Primary Partition)

\ _ v

W Unallocated [l Primary partition

‘& The ReFS volumes provide significantly faster synthetic full backup creation and transformation perfor-
mance, as well as reduce storage requirements and improve reliability due to Block Cloning. Even more
importantly, this functionality improves availability of backup storage by significantly reducing its load —
which results in improved backup and restore performance and enables customers to do much more
with virtual labs running on the backup storage.

Install and Configure Veeam Backup and Replication 11

This section highlights the key configuration to ensure the proper installation of Veeam on the following:

o Cisco UCS S3260 storage server

o Cisco UCS C240 All Flash Rack Server

o Cisco UCS C220 Rack Server with FlashArray//C
For detailed information about installing Veeam Backup and Replication 11, refer to Veeam Installation.
During Veeam 11 installation on Cisco UCS S3260 storage server, ensure that the Write Cache and Veeam

Guest Catalog directories are configured on C: drive or the boot drive. The Rear Boot drives are configured with
SSDs which provide lower latencies for Veeam cache.


https://helpcenter.veeam.com/docs/backup/qsg_vsphere/setup.html?ver=110

Veeam Backup & Replication Setup — %
. " - . - ]
d g 3 0
d step

Configuration settings:

Installation folder: C:\Program Files\Veeam'\Backup and Replication'. A
Write cache folder: C:\ProgramData\Veeam"Backup"\|RCache

Guest catalog folder: C:\VBRCatalog

Latalog service port: 9333

Service account: LOCAL SYSTEM

Service port: 9392

Secure connections port: 5401

RESTful API Service Port: 9419 "

(] Let me specify different settings
= =

To achieve maximum performance on Cisco UCS S3260 Storage server, create a Veeam Scale-Out Repository
across two 28 disk RAID60 disk volumes.

Name T Type Host Path Capacity Free Used Space scription
5= VeeamREP11 Windows WIN-DNPAEVH...  I\Backups 160.1 T8 156.5TB 3478 (eated by
5';-:‘- VeeamREP12 Windows WIN-DNPAEVH... J\Backups 1601 T8 156518 31478 eated by
J
Edit Scale-out Backup Repository X

Performance Tier
Select backup repositories to use as the landing zone and for the short-term retention.

Name Extents: 3
Name Add...

(B Veeamigpyi T ] .

Placement Policy
"

Capacity Tier
Summary

Click Advanced to specify additional scale-out backup repository options. Advanced

< Previous MNext > Finish Cancel




The ‘maximum concurrent task’ under the Veeam Backup Repository configuration should be unchecked and the
‘Use per-VM backup files’ is checked.

Edit Backup Repository X

Storage Compatibility Settings X

Repository
Type in path to the folder where backup files should be stored, and set repository load control opticns.

Name Location -
Path to folder g e
Server HBackups Hrzmve ¥ 3 avoidin 3 e =
Ry = Opscty <Unknown> Popuiste [C] Decompress backup file data blocks before storing

Moist Sevae e SUete Source data mover compresses data according to the backup job compression
. ‘R‘m‘ Y 5 — settings to minimize LAN traffic. Uncompressing the data before storing allows

Reden e "’_:,'9“" o ixatnd - for better deduplication ratio on most deduplicating storage appliances.

Apply () Limit maximum concurrent tasks to: |4

» This repository is backed by rotated drives

Summary ] Limit read and write data rate to: 1 Backup jobs poir ill tolerate the disag

il, and track repository

Improves backup performance for storage devices benefiting from multiple I/0

-~ This is the recor ded setting when backing up to enterprise grade
Click Advanced to customize repository settings. E liances.

< Previous Nest > Finsh Cancel I OK I | Cancel |

In all the three deployments, the Veeam Backup Proxy resides on the same compute server as Veeam Console.
The ‘Max concurrent Task’ in Veeam Backup Proxy should be equal to (total physical CPU cores available -2).
The present configuration has dual socket CPUs with 16 physical cores each. The ‘max concurrent task’ is set to
30. The maximum number of concurrent tasks depends on the number of CPU cores available in the Backup
Repository. For more information, refer to: Veeam Limitation of Concurrent Tasks

Edit VMware Proxy X

Server
Choose a server for VMware backup proxy. You can choose between any Microsoft Windows or Linux servers added to the
Managed Servers which are not assigned a VMware backup proxy role already.

WIN-DNPAEVH7STM (Backup server) v | | Add New...
Traffic Rules
Proxy description:

Apply Created by Veeam Backup & Replication

Summary

Transport mode:
IAutomatic selection l | Choose...

Connected datastores:
IAutomatic detection (recommended) l | Choose...

Max concurrent tasks:
o EHe

< Previous Net¢> |  Finsh | Cancel

In all the three deployments, the Veeam Backup Proxy resides on the same compute server as Veeam Console.
To enable Veeam backup and restore from Pure storage snapshots, the Veeam Backup Proxy server should


https://helpcenter.veeam.com/docs/backup/vsphere/limiting_tasks.html?ver=110

have access to Pure Storage FlashArray//X (part of FlashStack as backup source) and vHBA on the server
should be zoned on the Cisco MDS switch. The Veeam Backup Proxy must be registered with a WWN on the
Pure Storage array. The configuration on Pure Storage FlashArray//X is detailed below:

Storage

Hosts

@ > Hosis

Storage

Host Groups

The volumes on FlashStack with Pure Storage FlashArray//X should be visible on each of the Veeam Backup
Proxy server. This is detailed on the Windows Disk Management Tool.



 Disk Management - O X

File Action View Help

e mHEEI =XE 4 25

Volume ] Layout I Type [ File System [ Status [ Capacity ] Free S5pa... | % Free I
<) | Simple Basic NTFS Healthy (B... 44556 GB 36837GB 83 %

== (Dick 2 partition 1) Simple Basic Healthy (P... 102400.00 GB 102400.0... 100 %

== (Disk 3 partition 1) Simple Basic Healthy (P... 102400.00 GB 102400.0... 100 %

== Systemn Reserved Simple Basic NTF5 Healthy (S... 549 MB 147 MB 27 %

= VeamREP12 ()) Simple Basic ReFS Healthy (P... 163932.75 GB 160277.3... 98 %

= \/eeamREP11 (I:) Simple Basic ReFS Healthy (P... 163932.75 GB 160275.6... 98 %

=

= Disk 0 |

Basic System Reserved )

446.10 GB 549 MB NTFS 445,56 GB NTFS

Online Healthy (System, Active, || Healthy (Boot, Page File, Crash Dump, Primary Partitio

*© Disk 1 I

Unknown
10.00 GB 10.00 GB
Oﬂlineo Unallocated

"0 Disk 2

Basic
102400.00 GB 102400.00 GB
Offline @) Healthy (Primary Partition)

"0 Disk 3 I

Basic
102@.& GB 102400.00 GB
Offiine @ Healthy (Primary Partition)
\ v,
= Disk 4 e
Basic VeamREP12 (J)
163932.81 GB 163932.81 GB ReFS
Online Healthy (Primary Partition)

W Unallocated Wl Primary partition

Pure Storage Plug-In for Veeam 11

Veeam Universal Storage APl Framework offers built-in integrations with storage systems to help decrease im-
pact on the production environment and significantly improve RPOs. Pure Storage is part of the Veeam Storage
Integration Framework. Performance on the primary VMware estate when it comes to creating VMware snap-
shots, offloading this process to the storage array to then taking the backup from the storage. For more infor-

mation refer to: Snapshot Integration for Pure Storage now available for Veeam Backup & Replication

ﬁ The details of this section are common to Veeam Server Deployments across Cisco UCS S3260 storage
server, Cisco USC C240 All Flash Rack Server, and Cisco UCS C220 Rack server with Fibre Channel
connectivity to the Pure Storage FlashArray//C.

The key steps to install the Pure Storage plug-in for Veeam 11 are as follows:
1. Download the latest Pure Storage Plug-in for Veeam, version 1.2.45

2. Run the Pure Storage plug-in installer.


https://www.veeam.com/blog/pure-storage-new-framework-integration.html
https://www.veeam.com/kb2994

ﬁ Pure Storage Plug-In for Veeam Backup & Replication

Welcome to the InstallShield Wizard for Pure
N ' Storage Plug-In for Veeam Backup &
| DDN Replication

The InstallShield(R) Wizard will install Pure Storage Plug-In for
Veeam Backup & Replication on your computer. To continue,
click Next.

AVAILABILITY

for the Always-On Enterprise

WARNING: This program is protected by copyright law and
international treaties.

<Back | Next> | Cancel

3. Click Next and accept the default settings.

#F Pure Storage Plug-In for Veeam Backup & Replication - X
Installing Pure Storage Plug-In for Veeam Backup & Replication
The program features you selected are being installed.

Please wait while the InstallShield Wizard installs Pure Storage Plug-In for
Veeam Backup & Replication. This may take several minutes.

Status:
Stopping services

InstaliShield

< Back | Next> I Cancel |




4. Click Finish to complete the plug-in installation.

5 Pure Storage Plug-In for Veeam Backup & Replication X

T
o

AVAILABILITY

for the Always-On Enterprise

InstallShield Wizard Completed

The InstallShield Wizard has successfully installed Pure Storage
Plug-In for Veeam Backup & Replication. Click Finish to exit the
wizard.

<Bak [ Fnmsh | Cancel

Configure Pure Storage Integration with Veeam

'& The details of this section are common to Veeam Server Deployments across Cisco UCS S3260 storage
server, Cisco US C240 All Flash Rack Server, and Cisco UCS C220 Rack server with Fibre Channel con-
nectivity to Pure Storage FlashArray//C.

To allow storage integration of Pure Storage FlashArray//X (part of FlashStack environment) with Veeam Backup
Server, follow these steps:

1. Download the latest Pure Storage Plug-in for Veeam version 1.2.45.

2. Inthe Veeam console, go to Storage Infrastructure and click Add Storage. Select Pure Storage from the ‘Add
Storage’ popup window.


https://www.veeam.com/kb2994

Add Storage
Veeam Backup & Replication integrates with the leading primary storage arrays to enable backup and restore of individual machines, file st
snapshots of VMFS, NFS and CIFS volumes. In addition to built-in integrations, Veeam provides the Universal Storage API that allows qualifi

(t

To start using th| = c
@ Add Storage
<t Take a Snapshd Select a vendor of your primary storage system. You can see and ge all already regi d storage
=] Set up periodic on the Storage Infrastructure tab. A

that enable shor]
For evaluation pi

o Pure Storage

4, Restore Adds Pure Storage FlashArray. FC and iSCS| connectivity is supported.
== To perform are N
files or individua ; <
Please. kesp in =) Tintri IntelliFlash A
A P 124 Adds Tintri IntelliFlash (formerly Western Digital, Tegile) storage devices, Fibre Channel (FC), iSCSI and NFS i
level snapshots connectivity is supported. <
VeeamZIP.
Backup Get plug-in for another storage...
* Opens a Veeam web page where you can browse available plug-ins, and download the one from your storage
=1 enterprise Plus ¢ vendor. |

allowing for imp|

3. Enter the Management IP of Pure Storage FlashArray//X (part of FlashStack environment). Select Block or
File Storage for VMware vSphere. Click Next.

New Pure Storage Array X

Name
o Register Pure Storage array by specifying its DNS name or IP address.

I i« s

|102.16445
Credentials
Description:
VMware vSphere Created by WIN-U3IN2PGITINAdministrator at 4/15/2021 8:46 PM.
Apply
Summary Role:

[ Block or file storage for VMware vSphere
[ Block storage for Microsoft Windows servers

: < Previous Finish Cancel

4. Add Credentials of Pure FlashArray//X management.



Credentials
o Specify account with storage administrator privileges.

MName Credentials:

VMware vSphere

Apply

Summary

5. For Protocols select Fibre Channel and iSCSI. Leave the Volumes and Backup proxies to default. Click Apply.

VMware vSphere
o Specify how this storage can be accessed by VMware vSphere backup jobs.
Name Protocol to use:
Fibre Channel (FC)
Credentials iSCSI
VMarevsphere
Volumes to scan:
Apply |AII volumes | Choose...
Summary Backup proxies to use:
IAutomatic selection ‘ Choose...
Mount server:
lW'IN-UBINZPGITDI (Backup server) ~ | | Add New...
| <Previous [ Apply | Finish Cancel

6. Confirm addition of Pure Storage FlashArray//X and click Finish.



Apply
o Please wait while required operations are being performed. This may take a few minutes...

Name Message Duration
. () Starting infrastructure item update process 0:00:01
Credentials . L.
- iscovering installed packages
) [WIN-U3IN2PGJTII) Di g installed packag
VMware vSphere ) [WIN-U3IN2PGJITSI] Registering client WIN-U3IN2PGITSI for package T...

(2 [WIN-U3IN2PGJTYI] Registering client WIN-U3IN2PGITYI for package ...
_ () [WIN-U3IN2PGITYI] Discovering installed packages

() All required packages have been successfully installed

() Detecting server configuration

() Creating configuration database records for installed packages

() Creating database records for storage

Summary

< Previous | Next > I Finish | Cancel

7. Confirm the LUNs on FlashArray//X are identified for backup through storage snapshots.

System X
Name: Storage discovery Status: Success
Action type: Storage Rescan Start time:  4/15/2021 8:53:58 PM

Initiated by:  WIN-U3IN2ZPGJT9NAdministrator End time:  4/15/2021 8:55:10 PM

Log
Message Duration
() FlashArray AA12-FlashArray-X configuration refresh completed successfully 0:00:04

() Successfully determined LUNs supported for backup from storage snapshots on s...

2 Successfully determined LUNs supported for backup from storage snapshots on s...

(2 LUN Infra-FC -datastore3-StoragelLun from volume Infra-FC-datastore3 is datasto... 0:00:04
() List of VMs for datastore Backuplnfra_DS1 of host 10.2.164.110 cbtained successf...

) List of VMs on LUN Infra-FC-datastore3.VEEAM-VolumeSnap-SNP1-Infra-FC-data...  0:00:06
() FlashArray AA12-FlashArray-X rescan completed




Solution Testing and Validation

All validation testing was conducted on-site within the Cisco labs in RTP, North Carolina.

This section describes the test executed to validate the FlashStack Data Protection with Veeam on the following
platforms:

e Cisco UCS S3260 Storage Server

e Cisco UCS C240 All Flash Rack Server

e Cisco UCS C220 Rack Server with Pure Storage FlashArray//C
Functional Validation
This section details the Backup and Restore validation of Virtual Infrastructure on FlashStack environment.
Veeam Backup Validation

To backup the virtual machine on the FlashStack environment, follow these steps:

1. Verify Pure Storage FlashArray//X is configured through Veeam Storage Integration.

Storage Infrastructure Sjv Type in an object name to search for Q
4 (Z: Storage Infrastructure Name T Description
€% Pure Storage AA12-FlashArray-X Created by WIN-U3IN2PGITINAdministra...
System X
Name: Storage discovery Status: Success
Action type:  Storage Rescan Start time:  4/15/2021 8:53:58 PM

Initiated by:  WIN-U3IN2PGJT9\Administrator End time:  4/15/2021 8:55:10 PM

Log
Message Duration
) FlashArray AA12-FlashArray-X configuration refresh completed successfully 0:00:04

© Successfully determined LUNs supported for backup from storage snapshots on s...

) Successfully determined LUNs supported for backup from storage snapshots on s...

€ LUN Infra-FC-d. 3-StorageLun from vol Infra-FC-d 3 is datast 0:00:04
2 List of VMs for datastore Backupinfra_DS1 of host 10.2.164.110 obtained successf...

@ List of VMs on LUN Infra-FC-datastore3.VEEAM-VolumeSnap-SNP1-Infra-FC-data...  0:00:06
) FlashArray AA12-FlashArray-X rescan completed

Close

2. Identify the VMs on FlashStack environment, click Add.



New Backup Job

Add Objects X
Virtual Machine{
& Select virtual ma - ‘ o= )
- m as you add new Select objecs EBHEEH®
(53 2-WinVM-100G-1 A
Name (57 2-WinVM-100G-10

£33 2-WinVM-100G-11

 Vitual Machines | {52 2:WinVM-100G-12

(53 2-WinVM-100G-13

Storage =+ :
£id 2-WinVM-100G-14
Guest Processing (5 2-WinVM-100G-15
(3 2-WinVM-100G-2
Schediie (51 2-WinVM-100G-3
(53 2-WinVM-100G-4
Summary

(33 2-WinVM-100G-5
{33 2-WinVM-100G-6
£33 2-WinVM-100G-7
(33 2-WinVM-100G-8
{33 2-WinVM-100G-9
(57 2-WinVM-10GFile-Thick-1
(51 2-WinVM-10GFile-Thin-1

-*-' Type in an object name to search for Q

3. Select the Veeam Backup Repository configured on the backup target and ensure ‘Enable Backup from Stor-
age Snapshots’ is selected. This is selected by default.



Storage

Specify processing proxy server to be used for sq

a‘ m job and customize advanced job settings if requ

Name

Virtual Machines

Backup proxy:
Automatic selection

Backup repository:

' Veeam_Repo_New (Crea

Guest Processing § 4757TB free of 39.9T|
Schedule Retention policy: |7
Summary [[] Keep certain full back
GFS retention policy
[ Configure secondary
Copy backups produl
at least one copy of y
Advanced job settings in|
block size, notification s€
VMware Backup 1 Stopped
ATLY IR Darliiom n Commmndd

Advanced Settings X

Backup Maintenance Storage Notifications vSphere| Integration| Scripts

Primary storage integration
[ Enable backup from storage snapshots

Use storage snapshots (instead of VM snapshots) as the data source for thi
Job. Using storage snapshots reduces impact on the production
- z ;

ML R
L

[ Limit processed VM count per storage snapshot to [0 =]

By default, the job will process all included VMs located on the same =
datastore from a single storage snapshot.
[] Failover to standard backup

Perform standard backup from VM snapshot if backup from storage
snapshot fails.

Save As Default | ok | cance |

4. Click Next and check the option ‘Run the job when | click Finish’ and complete the backup job creation.

New Backup Job

Name

Summary

Virtual Machines
Storage
Guest Processing

Schedule

The job's settings have been saved successfully. Click Finish to exit the wizard.

Summary:

X

Source items:

[ Run the job when | click Finish

Name: FuntionalValidation-1
Target Path: E:\Backups
Type: VMware Backup

2-WinVM-100G-15 (10.2.164.110)
Command line to start the job on backup server:

“C:\Program Files\Veeam\Backup and Replication\Backup\Veeam.Backup.Manager.exe" backup
d511db5a-4ce9-4a37-964a-9048ace09d7f

| <Previous | | Hen - Finsh || Cancel |

5. When the job is started, ensure ‘Backup from Storage Snapshot’ is detailed in the Status window.



Job progress:

SUMMARY

Duration: 03:06
Processing rate: 469 MB/s
Bottleneck: Target
THROUGHPUT (LAST 5 MIN)

lame

{51 2-WinVM-100G-15

Hide Details

26%
DATA STATUS
Processed: 50.5 GB (26%) Success: 0
Read: 50.5GB Wamings: 0
Transferred: 46.9 GB (1.1x) Errors: 0

@ Creating VM snapshot

@ Collecting disk files location data

& Removing VM snapshot

© Queued for processing at 4/15/2021 9:14:49 PM

© Required backup infrastructure resources have been assigned

€ VM processing started at 4/15/2021 9:14:54 PM

© WM size: 200 GB (109.6 GB used)

© Saving [Backupinfra_DS2) 2-WinVM-100G-15/2-WinVM-100G-15.vmx
© Saving [Backuplnfra_DS2] 2-WinVM-100G-15/2-WinVM-100G-15.nvram

( @ Using backup proxy VMware Backup Proxy for retrieving Hard disk 1 data from storage snapshot on AA'IZ-FlashArray-X)

») Hard disk 1 (200 GB) 50.5 GB read at 469 MB/s [C8T]

00:00
00:00
00:11
01:59

Oof 1 VMs

Speed: 440 MB/s

oK

6. Confirm the successful completion of backup job of VMs on the FlashStack infrastructure.

Job progress: 100% 10f 1VMs
SUMMARY DATA STATUS
Duration: 05:43 Processed: 109.6 GB (100%) Success: 1 @
Processing rate: 447 MB/s Read: 1096 GB Wamings: 0
Bottleneck: Target Transferred: 1062 GB (1) Errors: 0
THROUGHPUT (ALL TIME)
Speed: 514 MB/s

Name

51 2-WinVM-100G-15

Hide Details

v

Success

1y s g

© Cresting VM snapshot

& Collecting disk files location data

& Removing VM snapshot

© Queued for processing at 4/15/2021 9:14:49 PM

€ Required backup infrastructure resources have been assigned

@ WM processing started at 4/15/2021 9:14:54 PM

© WM size: 200 GB (109.6 GB used)

@ Saving [Backuplnfra_DS2] 2-WinVM-100G-15/2-WinVM-100G-15.vmx
@ Ssving [Backupinfra_DS2] 2-WinVM-100G-15/2-WinVM-100G-15.avram
@ Using backup proxy VMware Backup Proxy for retnieving Hard disk 1 data from storage snapshot on AA12-FlashAmmay-X
© Hard dick 1 (200 GB) 109.6 G8 read at 447 MB/s [CBT]

Veeam Restore Validation

00:02
00:02
00:06

00:00
00:00
00:11
04:15

oK

To validate entire VM restore of a backup to FlashStack environment, follow these steps:

1.

From the Veeam Management console, click Restore to VMware vSphere and click Restore from Backup.



Restore
Choose whether you want to restore from backup or replica.

@ Restore from backup
D Performs restore from a backup file.

Restore from replica
|§>— Performs restore from a replica VM.

2. Click Virtual Machines and click Add VM and select From backup.

<NOT SCNEouN
Full VM Restore X | cnot schedult
Virtual Machines <not schedule

Select virtual machines to be restored. You can add individual virtual machines from backup files, or containers from live <not schedule

ER ¢ will be Iy expanded into plain VM list). <not schedult
<not schedule

R oo ot
<not schedult

[Q Type in @ VM name for instant lookup |

Restore Mode <not schedule
. . <not schedule
Secure Restore Name Size Restore point I Add... I L
| From infrastructure...
Reason From backup...
3. Select the VM backed up in the previous section.
| Full vM Restore X
Virtual Machines
Select virtual machines to be d. You can add individual virtual machines from backup files, or containers from live
i tainers will be ically expanded into plain VM list).
[Q Type in @ VM name for instant lookup |
Restore Mode
N Size Rest int Add...
Secure Restore r—ame = S ‘
[342-WinVM-100G-15 109.6 GB less than a day ago (%:14PM ... Point
Reason =
Remove
Summary S

4. Select Restore to a new location, or with different settings and click Next.



Full VM Restore X

Restore Mode
EW Specify whether selected VMs should be restored back to the original location, or to a new location or with different settings.

Virtual Machines (O Restore to the original location
Quickly initiate the restore of selected VM to its original location, with the original name and
_ settings. This option minimizes the chance of user input error.
Host ® Restore to a new location, or with different settings
Customize the restored VM location, and change its settings. The wizard will automatically populate
Resource Pool all controls with the original VM settings as the defaults.
Datastore O shas

Run the selected VM directly from backup files in the isolated Datalab to make changes to the
guest OS or applications prior to placing the VM into production environment.

Folder
Netwiork Pick proxy to use
Secure Restore
Reason
Summary
s problem, or user error. D
WArE or storage issue, or power

< Prevous | R [ concet |

5. Click Next and edit the Disk Type Settings to Thick (eager zeroed). The VM backed up was created with Thin
Disk. Restore through SAN Mode can be achieved by the following:

« Either a VM created on Thick Disk, or

o Disk Type of restore VM is selected as Thick Disk

Full VM Restore

Datastore

By default, original datastore and disk type are selected for each VM file. You can change them by selecting desired VM file, and
clicking Datastore or Disk Type. Use multi-select (Ctrl-click and Shift-click) to select multiple VMs at once.

Virtual Machines Files location:
File Size Datastore Disk type
Bitoes Modk 4+ (12-WinVM-1006-15
Host c’]-'JConﬁguration files Backuplnfra_DS2 [65.1 TB...
=T Hard disk 1 (2-Win... 200GB Backupinfra_DS2 [65.1 TB... Same as source
Resource Pool
Disk Type Settings X
Restored VM disk type:
Folder

(O same as source
Network O Thin
O Thick (lazy zeroed)

RECUE heore (® Thick (eager zeroed)
- o
Summary
Select multiple VMs to apply settings in bulk. Datastore... | | Disk Type... | ‘
[kl’mious“ Net> | | Finish Cancel | l

6. Click Next and then click Finish the restore job creation.



| Full vM Restore x
! Summary
E' Review the restore settings and click Finish to start the restore process.
| Virtual Machines Summary:
|briginal machine name: 2-WinVM-100G-15
Restore Mode New machine name: 2-WinVM-100G-15
Restore point: less than a day ago (9:14 PM Thursday 4/15/2021)
Host Target host: vm-infra-esxi-03.flashstack.com
Target resource pool: Resources
Target VM folder: v
izl Target datastore: Backuplnfra_DS2
Network mapping:
Datastore VM Network -> VM Network
Folder Secure Restore: Disabled
Proxy: Automatic selection
Network
Secure Restore
Reason
[C] Power on target VM after restoring
< Previous | Next > | Cancel

7. Monitor the progress of restore job to FlashStack environment and ensure the restore is through SAN Mode.

Restoring VM X
Name: 2-WinVM-100G-15 Status: In progress (0%)
Restore type:  Full VM Restore Start time:  4/15/2021 9:42:25 PM
Initiated by: ~ WIN-U3IN2PGJT9NAdministrator Cancel restore task

Statistics Reason Parameters L0g

Message Duration *
o Queued for processing at 4/15/2021 9:42:29 PM

(¥) Processing 2-WinVM-100G-15 0:01:04

) Required backup infrastructure resources have been assigned

(2 Locking required backup files 0:00:02

() 5 files to restore (200 GB)

() Restoring [Backuplnfra_DS2] 2-WinVM-100G-15/2-WinVM-100G-15.vmx

(v] Restoring file 2-WinVM-100G-15.nvram (264.5 KB)

(2 Registering restored VM on host: vm-infra-esxi-03.flashstack.com, pool: Resource... ~ 0:00:04

) No VM tags to restore
() Preparing for virtual disks restore 0:00:04
0 usi M Backup P f . sk | 1
(C’: Restoring Hard disk 1 (200 GB) : 1024 KB restored at 1 MB/s [san] 0:00:12 | ,
—e’

Close

8. Verify the successful restore of VM from backup to FlashStack environment.



Restoring VM X
Name: 2-WinVM-100G-15 Status: Success
Restore type:  Full VM Restore Start time:  4/15/2021 9:42:25 PM

Initiated by: ~ WIN-U3IN2PGJT9NAdministrator End time:  4/15/2021 9:46:59 PM

Statistics Reason Parameters Log

Message Duration A
& Processing 2-WinVM-100G-15 0:04:29

() Required backup infrastructure resources have been assigned

2 Locking required backup files 0:00:02

() 5 files to restore (200 GB)

v/ Restoring [Backuplnfra_DS2] 2-WinVM-100G-15/2-WinVM-100G-15.vmx

() Restoring file 2-WinVM-100G-15.nvram (264.5 KB)

() Registering restored VM on host: vm-infra-esxi-03.flashstack.com, pool: Resource...  0:00:04

) NovM tags to restore

) Preparing for virtual disks restore 0:00:04
(2 Using proxy VMware Backup Proxy for restoring disk Hard disk 1

(V] Restoring Hard disk 1 (200 GB) : 109.5 GB restored at 570 MB/s [san] 0:03:18

() Restore completed successfully v

Performance Validation

This section discusses the key performance metrics that were captured for backup and restore of virtual infra-
structure on FlashStack environment with Veeam v11. The setup was provisioned with three backup targets as
detailed below.

Cisco UCS S3260 storage server with the Veeam Server, Backup Proxy and Backup Repository are on the same
server. The two Veeam Backup Repository options tested are:

o Backup on a simple Veeam Storage Repository with RAID 60 disk volume created with 56 top load NL-
SAS 7.2 RPM drives

e Backup on Veeam Scale-Out Backup Repository with two extents configured with RAID 60 disk volume
each. These were created with 28 top load NL-SAS 7.2 RPM drives

Cisco UCS C240 All Flash Rack Server with Veeam Server, Backup Proxy and Backup Repository are on same
server.

Backup on Veeam Backup Repository with RAID6 disk volume created with 24 x 1.9 TB Enterprise Value 6G ATA
SSD.

Cisco UCS C220 Rack Server with Pure Storage FlashArray//C60 345TB as Veeam Backup Repository.

All the restores were on FlashStack environment with Pure Storage FlashArray//X R2. Entire VM restore was ex-
ecuted from Backups.



Figure 51. Performance Test Setup Details
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Some of the key features of performance test are as follows:
o Windows VMs created on FlashStack environment were provisioned with 100G Data. A Total of 30 such
VMs were created on the FlashStack environment

o To test backup and restore of a single large VM, test bed was provisioned with 1x Windows VM with 2 x
VMDK of 4 TB each with 2 TB of data in each of the VMDK

o Disk tool was utilized to create VM Data which was not compressible through Veeam
o All the backups were executed through Direct SAN mode over Fibre Channel network.

o Pure Storage plug-in for Veeam was installed on each of the Veeam Server and the Pure Storage FlashAr-
ray//X was added into the Veeam Storage Infrastructure. This allowed backup of VMs from storage snap-
shots

o Restore through San Mode was utilized

« Efficiency (compression and deduplication) of backups was measured across all the three backup infra-
structure platforms

Veeam Parallel Backup Test

The performance tests were executed for 16 and 30 parallel Veeam tasks for 16 and 30 VMs with 100G incom-
pressible data in each of the VM.

Backup throughput results across the three storage targets are shown below:



Figure 52. Veeam parallel Backup performance
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The key metrics of the results are as follows:

« Veeam processing rate was captured as the average backup throughput in GB/sec

« Total backup time is the time taken to complete parallel backup of 16 VMs and 30 VMs provisioned on the
FlashStack environment

Veeam Parallel Restore Test

The backups from Veeam were restored to the FlashStack environment. The test was executed for the ‘entire
VM restore’ of 16 and 30 VMs in parallel from backups created on each of the backup targets.

The entire VM restore results are shown below:

Figure 53. Veeam Entire VM Restore Performance
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The key metrics of the results are as follows:

¢ Restore throughput was captured from Pure Storage FlashArray//X dashboard

« Minimum backup time is the time for the first VM to complete restoration in 16 and 30 VM parallel restore
job



o« Maximum backup time is the time for the last VM to complete restoration in 16 and 30 VM parallel restore
job
« VMs were created with incompressible data, in the final results:

o Data efficiency for Veeam Backup Repositories on Cisco UCS S3260 Storage Server and C240 All Flash
Rack Server was 1x

o Data efficiency displayed on FlashArray//C dashboard for Veeam Backup Repository Volumes was 6x to
7X

Single Large VM Backup and Restore Test

The performance tests were executed to determine the backup time and backup throughput for a single large
Windows VM with 2 x VMDK of 4 TB each with 2 TB. Incompressible data was generated through Disk Tool.

Backup throughput results across the three storage targets are shown below:

Figure 54. Single Large VM Backup and Restore Performance
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Failure and Resiliency Testing
Failure testing was completed on the entire backup infrastructure. All failover and redundancy tests were con-
ducted while at least one active Veeam backup Job was running. The key test involved are as follows:
» Failure of active Cisco Fabric Interconnect
 Failure of one of the Cisco MDS Fibre Channel Switch
o Failure of one of the Cisco Nexus Switch
« Failure of one of the Pure Storage FlashArray//C controller
To minimize the impact of active path, customers are recommended to use the Fibre Channel Adapter policy as

recommended in this guide. The key results of the failure test are as follows:

e Veeam backup throughput reduction during failures was minimal. Veeam displayed reduced backup
throughout for around 5-10 sec during failure of one of the Pure Storage FlashArray//C Controller or Cisco
MDS switch.



o FlashArray//C displayed near zero IO for around 10-12 seconds during failure of one of FlashArray//C
controllers or Cisco MDS switches.



Bill of Materials

The BOM below lists the major components validated, but it is not intended to be a comprehensive list.

Line Number Part Number Description Qty
10 UCSS-S3260 Cisco UCS S3260 Storage Server Base 1
’ Chassis

1.0.1 CON-OSP-UCSS3260 SNTC 24X7X40S, Cisco UQS S$3260 1
Storage Server Base Chassis

11 UCSC-PSU1-1050W Cisco UCS 1050W AC Power Supply for 4
Rack Server
Power Cord Jumper, C13-C14

1.2 CAB-C13-C14-3M-IN Connectors, 3 Meter Length, India 4

13 CIMC-LATEST IMC SW (Recommended) latest release 1
for C-Series Servers.

14 N20-BKVM KVM local IO cable for UCS servers 1
console port

1.5 N20-BBLKD-7MM Cisco UCS 7MM SSD Blank Filler 2

16 UCSC-C3X60-BLKP Cisco UCS C3X60 Server Node blanking 1
plate

1.7 UCSC-C3X60-SBLKP Cisco UCS C3x60 SIOC blanking plate 1

1.8 UCSC-C3X60-RAIL Cisco UCS C3X60 Rack Rails Kit 1

1.9 UCSS-S3260-BBEZEL Cisco UCS S3260 Bezel 1
Cisco UCS S3260 M5 Server Node for

1.10 UCS-S3260-M5SRB Intel Scalable CPUs 1
Intel 6226R 2.9GHz/150W 16C/22MB

1.11 UCS-CPU-16226R DDR4 2933MHz 2
32GB DDR4-2933-MHz

1.12 UCS-MR-X32G2RT-H RDIMM)/2Rx4/1.2v 12

113 UCS-S3260-DRAID Cisco UCS S3260 Dual Raid based on LSI | |
3316

114 UCS-S3260-M5HS Cisco .UCS S$3260 M5 Server Node 2
HeatSink

1.15 UCS-S3260-PCISIOC Cisco UCS S3260 PCle SIOC 1

~ ~ ~ Cisco UCS VIC 1455 Quad Port 10/25G
1.16 UCSC-PCIE-C25Q-04 SFP28 CNA PCIE 1
1.17 UCSC-LP-C25-1485 Low profile bracket for VIC 1




Line Number

Part Number

Description

Cisco UCS S3260 4row of drives 56x8TB

118 UCS-S3260-56HDBA NL-SAS 7200RPM (Total 448TB) !

1.19 UCS-S3260-HD8TA 8 TB 12G SAS 7.2K RPM LFF HDD (4K) 56
Cisco UCS S3260 480G Boot SSD

1.20 UCS-S3260-G3SD48 (Micron 6G SATA) 2

20 UCSC-C220-M5SX Cisco UCS C220 M5 SFF 10 HD w/o 1

' CPU, mem, HD, PCle, PSU

SNTC 24X7X40S UCS C220 M5 SFF 10

2.0.1 CON-0OSP-C220M5SX HD w/o0 CPU, mem, HD, PCle, 1
32GB DDR4-2933-MHz

2.1 UCS-MR-X32G2RT-H RDIMM)/2Rx4/1.2v 12
Cisco UCS VIC 1457 Quad Port 10/25G

2.2 UCSC-MLOM-C25Q-04 SEP28 CNA MLOM 1

23 UCSC-PSU1-770W Cisco UCS 770W AC Power Supply for 5
Rack Server

24 CAB-C13-C14-AC Power cord, C13 to C14 (recessed 2
receptacle), 10A

25 UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 1
& M5 rack servers

26 CIMC-LATEST IMC SW (Recommended) latest release 1
for C-Series Servers.

2.7 UCS-SID-INFR-DTP Data Protection Platform 1

2.8 UCS-SID-WKL-DP Data Protection (Commvault, Veeam only) | 1

29 UCSC-BBLKD-S2 Clsco. UCS C-Series M5 SFF drive 10
blanking panel
Heat sink for UCS C220 M5 rack servers

2.10 UCSC-HS-C220M5 150W CPUs & below 2

211 UCSC-SATAIN-220M5 Cisco C220 M5 (8-drive) SATA 1
Interposer board
Intel 6226R 2.9GHz/150W 16C/22MB

2.12 UCS-CPU-16226R DDR4 2933MHz 2

3.0 UCSC-C240-M5S Cisco UCS C240 M5 8 SFF + 2 rear 1

’ drives w/o CPU,mem,HD,PCle,PS

3.0.1 CON-OSP-CC240M5S SNTC 24.X7X4OS UCS C240 M5 8 SFF + 1
2 rear drives w/o CPU,mem,

3.1 UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz 12

RDIMM/2Rx4/1.2v




Line Number

Part Number

Description

Riser 1B incl 3 PCle slots (x8, x8, x8); all

3.2 UCSC-PCI-1B-240M5 slots from CPU1T
Cisco UCS VIC 1457 Quad Port 10/25G
3.3 UCSC-MLOM-C25Q-04 SFP28 CNA MLOM
34 UCSC-PSU1-1050W Cisco UCS 1050W AC Power Supply for
Rack Server
Cabinet Jumper Power Cord, 250 VAC
3:5 CAB-C13-CBEN 10A, C14-C13 Connectors
36 UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4
& M5 rack servers
3.7 CIMC-LATEST IMC SW (Recommended) latest release
for C-Series Servers.
3.8 UCS-SID-INFR-DTP Data Protection Platform
3.9 UCS-SID-WKL-DP Data Protection (Commvault, Veeam only)
Heat sink for UCS C240 M5 rack servers
3.10 UCSC-HS-C240M5 150W CPUs & below
3.11 UCSC-PCIF-240MS5 Cisco UCS C240 M5 PCle Riser Blanking
Panel
3.12 UCSC-BBLKD-S2 CISCO. UCS C-Series M5 SFF drive
blanking panel
CerL Super Cap cable for UCSC-RAID-M5 on
3.13 CBL-SC-MR12GM52 C240 M5 Servers
Cisco UCS C240 Rear UCSC-RAID-M5
314 UCSC-RSAS-C240MS5 SAS cbl(1)kit incl,bkpInforSFF&LFF
B _ Super Cap for UCSC-RAID-M5, UCSC-
3.15 UCSC-SCAP-M5 MRAID1GB-KIT
Intel 6226R 2.9GHz/150W 16C/22MB
3.16 UCS-CPU-16226R DDR4 2933MHz
3.17 UCSC-RAID-M5 Cisco 12G Modular RAID controller with
2GB cache
318 UCS-SD19TM1X-EV 1.9TB 2.5 inch Enterprise Value 6G SATA
SSD
480GB 2.5in Enterprise Performance
319 UCS-SD480GM3X-EP 6GSATA SSD(3X endurance)
4.0 UCS-FI-6454-U Cisco UCS Fabric Interconnect 6454
4.0.1 CON-OSP-SFI6454U SNTC-24X7X40S UCS Fabric

Interconnect 6454




Line Number Part Number Description Qty

4.1 N10-MGTO017 Cisco UCS Manager v4.1 2
Cisco UCS 6332/ 6454 Power

4.2 UCS-PSU-6332-AC Supply/100-240VAC 4

43 CAB-C13-C14-AC Power cord, C13 to C14 (recessed 4
receptacle), 10A

44 UCS-ACC-6332 Cisco UCS 6'332/ 6454 Chassis 2
Accessory Kit

4.5 UCS-FAN-6332 Cisco UCS 6332/ 6454 Fan Module 8

5.0 FA-C60-FC-345TB-247/98 Pure Storage FlashArray C60-FC-345TB- 1
247/98

5.1 FA-XR2-32G-FC-SFP-SR 32G FC SFP, SW for XR2 8
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