
Alarm Management

This chapter gives a description, severity, and troubleshooting procedure for each commonly encountered
NCS 4000 alarm and condition. Sections Critical Alarms, on page 1 through NA Conditions, on page 2
provide lists of NCS 4000 alarms organized by severity. The alarms are organized alphabetically.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Table 1: Feature History

Feature DescriptionRelease InformationFeature Name

Timing and synchronization alarms
are supported on NCS 4000.

Cisco IOS XR Release 6.5.31BITS alarms

• OTN Alarm Indexes, on page 1
• Trouble Characterizations, on page 3
• Troubleshooting Alarms, on page 4

OTN Alarm Indexes
The following tables group alarms and conditions by their default severities in the OTN.

The OTN default alarm profile in some cases contains two severities for one alarm (for example, MJ/MN).
It is assumed that all the alarms are generated on working path, default severity of alarms are as given in
service affecting column. If an alarm is generated on protected path, then default severity of the alarm is
considered as non-service affecting as given in the column.

Note

• Critical Alarms, on page 1
• Major Alarms, on page 2
• NA Conditions, on page 2

Critical Alarms
The following table alphabetically lists Critical (CR) alarms.
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Table 2: Critical Alarms List

OPUk-CSF (CR)FC-REDUNDANCY-LOST (CR)

OPUk-PTIM (CR)IMPROPRMVL (CR)

OTUk-LOM (CR)LOF (CR)

RP-REDUNDANCY-LOST (CR)LOS (CR)

TIM (CR)MEA (CR)

Major Alarms
The following table alphabetically lists Major (MJ) alarms.

Table 3: Major Alarms List

GFP-LFD (MJ)EJECTOR-FLAPS-OPEN(MJ)

GFP-UP-MISMATCH (MJ)FC-REDUNDANCY-LOST (MJ)

Local Fault (MJ)FPD-NEED-UPGRADE (MJ)

ODUk-TIM-PM (MJ)FEC-MISM (MJ)

Remote Fault (MJ)GFP-CSF (MJ)

SIGLOSS (MJ)GFP-CSF (MJ)

NA Conditions
The following table alphabetically Not Alarmed (NA) conditions.

Table 4: NA Conditions List

ODUk-IAE (NA)AIS (NA)

ODUk-LCK-PM(NA)HI-LASERBIAS (NA)

ODUk-OCI-PM (NA)HI-RXPOWER (NA)

ODUk-SD-PM (NA)HI-TXPOWER (NA)

ODUk-SF-PM (NA)INSTALL-IN-PROGRESS (NA)

OTUk-BDI (NA)ISSU-IN-PROGRESS (NA)

OTUk-IAE (NA)LO-RXPOWER (NA)

OTUk-SD (NA)LO-TXPOWER (NA)

OTUk-SF (NA)ODUk-AIS-PM (NA)
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RDI (NA)ODUk-BDI-PM (NA)

SD-L (NA)ODUk-BIAE (NA)

SF-L/SF (NA)ODUk-FTFL (NA)

NR Alarms
The following table alphabetically lists Not Reported (NR) alarms.

Table 5: NR Alarms List

LICENSE-OUT-OF-COMPLIANCE (NR)LICENSE-COMM-FAIL (NR)

Trouble Characterizations
The OTN system reports trouble by utilizing standard alarm and condition characteristics, standard severities,
and graphical user interface (GUI) state indicators. These notifications are described in the following paragraphs.

The system reports trouble notifications as alarms and status or descriptive notifications (if configured to do
so) as conditions in the CTCAlarms window. Alarms typically signify a problem that the user needs to remedy,
such as a loss of signal. Conditions do not necessarily require troubleshooting.

Alarm Characteristics

The OTN system uses standard alarm entities to identify what is causing trouble. All alarms generate due to
hardware and software environment, or operator-originated problems whether or not they affect service.
Current alarms for the network, CTC session, node, or card are listed in the Alarms tab. (In addition, cleared
alarms are also found in the History tab.)

Condition Characteristics

Conditions include any problem detected on OTN. They can include standing or transient notifications. A
snapshot of all current raised, standing conditions on the network, node, or card can be retrieved in the CTC
Conditions window. (In addition, some but not all cleared conditions are also found in the History tab.)

Severity

The OTN system uses standard severities for alarms and conditions: Critical (CR), Major (MJ), Minor (MN),
Not Alarmed (NA), and Not Reported (NR). These are described below:

• A Critical (CR) alarm generally indicates severe, Service-Affecting trouble that needs immediate
correction.

• A Major (MJ) alarm is a serious alarm, but the trouble has less impact on the network.
• Minor (MN) alarms generally are those that do not affect service.
• Not Alarmed (NA) conditions are information indicators. They could or could not require troubleshooting,
as indicated in the entries.

• Not Reported (NR) conditions occur as a secondary result of another event. These conditions do not in
themselves require troubleshooting, but are to be expected in the presence of primary alarms.
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Severities can be customized for an entire network or for single nodes, from the network level down to the
port level by changing or downloading customized alarm profiles.

Service Effect

Service-Affecting (SA) alarms are those that interrupt service could be Critical (CR), Major (MJ), or Minor
(MN) severity alarms. Service-Affecting (SA) alarms indicate service is affected.

State

The Alarms or History tab State (ST) column indicate the disposition of the alarm or condition as follows:

• A raised (R) event is one that is active.
• A cleared (C) event is one that is no longer active.
• A transient (T) event is one that is automatically raised and cleared in CTC during system changes such
as user login, logout, loss of connection to node/shelf view, etc. Transient events do not require user
action.

Troubleshooting Alarms
This chapter lists the alarms alphabetically and includes some conditions commonly encountered when
troubleshooting the alarms. The severity, description, and troubleshooting procedure accompany each alarm
and condition.

When you check the status of alarms for cards, ensure that the alarm filter icon in the lower right corner of
the GUI is not indented. If it is, click it to turn it off. When you are done checking for alarms, you can click
the alarm filter icon again to turn filtering back on.

Note

When checking alarms, ensure that alarm suppression is not enabled on the card or port.Note

AIS
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

An alarm indication signal (AIS) is a maintenance signal that is sent downstream as an indication that an
upstream defect has been detected. AIS occurs if the accepted STAT information is 111.

Clear the AIS Alarm

Procedure

Step 1 Check all the alarms on the circuit.
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Step 2 Identify the root cause alarm which has triggered the AIS alarm. The alarms that could trigger the AIS alarm
are - LOF, LOS, TIM, FEC-MISM, ODUk-TIM-PM, OTUk-SF, SF-L.

Step 3 Clear the root cause alarm.

The clearing procedures for the above mentioned alarms are discussed on the subsequent pages.

• LOF -Clear the LOF Alarm, on page 13

• LOS - Clear the LOS Alarm, on page 13

• FEC-MISM - Clear the FEC MISM Alarm, on page 6

• TIM - Clear the TIM Alarm, on page 29

• ODUk-TIM-PM - Clear the ODUk TIM PM Alarm, on page 19

• OTUk-SF - Clear the OTUk SF Alarm, on page 22

• SF-L - Clear the SF-L Alarm, on page 24

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

DISK-SPACE
Default Severity:Minor ( when 80% of disk space is full) , Major ( when 90% of disk space is full) and Critical
(when 95% of disk space is full).

Logical Object: None

DISK-SPACE alarm is generated for “/misc/disk1”, “/misc/scratch”, “/var/log/”, “/” filesystems on the admin
nodes. The alarm occurs when the disk space on the file system is low with respect to the configured threshold
values.

Clear the DISK-SPACE Alarm

Procedure

Clear the unwanted files on the corresponding filesystem.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

EJECTOR-FLAPS-OPEN
Default Severity: The default severity depends on the card type.

• For route processor cards - Major, NSA (Non-service affecting)

• For line cards - Major, SA (Service affecting)
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• For fabric cards - If one FC is down/ removed, the alarm is minor and NSA; if more than one FC is down,
the alarm is major and SA.

Logical Object: EQPT

Clear the EJECTOR-FLAPS-OPEN Alarm

Procedure

For RP, remove the card and replace. For fabric cards and line cards, close the ejector flaps.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

FC-REDUNDANCY-LOST
Default Severity: Major (MJ) or Critical (CR), Non-Service-Affecting (NSA), or Service-Affecting (SA)

Logical Object: PORT

The Fabric Card Redundancy alarm occurs when one or more than one fabric card is removed.

Clear the FC-REDUNDANCY-LOST Alarm

Procedure

Either plug in 3 or all 4 fabric cards.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

FEC-MISM
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: PORT

FEC Mismatch alarm occurs when there is a FEC configuration mismatch in a span.

Clear the FEC MISM Alarm

Procedure

Step 1 Check the configured FEC type on the controller and the connected port.
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Step 2 This alarm is triggered, when the FEC type of the controller and the connected port are different. Set the same
FEC type for the controller and the connected port.

The available FEC types are:

• Disable

• Standard

• Enhanced

• Enhanced 1.4

• Enhanced 1.7

• 20% High Gain FEC

• 7% High Gain FEC

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

FPD-NEED-UPGRADE
Default Severity: Major (MJ), Non-Service-Affecting (NSA)

Logical Object: EQPT

The FPD-NEED-UPGRADE alarm is raised when one or more FPDs are not in current state and require
upgrade.

Clear the FPD Alarm

Procedure

Upgrade all the FPDs to CURRENT state. Use the upgrade hw-module location location fpd fpd-name
command.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

GFP-UP-MISMATCH
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: PORT

GFP-UP-MISMATCH alarm is raised when the accepted user payload (UPI) is different from the expected
UPI.
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Clear the GFP UP MISMATCH Alarm

Procedure

Match the AcUPI value to the expected UPI value or set GFP_SF to active.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-LASERBIAS
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

The High Laserbias alarm occurs when the laser card has reached end of life.

Clear the HI LASERBIAS Alarm

Procedure

Replace the laser card.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-RXPOWER
Default Severity: Minor (MN), Non-Service-Affecting (NSA)

Logical Object: OPTICS, PORT

The High Receive Power alarm occurs when the optical power coming into the receive fiber is too high. The
high receive power alarm threshold for CXP/CXP2 is +7.0 dBm (0xC3C6).

Clear the HI RXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.
Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation

accordingly.
Step 3 Check if the power threshold values are set, per the recommended range. See the specification of the pluggable

and set the power threshold values accordingly.
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If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-TXPOWER
Default Severity: Minor (MN), Non-Service-Affecting (NSA)

Logical Object: OPTICS, PORT

The High Transmit Power alarm occurs when the optical power coming out of the transmit fiber is too high.
The high transmit power threshold for CXP/CXP2 is +7.0dBm (0xC3C6).

Clear the HI TXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.
Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation

accordingly.
Step 3 Check if the power threshold values are set , per the recommended range. See the specification of the pluggable

and set the power threshold values accordingly.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HOLDOVER-NOT-READY
Default Severity: Minor

Logical Object: RP

HOLDOVER-NOT-READY alarm occurs when timing source has switched and the holdover time ( i.e. 6
minutes) has not elapsed.

The alarm is expected during RP Switchovers, TE Port flap, addition or deletion or flap of BITS/SYNC-E
source.

Clear the HOLDOVER-NOT-READY Alarm

Procedure

This alarm is automatically cleared by the system when timing holdover is achieved, around 6 to 7 minutes
after timing source has switched.

Any operation that can cause further timing switches should not be performed before this alarm
is cleared.

Note
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If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

IMPROPRMVL
Default Severity: Major (MJ), Non-Service-Affecting (NSA)

In case more than one fabric cards are removed from the chassis, the alarm severity changes from
Non-Service-Affecting to Service-Affecting (SA).

Default Severity (in case of SSD removal) : Minor (MN), Non-Service-Affecting (NSA)

Logical Object: EQPT, OPTICS, PORT

The Improper Removal alarm occurs under the following conditions:

• A card or pluggable is physically removed.

• An RP in a Line Card Chassis (or RPMC in a Fabric Card Chassis) is physically removed. The alarm is
raised, irrespective of the current operational state of the RP/ RPMC.

• A redundant RP/RPMC detects RP/ RPMC removal.

• An SSD is physically removed.

• An RP detects the SSD removal.

• An FC is physically removed. The alarm is raised irrespective of the current operational state of the FC.

• RP detects FC removal.

• CXP2 pluggable removal from FC in LCC/FCC node. The alarm is raised irrespective of the current
operational state of the pluggable.

• QSFP port of the NCS4K-4H-OPW-QC2 line card is configured as 10G, and the CVR-QSFP-SFP10G
adapter is inserted in to the port but the SFP+ pluggable is not inserted.

• QSFP port of the NCS4K-4H-OPW-QC2 line card is configured as 10G, and the CVR-QSFP-SFP10G
adapter and the SFP+ pluggable are not inserted.

Clear the Improper Removal Alarm

Procedure

Plug in the card or pluggable.

In case of a mutli chassis system, the RPMC and FC of the FCC should reach Operational state after they
are inserted.

Alternatively, delete the configurations performed for the card when the card or pluggable is permanently
removed.
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If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

INSTALL-IN-PROGRESS
Default Severity: Not Alarmed (NA), Non-Service-Affecting (SA)

Logical Object: SYSADMIN

The Install In Progress alarm is raised when software upgrade starts or when sysadmin ISSU starts.

Clear the INSTALL_IN_PROGRESS Alarm

Procedure

This alarm is automatically cleared by the system once the system upgrade is complete; time taken for the
upgrade is typically between 30 seconds to 3 minutes.

Human intervention is not required for clearing this alarm. Incase, the alarm is displayed for a long duration,
it is recommended to reconfigure the port.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

ISSU-IN-PROGRESS
Default Severity: Not Alarmed (NA), Non-Service-Affecting (NSA)

Logical Object: COM

The In-Service Service Upgrade In Progress alarm is raised when ISSU prepare phase starts.

Clear the ISSU-IN-PROGRESS Alarm

Procedure

ISSU-IN-PROGRESS Alarm is cleared when ISSU cleanup phase completes or if ISSU cancels.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

LICENSE-COMM-FAIL
Not Reported (NR), Non-Service-Affecting (NSA)
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This alarm is raised when the router is not able to communicate with the CSSM license cloud server. The
alarm is cleared when the communication is restored.

LICENSE-OUT-OF-COMPLIANCE
Default Severity: Not Reported (NR), Non-Service-Affecting (NSA)

This alarm is raised when the license consumption is more than the licenses that have been allocated in the
Cisco Smart Software Manager (CSSM) license cloud server. The alarm is cleared when more licenses are
purchased and updated in the CSSM license cloud server.

LO-RXPOWER
Default Severity: Minor (MN), Non-Service-Affecting (NSA)

Logical Object: OPTICS, PORT

This alarm occurs when the optical power coming into the receive fiber is too low. The low receive power
alarm threshold for CXP/ CXP2 is -11.4 dBm (0x02D4).

Clear the LO RXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.
Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation

accordingly.
Step 3 Check if the power threshold values are set , per the recommended range. See the specification of the pluggable

and set the power threshold values accordingly.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

LO-TXPOWER
Default Severity: Minor (MN), Non-Service-Affecting (SA)

Logical Object: OPTICS, PORT

This alarm occurs when the optical power coming out of the transmit fiber is too low. The low transmit power
threshold for CXP/CXP2 is -9.5 dBm (0x0462).

Clear the LO TXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.
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Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation
accordingly.

Step 3 Check if the power threshold values are set , per the recommended range. See the specification details of the
pluggable and set the power threshold values accordingly.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

LOF
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: PORT

The Loss of Frame (LOF) alarm occurs when the frame alignment process is in the out-of-frame (OOF) state
for 3 milliseconds.

Clear the LOF Alarm

Procedure

Keep the frame alignment process in the in-frame (IF) state for 3 milliseconds.

In the case the alarm still persists, check the pluggables and fiber connections for any degrade.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

LOS
Default Severity: Major (MJ), Non-Service-Affecting (NSA)

Logical Object: OPTICS, PORT

Loss of Signal (LOS) alarm occurs when:

• The output connection point is not connected to the input connection point.

• Fiber connectivity issues.

• Receive power for CXP/ CXP2 pluggable is less than -40.

Clear the LOS Alarm

Procedure

Step 1 Ensure the cable between the interface ports is connected correctly. Correct the cable connections if necessary.
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Step 2 Check for physical defects in the cable (such as cuts).
Step 3 Check the cable connectors. A reversal of the transmit and receive pairs or an open receive pair can cause

errors. If yes, swap the transmit and receive pairs.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Local Fault
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: ETHERNET

The Local Fault (LF) alarm occurs when there is a fault in the local OTN network.

Clear the Local Fault (LF) Alarm

Procedure

Step 1 Ensure there is no alarm in the provider network of the peer port. In case an alarm is present, it needs to be
cleared by following the clearing procedure for that alarm. The alarms that could trigger the LF alarm are -
LOF, LOS, FEC-MISM, ODUk-TIM-PM, OTUk-SF.

Step 2 Clear the alarm causing the LF alarm.

The clearing procedures for the above mentioned alarms are here.

• LOF -#unique_59

• LOS - #unique_60

• FEC-MISM - #unique_61

• ODUk-TIM-PM - #unique_62

• OTUk-SF - #unique_63

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

MEA
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: EQPT

The MEA alarm occurs under the following conditions:
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• The physical card inserted into a slot does not match the card type that is already provisioned for that
slot.

• A QSFP port on the NCS4K-4H-OPW-QC2 line card is configured as breakout or 40G or 100G and the
CVR-QSFP-SFP10G adapter is plugged in.

• A QSFP port on the NCS4K-4H-OPW-QC2 line card is configured as non-breakout 10G and a QSFP+
or QSFP28 is inserted.

Clear the MEA Alarm

Procedure

Either plug out the card of incorrect card type or delete the pre-configuration and reinsert the card.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-AIS-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk - AIS (Alarm Indication Signal) occurs if the accepted STAT information is 111.

Clear the ODUk AIS PM Alarm

Procedure

Identify the root cause alarm which has triggered this alarm. The alarms that could trigger the ODUk AIS PM
alarm are - LOS , LOF. Follow the recommended clearing procedure to clear these alarms.

Also, check for any hardware failure in the upstream direction of the flow where this alarm has been detected.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-BDI-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk-BDI-PM (Backward Defect Indication) alarm occurs when the BDI bit in the SM/TCMi/PM overhead
field is "1" for 5 consecutive frames.
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Clear the ODUk BDI PM Alarm

Procedure

Change the BDI bit in the SM/TCMi/PM overhead field to "0" for 5 consecutive frames.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-BIAE
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk - BIAE (Backward Incoming Alignment Error) alarm occurs if the BEI/BIAE bits in the SM/TCM
overhead field (byte 3, bits 1 to 4) are "1011" for X consecutive frames.

Clear the ODUk-BIAE Alarm

Procedure

Change the BEI/BIAE bits in the SM/TCM overhead field. It should not be equal to "1011" for 3 consecutive
frames.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-IAE
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk - IAE (Incoming Alignment Error) alarm occurs when IAE bit in the SM overhead field is "1" for 5
consecutive frames.

Clear the ODUk IAE Alarm

Procedure

Change the IAE bit in the SM overhead field to "0" for 5 consecutive frames.
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If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-LCK-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk-LCK (Locked) alarm occurs when the upstream connection is locked, and no signal is passed through.

Clear the ODUk LCK PM Alarm

Procedure

Unlock the upstream connection to pass the signal by deleting the shutdown condition (OOS, DSBLD) on
the resource or along the fiber.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-OCI-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk-OCI (Open Connection Indication) alarm occurs when the upstream signal is not connected to a trail
termination source or incase of incomplete intermediate configurations in the ODUk path. This alarm can also
occur during the ODUk path teardown, where one (or more) ODUk hardware along the path was not removed
from the configuration.

Clear the ODUk-OCI-PM Alarm

Procedure

Check for missing or incomplete configurations on the ODUk path towards the upstream direction of the
connected fiber. Complete the configurations as required.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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ODUk-SD-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

ODUk-SD-PM (Signal Degrade) alarm occurs when the quality of signal is so poor that the Bit Error Rate
(BER) on the incoming optical line passed the signal degrade threshold.

Clear the ODUk SD PM Alarm

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
necessary.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-SF-PM
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

Hardware and software both can generate ODUk-SF-PM alarm based on the summarization of TIM, LCK,
and AIS alarms.

Clear the ODUk SF PM Alarm

Procedure

ODUk SF alarm gets cleared when none of the defects, TIM, LCK or AIS exist.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

ODUk-TIM-PM
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: PORT

TIM - PM (Trail Trace Identifier Mismatch) alarm occurs when the expected TTI string does not match the
received section trace string.
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Clear the ODUk TIM PM Alarm

Procedure

Step 1 Ensure that the physical fibers are correctly configured and attached.
Step 2 Ensure the send and expected Trail Trace Identifier (TTI) configurations are correct. In case of mismatch,

configurations needs to be aligned. To set the sent and expected TTI values, use the tti [expected | send]
{ascii | dapi | hex | operator-specific | sapi } command.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OPUk-CSF
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: PORT

OPUk - CSF (Client Signal Fail) alarm occurs when the CSF bit in the OPUk PSI overhead is "1" for 3
consecutive 256-frame multiframes.

Clear the OPUk CSF Alarm

Procedure

Change the CSF bit in the OPUk PSI overhead to "0" for 3 consecutive 256-frame multiframes.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OPUk-PTIM
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: PORT

OPUk-PTIM alarm is raised when the accepted payload type (AcPT) is not equal to the expected payload
type(s) as defined by the specific adaptation function.
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Clear the OPU PTIM Alarm

Procedure

OPU PTIM alarm is cleared when the accepted payload type is equal to the expected payload type(s), as
defined by the specific adaptation function. An adaptation function may support more than one payload type.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OTUk-BDI
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

OTUk-BDI (Backward Defect Indication) alarm occurs when the BDI bit in the SM/TCMi/PM overhead field
is "1" for 5 consecutive frames.

Clear the OTUk BDI Alarm

Procedure

Change the BDI bit in the SM/TCMi/PM overhead field to "0" for 5 consecutive frames.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OTUk-IAE
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

OTUk - IAE (Incoming Alignment Error) alarm occurs when IAE bit in the SM overhead field is "1" for 5
consecutive frames.

Clear the OTUk IAE Alarm

Procedure

Change the IAE bit in the SM overhead field to "0" for 5 consecutive frames.

Alarm Management
20

Alarm Management
Clear the OPU PTIM Alarm

http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html


If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OTUk-LOM
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: PORT

LOM (Loss of Multiframe) alarm occurs when the multiframe alignment process is in the out-of-multiframe
(OOM) state for 3 milliseconds.

Clear the OTUk LOM Alarm

Procedure

Keep the multiframe alignment process in the in-multiframe (IM) state for 3 millisecond.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OTUk-SD
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

This alarm occurs when the quality of the signal is so poor that the bit error rate on the incoming optical line
has crossed the signal degrade threshold.

Clear the OTUk SD Alarm

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
required, to clear the alarm.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

OTUk-SF
Default Severity: Not Alarmed (NA), Service-Affecting (SA)
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Logical Object: PORT

Hardware and software both can generate OTUk-SF alarm based on the summarization of LOS, LOF, LOM,
and SM-TIM alarms.

Clear the OTUk SF Alarm

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
necessary, to clear the alarm.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

RDI
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

The RDI-L signal indicates to the Line Terminating Equipment that its peer LTE has detected an AIS-L (or
lower layer) defect on the signal that it (the first LTE) originated. An incoming RDI-L defect is used to derive
an RFI-L failure.

Clear the RDI Alarm

Procedure

Clear the AIS-L alarm on the peer LTE.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

RP-REDUNDANCY-LOST
Default Severity: Major (MJ), Non-Service-Affecting (NSA)

Logical Object: PORT

The Route processor Redundancy alarm occurs in one of the following conditions.

1. When the route processor (RP) is reloaded, during ISSU.

2. RP is physically removed.
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Clear the RP-REDUNDANCY-LOST Alarm

Procedure

Confirm if both the RPs are plugged in correctly and are in working condition. Once plugged in, the user will
need to wait for sometime for all the software processes to get aligned and run without issues. This may take
up to 10 minutes once the RP has been plugged or has been reloaded.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

Remote Fault (RF)
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: ETHERNET

Remote Fault (RF) alarm is always a consequent action in the upstream direction of a local fault or is the
result of loss of a signal. No fault is present at the path where the remote fault occurs; the actual fault is present
at the local fault path.

Clear the Remote Fault (RF) Alarm

Procedure

Check the downstream direction of the local fault in the network and clear the alarm using the clearing
procedure for that particular alarm. To clear the local fault, see #unique_102.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

SD-L
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

SD-L (Signal Degrade) alarm occurs when the quality of signal is so poor that the bit error rate (BER) on the
incoming optical line has crossed the signal degrade threshold.

Various factors can trigger the SD-L alarm. The factors are discussed in the clearing the alarm section, below.
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Clear the SD-L Alarm

Procedure

Step 1 Verify that the user-provisionable BER threshold is set at the expected level. To set the BER threshold, use
the threshold sd-ber command. The available range is from 5 to 9.

Step 2 Use the show controller optics command to check the power level of the line and ensure that the level is
within range.

Step 3 Use the show inventory command to get details of the optical receive levels of the pluggable and ensure
that the levels are within range.

Step 4 Clean the fibers at both ends to prevent line signal failure.
Step 5 If the problem persists, check the transmitter at the other end of the optical line and contact Cisco TAC before

replacing the same.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

SF-L
Default Severity: Not Alarmed (NA), Service-Affecting (SA)

Logical Object: PORT

Loss of Signal, Loss of Frame and AIS-L defects, and a Line BER exceeding 10-3 on an incoming OC-N are
detected as SF conditions on that line.

Clear the SF-L Alarm

Procedure

SF-L alarm gets cleared when the above mentioned condition does not exist anymore.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

SIGLOSS
Default Severity: Major (MJ), Service-Affecting (SA)

Logical Object: PORT

Signal Loss (SIGLOSS) alarm occurs when the output connection point is not connected to the input connection
point.
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Clear the SIGLOSS Alarm

Procedure

Step 1 This alarm indicates a fiber connectivity issue. Check the cable connections between the interface ports.
Step 2 Ensure that the cable has no cuts or physical anomalies.
Step 3 Check the cable connectors. A swap of the transmit and receive pair or an unconnected receive pair can trigger

this alarm.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

SSM-DUS
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Object: BITS

The Synchronization Status Message (SSM) Quality Changed to Do Not Use (DUS) condition occurs when
the synchronization status message quality level degrades to DUS or is manually changed to DUS.

The signal is often manually changed to DUS to prevent timing loops from occurring. Sending a DUS prevents
the timing from being reused in a loop. The DUS signal can also be sent for line maintenance testing.

SSM-DUS is an informational condition and does not require troubleshooting.Note

SSM-FAIL
Default Severity: Minor (MN), Non-Service Affecting (NSA)

Logical Objects: BITS

The SSM Fail alarm occurs when the synchronization status messaging received by the BITS port fails. The
problem is external to BITS ports. The BITS port is set up to receive SSM, but the timing source is not
delivering valid SSM messages.

Clear the SSM-FAIL Alarm

Procedure

Step 1 Verify that SSM is enabled on the external timing source.
Step 2 If timing is enabled, use an optical test set to determine that the external timing source is delivering SSM. For

specific procedures to use the test set equipment, consult the manufacturer.

Alarm Management
25

Alarm Management
Clear the SIGLOSS Alarm

http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html


If the condition does not clear, log into the Technical Support Website at
http://www.cisco.com/c/en/us/support/index.html for more information or call Cisco TAC (1 800 553-2447).

SSM-OFF
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Objects: BITS

The SSMOff condition applies to references used for timing the node. It occurs when the SSM for the reference
has been turned off. The BITS port is configured to receive SSM, but the timing source is not delivering SSM
messages.

Clear the SSM-OFF Alarm

Procedure

Complete the Clear the SSM-FAIL Alarm, on page 25 procedure.

If the condition does not clear, log into the Technical Support Website at
http://www.cisco.com/c/en/us/support/index.html for more information or call Cisco TAC (1 800 553-2447).

SSM-PRC
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Object: BITS

The SSM Primary Reference Clock (PRC) Traceable condition occurs when the SSM transmission level is
changed to PRC.

SSM-PRC is an informational condition and does not require troubleshooting.Note

SSM-PRS
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Object: BITS

The SSM Reserved (RES) For Network Synchronization Use condition occurs when the synchronization
message quality level is changed to RES.

SSM-PRS is an informational condition and does not require troubleshooting.Note
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SSM-SMC
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Object: BITS

The SSM SONET Minimum Clock (SMC) Traceable condition occurs when the synchronization message
quality level changes to SMC. The login node does not use the clock because the node cannot use any reference
beneath its internal level, which is ST3.

SSM-SMC is an informational condition and does not require troubleshooting.Note

SSM-ST2
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Object: BITS

The SSM Stratum 2 (ST2) Traceable condition occurs when the synchronization message quality level is
changed to ST2.

SSM-ST2 is an informational condition and does not require troubleshooting.Note

SSM-ST3
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Objects: BITS

The SSM Stratum 3 (ST3) Traceable condition occurs when the synchronization message quality level is
changed to ST3.

SSM-ST3 is an informational condition and does not require troubleshooting.Note

SSM-ST4
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Objects: BITS

The SSM Stratum 4 (ST4) Traceable condition occurs when the synchronization message quality level is
lowered to ST4. The message quality is not used because it is below ST3.

SSM-ST4 is an informational condition and does not require troubleshooting.Note
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SSM-STU
Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)

Logical Objects: BITS

The SSM Synchronization Traceability Unknown (STU) condition occurs when the reporting node is timed
to a reference that does not support SSM, but the transmitting node has SSM support enabled. STU can also
occur if the timing source is sending out SSM messages but SSM is not enabled on the receiving node.

SSM-STU is an informational condition and does not require troubleshooting.Note

TCA
Default Severity: Not Alarmed (NA) and Non-Service-Affecting (SA).

Logical Object: PORT

Threshold Cross Alert (TCA) alarm occurs when the Performance Monitoring (PM) counters cross the
predefined threshold values. These PM counters are recorded in buckets of different lifetime like 15 minutes
bucket or 24 hour bucket. TCA alarms can be viewed on following user interfaces:

• CTC : In the CTC conditions pane.

• TL1 : In the RTRV-COND-ALL/<MOD2> command output.

• CLI : In the show alarms brief system conditions command output.

Clear the TCA Alarm

Procedure

This alarm is automatically cleared by the system, when the TCA alarm bucket expires.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

TE-LOS
Default Severity: Critical.

Logical Object: TE PORT

TE-LOS alarm occurs when there is signal loss at the TE port .
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Clear the TE-LOS Alarm

Procedure

Step 1 Check the physical TE port connections.
Step 2 Verify that the TE port status is not ADMIN-DOWN.
Step 3 Verify the TE port configuration.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TE-PORT-UNAVAILABLE
Default Severity: Major ( when only BACKUP TE-PORT is down) and Critical ( when both PRIMARY TE
port and BACKUP TE-port are down)

Logical Object: ECU0

TE-PORT-UNAVAILABLE alarm occurs when the physical TE port is unavailable or is not connected.

Clear the TE-PORT-UNAVAILABLE Alarm

Procedure

This alarm indicates connectivity issue. Check the connections between TE ports.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIM
Default Severity: Critical (CR), Service-Affecting (SA)

Logical Object: PORT

Trail Trace Identifier Mismatch (TIM) alarm occurs when the expected TTI string does not match the received
TTI trace string. Section Trace Mode must be set to manual for this alarm to occur.

Clear the TIM Alarm

Procedure

Step 1 Ensure that the physical fibers are correctly configured and properly connected.
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Step 2 Ensure the send and expected Trail Trace Identifier (TTI) configurations are correct. In case of mismatch,
configurations needs to be aligned. To set the sent and expected TTI values, use the tti [expected | send]
{ascii | dapi | hex | operator-specific | sapi } command.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-FPGA-SEU
Default Severity: Critical.

Logical Object: None

TIMING-FPGA-single error upset alarm.

Clear the TIMING-FPGA-SEU Alarm

Procedure

This alarm is automatically cleared by the system, when the Timing-FPGA is upgraded to latest supported
version.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-ISOLATED-RACK
Default Severity: Critical.

Logical Object: ECU0

TIMING-ISOLATED-RACK alarm occurs when all the TE ports on a rack are down, causing isolation from
timing perspective from all other racks in the MC system.

Clear the TIMING-ISOLATED-RACK Alarm

Procedure

Step 1 Verify that the isolated node is expected as per the topology.
Step 2 Check the physical TE port connections.
Step 3 Check the physical connections between the nodes.

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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TIMING-LOAD-ERROR
Default Severity: Critical.

Logical Object: None

TIMING-LOAD-ERROR alarm occurs when the loading of firmware image on Timing-FPGA fails.

Clear the TIMING-LOAD-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.
Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module

location all fpd <fpd-name> command.
Step 3 Reload the LC using hw-module location <LC location> reload command.

Perform LC reload only if reload is required to complete the FPD upgrade.Note

Reload is traffic impacting operation and should be carried in planned maintenance window.Note

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-PCI-ERROR
Default Severity: Critical.

Logical Object: None

TIMING-PCI-ERROR alarm occurs when communication with the Timing-FPGA is lost because of PCI
error.

Clear the TIMING-PCI-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.
Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module

location all fpd <fpd-name> command.
Step 3 Reload the LC using hw-module location <LC location> reload command.

Perform LC reload only if reload is required to complete the FPD upgrade.Note

Reload is traffic impacting operation and should be carried in planned maintenance window.Note
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If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-PLL-VAL-ERROR
Default Severity: Critical.

Logical Object: None

TIMING-PLL-VAL-ERROR alarm occurs when the Timing-PLL version check has failed.

Clear the TIMING-PLL-VAL-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.
Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module

location all fpd <fpd-name> command.
Step 3 Reload the LC using hw-module location <LC location> reload command.

Perform LC reload only if reload is required to complete the FPD upgrade.Note

Reload is traffic impacting operation and should be carried in planned maintenance window.Note

If the condition does not clear, log into the Technical SupportWebsite at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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