afran]n
CISCO.

[ ]
g
-
=
(1
H-
.-
z
(-1
(1
i
&

Alarms Troubleshooting Guide for Cisco NCS 4000 Series

First Published: 2013-11-25
Last Modified: 2023-03-21

Americas Headquarters
Cisco Systems, Inc.
170 West Tasman Drive
San Jose, CA 95134-1706
USA
http://www.cisco.com
Tel: 408 526-4000
800 553-NETS (6387)
Fax: 408 527-0883



THE SPECIFICATIONS AND INFORMATION REGARDING THE PRODUCTS IN THIS MANUAL ARE SUBJECT TO CHANGE WITHOUT NOTICE. ALL STATEMENTS,
INFORMATION, AND RECOMMENDATIONS IN THIS MANUAL ARE BELIEVED TO BE ACCURATE BUT ARE PRESENTED WITHOUT WARRANTY OF ANY KIND,
EXPRESS OR IMPLIED. USERS MUST TAKE FULL RESPONSIBILITY FOR THEIR APPLICATION OF ANY PRODUCTS.

THE SOFTWARE LICENSE AND LIMITED WARRANTY FOR THE ACCOMPANYING PRODUCT ARE SET FORTH IN THE INFORMATION PACKET THAT SHIPPED WITH
THE PRODUCT AND ARE INCORPORATED HEREIN BY THIS REFERENCE. IF YOU ARE UNABLE TO LOCATE THE SOFTWARE LICENSE OR LIMITED WARRANTY,
CONTACT YOUR CISCO REPRESENTATIVE FOR A COPY.

The following information is for FCC compliance of Class A devices: This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to part 15
of the FCC rules. These limits are designed to provide reasonable protection against harmful interference when the equipment is operated in a commercial environment. This equipment
generates, uses, and can radiate radio-frequency energy and, if not installed and used in accordance with the instruction manual, may cause harmful interference to radio communications.
Operation of this equipment in a residential area is likely to cause harmful interference, in which case users will be required to correct the interference at their own expense.

The following information is for FCC compliance of Class B devices: This equipment has been tested and found to comply with the limits for a Class B digital device, pursuant to part 15 of
the FCC rules. These limits are designed to provide reasonable protection against harmful interference in a residential installation. This equipment generates, uses and can radiate radio
frequency energy and, if not installed and used in accordance with the instructions, may cause harmful interference to radio communications. However, there is no guarantee that interference
will not occur in a particular installation. If the equipment causes interference to radio or television reception, which can be determined by turning the equipment off and on, users are
encouraged to try to correct the interference by using one or more of the following measures:

« Reorient or relocate the receiving antenna.
« Increase the separation between the equipment and receiver.
« Connect the equipment into an outlet on a circuit different from that to which the receiver is connected.

« Consult the dealer or an experienced radio/TV technician for help.

Modifications to this product not authorized by Cisco could void the FCC approval and negate your authority to operate the product.

The Cisco implementation of TCP header compression is an adaptation of a program developed by the University of California, Berkeley (UCB) as part of UCB’s public domain version of
the UNIX operating system. All rights reserved. Copyright © 1981, Regents of the University of California.

NOTWITHSTANDING ANY OTHER WARRANTY HEREIN, ALL DOCUMENT FILES AND SOFTWARE OF THESE SUPPLIERS ARE PROVIDED "AS IS" WITH ALL FAULTS.
CISCO AND THE ABOVE-NAMED SUPPLIERS DISCLAIM ALL WARRANTIES, EXPRESSED OR IMPLIED, INCLUDING, WITHOUT LIMITATION, THOSE OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING, USAGE, OR TRADE PRACTICE.

IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT
LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THIS MANUAL, EVEN IF CISCO OR ITS SUPPLIERS
HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Any Internet Protocol (IP) addresses and phone numbers used in this document are not intended to be actual addresses and phone numbers. Any examples, command display output, network
topology diagrams, and other figures included in the document are shown for illustrative purposes only. Any use of actual IP addresses or phone numbers in illustrative content is unintentional
and coincidental.

All printed copies and duplicate soft copies of this document are considered uncontrolled. See the current online version for the latest version.
Cisco has more than 200 offices worldwide. Addresses and phone numbers are listed on the Cisco website at www.cisco.com/go/offices.

The documentation set for this product strives to use bias-free language. For purposes of this documentation set, bias-free is defined as language that does not imply discrimination based on
age, disability, gender, racial identity, ethnic identity, sexual orientation, socioeconomic status, and intersectionality. Exceptions may be present in the documentation due to language that
is hardcoded in the user interfaces of the product software, language used based on standards documentation, or language that is used by a referenced third-party product.

Cisco and the Cisco logo are trademarks or registered trademarks of Cisco and/or its affiliates in the U.S. and other countries. To view a list of Cisco trademarks, go to this URL:
https://www.cisco.com/c/en/us/about/legal/trademarks.html. Third-party trademarks mentioned are the property of their respective owners. The use of the word partner does not imply a
partnership relationship between Cisco and any other company. (1721R)

©2021 Cisco Systems, Inc. All rights reserved.


https://www.cisco.com/c/en/us/about/legal/trademarks.html

CONTENTS

Introduction ?

PREFACE Preface ix

Document Objectives ix
Audience ix
Document Conventions  ix

Communications, Services, and Additional Information xv

CHAPTER 1 Alarm Management 1
OTN Alarm Indexes 1
Critical Alarms 1
Major Alarms 2
NA Conditions 2
NR Alarms 3
Trouble Characterizations 3
Troubleshooting Alarms 4
AIS 4
Clear the AIS Alarm 4
DISK-SPACE 5
Clear the DISK-SPACE Alarm 5
EJECTOR-FLAPS-OPEN 5
Clear the EJECTOR-FLAPS-OPEN Alarm 6
FC-REDUNDANCY-LOST 6
Clear the FC-REDUNDANCY-LOST Alarm 6
FEC-MISM 6
Clear the FEC MISM Alarm 6

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .



. Contents

FPD-NEED-UPGRADE 17

Clear the FPD Alarm 7
GFP-UP-MISMATCH 7

Clear the GFP UP MISMATCH Alarm 8
HI-LASERBIAS 8

Clear the HI LASERBIAS Alarm 8
HI-RXPOWER 8

Clear the H RXPOWER Alarm 8
HI-TXPOWER 9

Clear the HI TXPOWER Alarm 9
HOLDOVER-NOT-READY 9

Clear the HOLDOVER-NOT-READY Alarm 9
IMPROPRMVL 10

Clear the Improper Removal Alarm 10
INSTALL-IN-PROGRESS 11

Clear the INSTALL IN PROGRESS Alarm 11
ISSU-IN-PROGRESS 11

Clear the ISSU-IN-PROGRESS Alarm 11
LICENSE-COMM-FAIL 1
LICENSE-OUT-OF-COMPLIANCE 12
LO-RXPOWER 12

Clear the LO RXPOWER Alarm 12
LO-TXPOWER 12

Clear the LO TXPOWER Alarm 12
LOF 13

Clear the LOF Alarm 13
LOS 13

Clear the LOS Alarm 13
Local Fault 14

Clear the Local Fault (LF) Alarm 14
MEA 14

Clear the MEA Alarm 15
ODUK-AIS-PM 15

Clear the ODUk AIS PM Alarm 15

. Alarms Troubleshooting Guide for Cisco NCS 4000 Series



Contents .

ODUk-BDI-PM 15

Clear the ODUk BDI PM Alarm 16
ODUK-BIAE 16

Clear the ODUk-BIAE Alarm 16
ODUK-IAE 16

Clear the ODUk TIAE Alarm 16
ODUK-LCK-PM 17

Clear the ODUk LCK PM Alarm 17
ODUk-OCI-PM 17

Clear the ODUk-OCI-PM Alarm 17
ODUk-SD-PM 18

Clear the ODUk SD PM Alarm 18
ODUk-SF-PM 18

Clear the ODUk SF PM Alarm 18
ODUk-TIM-PM 18

Clear the ODUk TIM PM Alarm 19
OPUKk-CSF 19

Clear the OPUk CSF Alarm 19
OPUk-PTIM 19

Clear the OPU PTIM Alarm 20
OTUk-BDI 20

Clear the OTUk BDI Alarm 20
OTUK-IAE 20

Clear the OTUk IAE Alarm 20
OTUkK-LOM 21

Clear the OTUk LOM Alarm 21
OTUk-SD 21

Clear the OTUk SD Alarm 21
OTUk-SF 21

Clear the OTUk SF Alarm 22
RDI 22

Clear the RDI Alarm 22
RP-REDUNDANCY-LOST 22

Clear the RP-REDUNDANCY-LOST Alarm 23

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .



. Contents

Remote Fault (RF) 23

Clear the Remote Fault (RF) Alarm 23
SD-L 23

Clear the SD-L Alarm 24
SF-L 24

Clear the SF-L Alarm 24
SIGLOSS 24

Clear the SIGLOSS Alarm 25
SSM-DUS 25
SSM-FAIL 25

Clear the SSM-FAIL Alarm 25
SSM-OFF 26

Clear the SSM-OFF Alarm 26
SSM-PRC 26
SSM-PRS 26
SSM-SMC 27
SSM-ST2 27
SSM-ST3 27
SSM-ST4 27
SSM-STU 28
TCA 28

Clear the TCA Alarm 28
TE-LOS 28

Clear the TE-LOS Alarm 29
TE-PORT-UNAVAILABLE 29

Clear the TE-PORT-UNAVAILABLE Alarm 29
TIM 29

Clear the TIM Alarm 29
TIMING-FPGA-SEU 30

Clear the TIMING-FPGA-SEU Alarm 30
TIMING-ISOLATED-RACK 30

Clear the TIMING-ISOLATED-RACK Alarm 30
TIMING-LOAD-ERROR 31

Clear the TIMING-LOAD-ERROR Alarm 31

. Alarms Troubleshooting Guide for Cisco NCS 4000 Series



Contents .

TIMING-PCI-ERROR 31

Clear the TIMING-PCI-ERROR Alarm 31
TIMING-PLL-VAL-ERROR 32

Clear the TIMING-PLL-VAL-ERROR Alarm 32

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .



. Contents

. Alarms Troubleshooting Guide for Cisco NCS 4000 Series



Preface

This section explains the objectives, intended audience, and conventions of this publication and describes the
conventions that convey instructions and other information.

* Document Objectives, on page ix

* Audience, on page ix

* Document Conventions , on page ix

» Communications, Services, and Additional Information, on page xv

Document Objectives

Audience

This document provides information on how to troubleshoot the various NCS 4000 series router alarms.

To use this publication, you should be familiar with Cisco or equivalent optical transmission hardware and
cabling, telecommunications hardware and cabling, electronic circuitry and wiring practices, and preferably
have experience as a telecommunications technician.

Document Conventions

This document uses the following conventions:

Convention Description

~ or Ctrl Both the  symbol and Ctrl represent the Control (Ctrl) key on a keyboard.
For example, the key combination D or Ctrl-D means that you hold
down the Control key while you press the D key. (Keys are indicated in
capital letters but are not case sensitive.)

bold font Commands and keywords and user-entered text appear in bold font.

Italic font Document titles, new or emphasized terms, and arguments for which you
supply values are in italic font.

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .
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Convention

Description

Courier font

Terminal sessions and information the system displays appear in courier
font.

Bold Courier font

Bold Courier font indicates text that the user must enter.

(x]

Elements in square brackets are optional.

An ellipsis (three consecutive nonbolded periods without spaces) after a
syntax element indicates that the element can be repeated.

A vertical line, called a pipe, indicates a choice within a set of keywords
or arguments.

[x]y]

Optional alternative keywords are grouped in brackets and separated by
vertical bars.

x|y}

Required alternative keywords are grouped in braces and separated by
vertical bars.

[x {y[z}]

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.

string

A nonquoted set of characters. Do not use quotation marks around the
string or the string will include the quotation marks.

Nonprinting characters such as passwords are in angle brackets.

Default responses to system prompts are in square brackets.

An exclamation point (!) or a pound sign (#) at the beginning of a line of
code indicates a comment line.

IMPORTANT SAFETY INSTRUCTIONS

This warning symbol means danger. You are in a situation that could
cause bodily injury. Before you work on any equipment, be aware of the
hazards involved with electrical circuitry and be familiar with standard
practices for preventing accidents. Use the statement number provided
at the end of each warning to locate its translation in the translated safety
warnings that accompanied this device. Statement 1071

SAVE THESE INSTRUCTIONS

. Alarms Troubleshooting Guide for Cisco NCS 4000 Series
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Waarschuwing

Varoitus

Attention

Warnung
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BELANGRIJKE VEILIGHEIDSINSTRUCTIES

Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie
die lichamelijk letsel kan veroorzaken. Voordat u aan enige apparatuur
gaat werken, dient u zich bewust te zijn van de bij elektrische schakelingen
betrokken risico's en dient u op de hoogte te zijn van de standaard
praktijken om ongelukken te voorkomen. Gebruik het nummer van de
verklaring onderaan de waarschuwing als u een vertaling van de
waarschuwing die bij het apparaat wordt geleverd, wilt raadplegen.

BEWAAR DEZE INSTRUCTIES
TARKEITA TURVALLISUUSOHJEITA

Tama varoitusmerkki merkitsee vaaraa. Tilanne voi aiheuttaa ruumiillisia
vammoja. Ennen kuin késittelet laitteistoa, huomioi sdhkopiirien
kasittelemiseen liittyvat riskit ja tutustu onnettomuuksien yleisiin
ehkaisytapoihin. Turvallisuusvaroitusten kaanndkset l16ytyvat laitteen
mukana toimitettujen kaannettyjen turvallisuusvaroitusten joukosta
varoitusten lopussa nakyvien lausuntonumeroiden avulla.

SAILYTA NAMA OHJEET
IMPORTANTES INFORMATIONS DE SECURITE

Ce symbole d'avertissement indique un danger. Vous vous trouvez dans
une situation pouvant entrainer des blessures ou des dommages corporels.
Avant de travailler sur un équipement, soyez conscient des dangers liés
aux circuits électriques et familiarisez-vous avec les procédures
couramment utilisées pour éviter les accidents. Pour prendre connaissance
des traductions des avertissements figurant dans les consignes de sécurité
traduites qui accompagnent cet appareil, référez-vous au numéro de
I'instruction situé a la fin de chaque avertissement.

CONSERVEZ CES INFORMATIONS
WICHTIGE SICHERHEITSHINWEISE

Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation,
die zu Verletzungen filhren kann. Machen Sie sich vor der Arbeit mit
Geraten mit den Gefahren elektrischer Schaltungen und den tblichen
Verfahren zur Vorbeugung vor Unféllen vertraut. Suchen Sie mit der am
Ende jeder Warnung angegebenen Anweisungsnummer nach der
jeweiligen Ubersetzung in den (ibersetzten Sicherheitshinweisen, die
zusammen mit diesem Gerét ausgeliefert wurden.

BEWAHREN SIE DIESE HINWEISE GUT AUF.
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IMPORTANTI ISTRUZIONI SULLA SICUREZZA

Questo simbolo di avvertenza indica un pericolo. La situazione potrebbe
causare infortuni alle persone. Prima di intervenire su qualsiasi
apparecchiatura, occorre essere al corrente dei pericoli relativi ai circuiti
elettrici e conoscere le procedure standard per la prevenzione di incidenti.
Utilizzare il numero di istruzione presente alla fine di ciascuna avvertenza
per individuare le traduzioni delle avvertenze riportate in questo
documento.

CONSERVARE QUESTE ISTRUZIONI
VIKTIGE SIKKERHETSINSTRUKSJONER

Dette advarselssymbolet betyr fare. Du er i en situasjon som kan fare til
skade pa person. Fgr du begynner & arbeide med noe av utstyret, ma du
veere oppmerksom pa farene forbundet med elektriske kretser, og kjenne
til standardprosedyrer for & forhindre ulykker. Bruk nummeret i slutten
av hver advarsel for & finne oversettelsen i de oversatte
sikkerhetsadvarslene som fulgte med denne enheten.

TA VARE PA DISSE INSTRUKSJONENE
INSTRUCOES IMPORTANTES DE SEGURANCA

Este simbolo de aviso significa perigo. Vocé esta em uma situacdo que
podera ser causadora de lesGes corporais. Antes de iniciar a utilizagdo de
qualquer equipamento, tenha conhecimento dos perigos envolvidos no
manuseio de circuitos elétricos e familiarize-se com as praticas habituais
de prevengdo de acidentes. Utilize 0 nimero da instrucédo fornecido ao
final de cada aviso para localizar sua traduc¢éo nos avisos de seguranca
traduzidos que acompanham este dispositivo.

GUARDE ESTAS INSTRUCOES
INSTRUCCIONES IMPORTANTES DE SEGURIDAD

Este simbolo de aviso indica peligro. Existe riesgo para su integridad
fisica. Antes de manipular cualquier equipo, considere los riesgos de la
corriente eléctrica y familiaricese con los procedimientos estandar de
prevencion de accidentes. Al final de cada advertencia encontrara el
namero que le ayudard a encontrar el texto traducido en el apartado de
traducciones que acompafia a este dispositivo.

GUARDE ESTAS INSTRUCCIONES

VIKTIGA SAKERHETSANVISNINGAR

Denna varningssignal signalerar fara. Du befinner dig i en situation som
kan leda till personskada. Innan du utfor arbete pa nagon utrustning
maéste du vara medveten om farorna med elkretsar och kanna till vanliga
forfaranden for att forebygga olyckor. Anvand det nummer som finns i
slutet av varje varning for att hitta dess dversattning i de dversatta
sakerhetsvarningar som medféljer denna anordning.

SPARA DESSA ANVISNINGAR
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FONTOS BIZTONSAGI ELOIRASOK

Ez a figyelmezeto jel veszélyre utal. Sériilésveszélyt rejto helyzetben van. Mielott
barmely berendezésen munkat végezte, legyen figyelemmel az elektromos aramkorok
okozta kockazatokra, és ismerkedjen meg a szokasos balesetvédelmi eljarasokkal.

A kiadvanyban szereplo figyelmeztetések forditdsa a késziilékhez mellékelt biztonsagi
figyelmeztetések koz6tt taldlhato; a forditas az egyes figyelmeztetések végén lathato
szam alapjan keresheto meg.

ORIZZE MEG EZEKET AZ UTASITASOKAT!
BAXHbIE MHCTPYKLIMMX NO COBNIOAEHNKO TEXHUKU BE3OMACHOCTU

JTOT CUMBON NpeAynpexaeHNA 0603HaYaeT oNacHOCThL. To eCTh MMEeT MeCTo CUTyauus, B
KOTOPO¥ crieAyeT onacaThCA TenecHbIX noBpexaeHuit. Mepen akcnnyaraunei o6opyaoBaHUsA
BbISICHMTE, KAKMM ONMAacHOCTAAM MOXET NoJABepPraTbCs Nonb3oBaTenb NPU UCMONb30BaHUMN
3NEKTPUHECKUX Lienei, U 03HaKOMbTECH C NpaBUNIaMK TEXHMKM Ge3onacHocTy ans
npeAocTBpPaLieHUA BO3MOXHBIX HeCHACTHLIX Cny4yaes. Bocnonb3yiTech HOMEpOM 3aaBneHus,
NpUBeAEHHbLIM B KOHLE KaXA0ro npeaynpexaeHus, 4Tobbl HaiTH ero nepeBeieHHLIA BapuaHT
B nepeBoje npeaynpexaeHuii o 6e3onacHOCTY, NPUNaraeMom K JaHHOMY YCTPOWUCTBY.

COXPAHUTE 3TU UHCTPYKLUUU

EEMREMIESH

HEEFSKERBR. BEATAAZEFEGENIERES. EEEMACEFRIEZN, BARSE
DEBREBE AR, HRESEEREEREENRETEER. FRESRESSRIEMNARSEREIL
EENREMESRANEIECA.

BRI LR 2SR

HELTDODEERIESRE

[fE&) DE®RTY. ABERZEFHTHLOHOEIEFTEMNDREIATOET, EEOMYBRIVEEE
T5LZF. EREROBKRMEISEREL. —BHUEMFLERIZBELT LS., BEEOZXEERE.
EIBEEEOES EHIC. £BI{TED lTranslated Safety Warnings] 28R LTLEEL.
CNODFEBEERELTHBLTLEEL,

ER oHHE T &

0l 31 NE= F8s UEHELICH S0 S P4sS 222 + 2l HES BEMN AsLICH
ZHIH ZYE Mot H0 2 ZE22 MEE FEE ot BE BY 2 E SXcHH ML
= Zse A2, 2 302 0% 220 M= JOF HEE AF80 0 EX2 8N HEEE=
HAEHE OE HOZ20H S HAZS HOA ML,

0] XAl APEE EEEHE AR,

|NSTRUQ(~)ES IMPORTANTES DE SEGURANCA

Este simbolo de aviso significa perigo. Vocé se encontra em uma situagao
em que ha risco de lesdes corporais. Antes de trabalhar com qualquer
equipamento, esteja ciente dos riscos que envolvem os circuitos elétricos
e familiarize-se com as préticas padrao de preven¢do de acidentes. Use o
namero da declaragéo fornecido ao final de cada aviso para localizar sua
traducdo nos avisos de seguranca traduzidos que acompanham o
dispositivo.

GUARDE ESTAS INSTRUCOES
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VIGTIGE SIKKERHEDSANVISNINGER

Dette advarselssymbol betyder fare. Du befinder dig i en situation med
risiko for legemesbeskadigelse. Far du begynder arbejde pa udstyr, skal
du vaere opmaerksom pa de involverede risici, der er ved elektriske
kredslgb, og du skal seette dig ind i standardprocedurer til undgaelse af
ulykker. Brug erkleringsnummeret efter hver advarsel for at finde
overseettelsen i de oversatte advarsler, der fulgte med denne enhed.

GEM DISSE ANVISNINGER

el SLe¥T Sihald )

whaall ey (LB Olilia (0 il diic iy A3 (16 B cdonlycla 01 (img kg .l 2pamg 18 ulloncll s Tadogy
okl Bial g (51 p 9By (398 A phioall Aopusbgl) Sl 3 e (e (369 Aol 01 Oolaaall 0201 slalins ) lint
et e U A A S0 LT Slpaind (Jn)s i )T 160 i) 5alkads IS J3ul B g gl 5Ll oB)
Cilalsy ¥ slk Balay

VAZNE SIGURNOSNE NAPOMENE

Ovaj simbol upozorenja predstavija opasnost. Nalazite se u situaciji koja moze prouzroéiti
tjelesne ozljede. Prije rada s bilo kojim uredajem, morate razumjeti opasnosti vezane uz
elektri¢ne sklopove, te biti upoznati sa standardnim nacinima izbjegavanja nesreca, U
prevedenim sigurnosnim upozorenjima, priloZenima uz uredaj, moZete prema broju koji se
nalazi uz pojedino upozorenje pronadi i njegov prijevod.

SACUVAJTE OVE UPUTE
DULEZITE BEZPECNOSTNI POKYNY

Tento upozoriiujici symbol oznaéuje nebezpeéi. Jste v situaci, kterd by mohla zpisobit
nebezpeti Urazu. Pfed praci na jakémkoliv vybaveni si uvédomte nebezpeéi souvisejici

s elektrickymi obvody a seznamte se se standardnimi opatfenimi pro pfedchéazeni drazim.
Podle &isla na konci kaZdého upozornéni vyhledejte jeho pfeklad v preloZzenych
bezpeénostnich upozornénich, ktera jsou pfiloZena k zafizeni.

USCHOVEJTE TYTO POKYNY
IHMANTIKEZ OAHTIEZ AZ®PANEIAZ

Autd 1o mpoedoTromTikg oUpBoso onuaivel kiviuvo, BpiokeoTe oE kaTaoToon Tou pmopsl va
Tpokaréoel Tpaupamiopd. Mpiv epyaaTeite oe ommolodriToTe eEoTTAIoG, va EXETE UTIOWN OOG TOUG
kivBUOvoug TTou oxeTifovTal PE Ta NAEKTPIKG KukhMopaTta ko va EyeTe efokenoBel pe nig ouvriBeg
TPOKTKES yia TV amoguyn artuynudrwy. XpnopomoifoTe Tov apiBpo dflwong Tmou Trapéyeral ato
TEAOS KABE TIPOEIBOTIOINGN, VIO VO EVTOTTIOETE TH HETGQRATL TNS OTIC HETAPPATUEVES
TpoeidoTToINoeg asrgaleias TTou ouvoBEDoUY TN CUTKEUT,

DYAASTE AYTEZ TIZ OAHTMEE

NIIYN NIN'O2 NIXN

T OV TAYNY 197 .0YN97 DNAY 750 1¥Na KYNY ANK 0120 'mon AT MInTN n'o
0'AaIpEnn 0NN DN 1IN DYYNYN D7AVNa NRN2R N0 YT N7 Y LInen
DIINN NN INRYT T IINTR 7 79 19100 @oIonn ANTINN 19001 WANWA NIDIKD Nyany
DAY MDY TINANINAN NINYAN RNNTRA

NN NI Ny

BAXKHW BE3EEHOCHW HANATCTBUJA

CumBonoT 3a npeaynpeaysatke 2Ha4y onacHocT. Ce HaoraTe BO CUTyauwmja LWTo MoXe ga
npeau3sKka TenecHn noapeau. MNpen aa pabotuTe co onpemara, BUAETE CBECHW 38 PUMKOT LITO
NOGCTON Kaj enekTpu4HITE Kona 1 Tpeba ga i nosHasaTe CTaHAapAHWTE NOCTANKK 33 crpeqyBake Ha
HecpekHM cnyYau. WMckopucteTe ro GpojoT Ha WajaBarta WTo ¢e Haora Ha KPajoT Ha cexoe
npeaynpeayBak-e 3a Aa ro Hajaete HEroBUoT nepuog Bo npeseaeHnTe GeaBenHocHH
npegynpeayeaka Wi ce WCnopaYaHy co YpeaoT.

YYBAJTE ' OBME HAMATCTBWJA
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WAZNE INSTRUKCJE DOTYCZACE BEZPIECZENSTWA

Ten symbol ostrzeZzenia oznacza niebezpieczeristwo. Zachodzi sytuacja, ktora moze
powodowac obrazenia ciata. Przed przystapieniem do prac przy urzgdzeniach nalezy
zapoznac sig z zagrozeniami zwigzanymi z ukiadami elektrycznymi oraz ze standardowymi
srodkami zapobiegania wypadkom. Na koricu kazdego ostrzeZenia pedano numer, na
podstawie ktérego mozna odszukaé ttumaczenie tego ostrzezenia w dotgczonym do
urzgdzenla dokumencie z ttumaczenlaml| ostrzeZen.

NINIEJSZE INSTRUKCJE NALEZY ZACHOWAC
DOLEZITE BEZPECNOSTNE POKYNY

Tento varovny symbol oznaguje nebezpeéenstvo. Nachidzate sa v
situécii s nebezpe&enstvom urazu. Pred pracou na akomkolvek vybaveni
si uvedomte nebezpeéenstvo sivisiace s elektrickymi obvodmi a
oboznamte sa so Standardnymi opatreniami na predchadzanie Grazom.
Podla éisla na konci kaZdého upozornenia vyhladajte jeho preklad v
preloZenych bezpeénostnych upozorneniach, ktoré su priloZené k
zariadeniu.

USCHOVAJTE SITENTO NAVOD

Communications, Services, and Additional Information

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.

* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.

* To submit a service request, visit Cisco Support.

* To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit

Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.

Cisco Bug Search Tool

Cisco Bug Search Tool (BST) is a web-based tool that acts as a gateway to the Cisco bug tracking system
that maintains a comprehensive list of defects and vulnerabilities in Cisco products and software. BST provides
you with detailed defect information about your products and software.
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CHAPTER 1

Alarm Management

This chapter gives a description, severity, and troubleshooting procedure for each commonly encountered
NCS 4000 alarm and condition. Sections Critical Alarms, on page 1 through NA Conditions, on page 2
provide lists of NCS 4000 alarms organized by severity. The alarms are organized alphabetically.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Table 1: Feature History

Feature Name Release Information Feature Description
BITS alarms Cisco IOS XR Release 6.5.31 Timing and synchronization alarms
are supported on NCS 4000.

* OTN Alarm Indexes, on page 1
* Trouble Characterizations, on page 3
* Troubleshooting Alarms, on page 4

OTN Alarm Indexes

The following tables group alarms and conditions by their default severities in the OTN.

)

Note The OTN default alarm profile in some cases contains two severities for one alarm (for example, MJ/MN).
It is assumed that all the alarms are generated on working path, default severity of alarms are as given in
service affecting column. If an alarm is generated on protected path, then default severity of the alarm is
considered as non-service affecting as given in the column.

» Critical Alarms, on page 1
* Major Alarms, on page 2
* NA Conditions, on page 2

Critical Alarms

The following table alphabetically lists Critical (CR) alarms.
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Table 2: Critical Alarms List

FC-REDUNDANCY-LOST (CR) | OPUK-CSF (CR)
IMPROPRMVL (CR) OPUk-PTIM (CR)
LOF (CR) OTUk-LOM (CR)
LOS (CR) RP-REDUNDANCY-LOST (CR)
MEA (CR) TIM (CR)

Major Alarms

The following table alphabetically lists Major (MJ) alarms.

Table 3: Major Alarms List

EJECTOR-FLAPS-OPEN(MJ) | GFP-LFD (MJ)

FC-REDUNDANCY-LOST (MJ) | GFP-UP-MISMATCH (MJ)

FPD-NEED-UPGRADE (MJ) | Local Fault (MJ)

FEC-MISM (MJ) ODUk-TIM-PM (MJ)

GFP-CSF (MJ) Remote Fault (MJ)
GFP-CSF (MJ) SIGLOSS (MJ)
NA Conditions

The following table alphabetically Not Alarmed (NA) conditions.

Table 4: NA Conditions List

AIS (NA) ODUK-IAE (NA)

HI-LASERBIAS (NA) ODUk-LCK-PM (NA)

HI-RXPOWER (NA) ODUK-OCI-PM (NA)

HI-TXPOWER (NA) ODUk-SD-PM (NA)

INSTALL-IN-PROGRESS (NA) | ODUK-SF-PM (NA)

ISSU-IN-PROGRESS (NA) | OTUK-BDI (NA)

LO-RXPOWER (NA) OTUK-IAE (NA)

LO-TXPOWER (NA) OTUK-SD (NA)

ODUk-AIS-PM (NA) OTUK-SF (NA)
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ODUk-BDI-PM (NA) RDI (NA)
ODUK-BIAE (NA) SD-L (NA)
ODUK-FTFL (NA) SF-L/SF (NA)

NR Alarms

The following table alphabetically lists Not Reported (NR) alarms.

Table 5: NR Alarms List

LICENSE-COMM-FAIL (NR) | LICENSE-OUT-OF-COMPLIANCE (NR)

Trouble Characterizations

The OTN system reports trouble by utilizing standard alarm and condition characteristics, standard severities,
and graphical user interface (GUI) state indicators. These notifications are described in the following paragraphs.

The system reports trouble notifications as alarms and status or descriptive notifications (if configured to do
s0) as conditions in the CTC Alarms window. Alarms typically signify a problem that the user needs to remedy,
such as a loss of signal. Conditions do not necessarily require troubleshooting.

Alarm Characteristics

The OTN system uses standard alarm entities to identify what is causing trouble. All alarms generate due to
hardware and software environment, or operator-originated problems whether or not they affect service.
Current alarms for the network, CTC session, node, or card are listed in the Alarms tab. (In addition, cleared
alarms are also found in the History tab.)

Condition Characteristics

Conditions include any problem detected on OTN. They can include standing or transient notifications. A
snapshot of all current raised, standing conditions on the network, node, or card can be retrieved in the CTC
Conditions window. (In addition, some but not all cleared conditions are also found in the History tab.)

Severity

The OTN system uses standard severities for alarms and conditions: Critical (CR), Major (MJ), Minor (MN),
Not Alarmed (NA), and Not Reported (NR). These are described below:

* A Critical (CR) alarm generally indicates severe, Service-Affecting trouble that needs immediate
correction.

» A Major (MJ) alarm is a serious alarm, but the trouble has less impact on the network.
* Minor (MN) alarms generally are those that do not affect service.

* Not Alarmed (NA) conditions are information indicators. They could or could not require troubleshooting,
as indicated in the entries.

* Not Reported (NR) conditions occur as a secondary result of another event. These conditions do not in
themselves require troubleshooting, but are to be expected in the presence of primary alarms.
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Severities can be customized for an entire network or for single nodes, from the network level down to the
port level by changing or downloading customized alarm profiles.

Service Effect

Service-Affecting (SA) alarms are those that interrupt service could be Critical (CR), Major (MJ), or Minor
(MN) severity alarms. Service-Affecting (SA) alarms indicate service is affected.

State
The Alarms or History tab State (ST) column indicate the disposition of the alarm or condition as follows:

* A raised (R) event is one that is active.
* A cleared (C) event is one that is no longer active.

* A transient (T) event is one that is automatically raised and cleared in CTC during system changes such
as user login, logout, loss of connection to node/shelf view, etc. Transient events do not require user
action.

Troubleshooting Alarms

This chapter lists the alarms alphabetically and includes some conditions commonly encountered when
troubleshooting the alarms. The severity, description, and troubleshooting procedure accompany each alarm
and condition.

\}

Note When you check the status of alarms for cards, ensure that the alarm filter icon in the lower right corner of
the GUI is not indented. If it is, click it to turn it off. When you are done checking for alarms, you can click
the alarm filter icon again to turn filtering back on.

\)

Note When checking alarms, ensure that alarm suppression is not enabled on the card or port.

AlS

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

An alarm indication signal (AIS) is a maintenance signal that is sent downstream as an indication that an
upstream defect has been detected. AIS occurs if the accepted STAT information is 111.

Clear the AIS Alarm
Procedure
Step 1 Check all the alarms on the circuit.
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Step 2

Step 3

DISK-SPACE

isk-space i

Identify the root cause alarm which has triggered the AIS alarm. The alarms that could trigger the AIS alarm
are - LOF, LOS, TIM, FEC-MISM, ODUk-TIM-PM, OTUk-SF, SF-L.

Clear the root cause alarm.
The clearing procedures for the above mentioned alarms are discussed on the subsequent pages.

* LOF -Clear the LOF Alarm, on page 13

* LOS - Clear the LOS Alarm, on page 13

* FEC-MISM - Clear the FEC MISM Alarm, on page 6

* TIM - Clear the TIM Alarm, on page 29

* ODUK-TIM-PM - Clear the ODUk TIM PM Alarm, on page 19
* OTUK-SF - Clear the OTUk SF Alarm, on page 22

* SF-L - Clear the SF-L Alarm, on page 24

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Minor ( when 80% of disk space is full) , Major ( when 90% of disk space is full) and Critical
(when 95% of disk space is full).

Logical Object: None

DISK-SPACE alarm is generated for “/misc/disk1”, “/misc/scratch”, “/var/log/”, “/” filesystems on the admin
nodes. The alarm occurs when the disk space on the file system is low with respect to the configured threshold
values.

Clear the DISK-SPACE Alarm

Procedure

Clear the unwanted files on the corresponding filesystem.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

EJECTOR-FLAPS-OPEN

Default Severity: The default severity depends on the card type.

* For route processor cards - Major, NSA (Non-service affecting)

* For line cards - Major, SA (Service affecting)
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* For fabric cards - If one FC is down/ removed, the alarm is minor and NSA; if more than one FC is down,
the alarm is major and SA.

Logical Object: EQPT
Clear the EJECTOR-FLAPS-0PEN Alarm

Procedure

For RP, remove the card and replace. For fabric cards and line cards, close the ejector flaps.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

FC-REDUNDANCY-LOST

Default Severity: Major (MJ) or Critical (CR), Non-Service-Affecting (NSA), or Service-Affecting (SA)
Logical Object: PORT

The Fabric Card Redundancy alarm occurs when one or more than one fabric card is removed.
Clear the FC-REDUNDANCY-LOST Alarm

Procedure

Either plug in 3 or all 4 fabric cards.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

FEC-MISM

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: PORT

FEC Mismatch alarm occurs when there is a FEC configuration mismatch in a span.

Clear the FEC MISM Alarm

Procedure

Step 1 Check the configured FEC type on the controller and the connected port.
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FPD-NEED-UPGRADE .

Step 2 This alarm is triggered, when the FEC type of the controller and the connected port are different. Set the same
FEC type for the controller and the connected port.

The available FEC types are:
* Disable

» Standard

* Enhanced

* Enhanced 1.4

* Enhanced 1.7

* 20% High Gain FEC
* 7% High Gain FEC

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

FPD-NEED-UPGRADE

Default Severity: Major (MJ), Non-Service-Affecting (NSA)
Logical Object: EQPT

The FPD-NEED-UPGRADE alarm is raised when one or more FPDs are not in current state and require
upgrade.

Clear the FPD Alarm

Procedure

Upgrade all the FPDs to CURRENT state. Use the upgrade hw-module location location fpd fpd-name
command.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

GFP-UP-MISMATCH

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: PORT

GFP-UP-MISMATCH alarm is raised when the accepted user payload (UPI) is different from the expected
UPL
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Clear the GFP UP MISMATCH Alarm

Procedure

Match the AcUPI value to the expected UPI value or set GFP_SF to active.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-LASERBIAS

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

The High Laserbias alarm occurs when the laser card has reached end of life.
Clear the HI LASERBIAS Alarm

Procedure

Replace the laser card.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-RXPOWER

Default Severity: Minor (MN), Non-Service-Affecting (NSA)
Logical Object: OPTICS, PORT

The High Receive Power alarm occurs when the optical power coming into the receive fiber is too high. The
high receive power alarm threshold for CXP/CXP2 is +7.0 dBm (0xC3C6).

Clear the HI RXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.

Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation
accordingly.

Step 3 Check if the power threshold values are set, per the recommended range. See the specification of the pluggable
and set the power threshold values accordingly.
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If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HI-TXPOWER

Default Severity: Minor (MN), Non-Service-Affecting (NSA)
Logical Object: OPTICS, PORT

The High Transmit Power alarm occurs when the optical power coming out of the transmit fiber is too high.
The high transmit power threshold for CXP/CXP2 is +7.0dBm (0xC3C6).

Clear the HI TXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.

Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation
accordingly.

Step 3 Check if the power threshold values are set, per the recommended range. See the specification of the pluggable
and set the power threshold values accordingly.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

HOLDOVER-NOT-READY

Default Severity: Minor
Logical Object: RP

HOLDOVER-NOT-READY alarm occurs when timing source has switched and the holdover time ( i.e. 6
minutes) has not elapsed.

The alarm is expected during RP Switchovers, TE Port flap, addition or deletion or flap of BITS/SYNC-E
source.

Clear the HOLDOVER-NOT-READY Alarm

Procedure

This alarm is automatically cleared by the system when timing holdover is achieved, around 6 to 7 minutes
after timing source has switched.

Note Any operation that can cause further timing switches should not be performed before this alarm
is cleared.
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If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

IMPROPRMVL

Default Severity: Major (MJ), Non-Service-Affecting (NSA)

In case more than one fabric cards are removed from the chassis, the alarm severity changes from
Non-Service-Affecting to Service-Affecting (SA).

Default Severity (in case of SSD removal) : Minor (MN), Non-Service-Affecting (NSA)
Logical Object: EQPT, OPTICS, PORT
The Improper Removal alarm occurs under the following conditions:

* A card or pluggable is physically removed.

* An RP in a Line Card Chassis (or RPMC in a Fabric Card Chassis) is physically removed. The alarm is
raised, irrespective of the current operational state of the RP/ RPMC.

* A redundant RP/RPMC detects RP/ RPMC removal.

* An SSD is physically removed.

* An RP detects the SSD removal.

* An FC is physically removed. The alarm is raised irrespective of the current operational state of the FC.
* RP detects FC removal.

» CXP2 pluggable removal from FC in LCC/FCC node. The alarm is raised irrespective of the current
operational state of the pluggable.

* QSFP port of the NCS4K-4H-OPW-QC?2 line card is configured as 10G, and the CVR-QSFP-SFP10G
adapter is inserted in to the port but the SFP+ pluggable is not inserted.

* QSFP port of the NCS4K-4H-OPW-QC?2 line card is configured as 10G, and the CVR-QSFP-SFP10G
adapter and the SFP+ pluggable are not inserted.

Clear the Improper Removal Alarm

Procedure

Plug in the card or pluggable.

In case of a mutli chassis system, the RPMC and FC of the FCC should reach Operational state after they
are inserted.

Alternatively, delete the configurations performed for the card when the card or pluggable is permanently
removed.
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If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

INSTALL-IN-PROGRESS

Default Severity: Not Alarmed (NA), Non-Service-Affecting (SA)
Logical Object: SYSADMIN

The Install In Progress alarm is raised when software upgrade starts or when sysadmin ISSU starts.
Clear the INSTALL_IN_PROGRESS Alarm

Procedure

This alarm is automatically cleared by the system once the system upgrade is complete; time taken for the
upgrade is typically between 30 seconds to 3 minutes.

Human intervention is not required for clearing this alarm. Incase, the alarm is displayed for a long duration,
it is recommended to reconfigure the port.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

ISSU-IN-PROGRESS

Default Severity: Not Alarmed (NA), Non-Service-Affecting (NSA)
Logical Object: COM

The In-Service Service Upgrade In Progress alarm is raised when ISSU prepare phase starts.
Clear the ISSU-IN-PROGRESS Alarm

Procedure

ISSU-IN-PROGRESS Alarm is cleared when ISSU cleanup phase completes or if ISSU cancels.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

LICENSE-COMM-FAIL

Not Reported (NR), Non-Service-Affecting (NSA)
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This alarm is raised when the router is not able to communicate with the CSSM license cloud server. The
alarm is cleared when the communication is restored.

LICENSE-OUT-OF-COMPLIANCE

Default Severity: Not Reported (NR), Non-Service-Affecting (NSA)

This alarm is raised when the license consumption is more than the licenses that have been allocated in the
Cisco Smart Software Manager (CSSM) license cloud server. The alarm is cleared when more licenses are
purchased and updated in the CSSM license cloud server.

LO-RXPOWER

Default Severity: Minor (MN), Non-Service-Affecting (NSA)
Logical Object: OPTICS, PORT

This alarm occurs when the optical power coming into the receive fiber is too low. The low receive power
alarm threshold for CXP/ CXP2 is -11.4 dBm (0x02D4).

Clear the LO RXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.

Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation
accordingly.

Step 3 Check if the power threshold values are set, per the recommended range. See the specification of the pluggable
and set the power threshold values accordingly.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

LO-TXPOWER

Default Severity: Minor (MN), Non-Service-Affecting (SA)
Logical Object: OPTICS, PORT

This alarm occurs when the optical power coming out of the transmit fiber is too low. The low transmit power
threshold for CXP/CXP2 is -9.5 dBm (0x0462).

Clear the LO TXPOWER Alarm

Procedure

Step 1 Check if the correct pluggable is properly inserted.
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Step 2 Check the attenuation of the input signal. See the specification details of the pluggable and set the attenuation
accordingly.
Step 3 Check if the power threshold values are set , per the recommended range. See the specification details of the
pluggable and set the power threshold values accordingly.
If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: PORT
The Loss of Frame (LOF) alarm occurs when the frame alignment process is in the out-of-frame (OOF) state
for 3 milliseconds.
Clear the LOF Alarm
Procedure
Keep the frame alignment process in the in-frame (IF) state for 3 milliseconds.
In the case the alarm still persists, check the pluggables and fiber connections for any degrade.
If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
Default Severity: Major (MJ), Non-Service-Affecting (NSA)
Logical Object: OPTICS, PORT
Loss of Signal (LOS) alarm occurs when:
* The output connection point is not connected to the input connection point.
* Fiber connectivity issues.
* Receive power for CXP/ CXP2 pluggable is less than -40.
Clear the LOS Alarm
Procedure
Step 1 Ensure the cable between the interface ports is connected correctly. Correct the cable connections if necessary.
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Local Fault

Step 2
Step 3

Alarm Management |

Check for physical defects in the cable (such as cuts).

Check the cable connectors. A reversal of the transmit and receive pairs or an open receive pair can cause
errors. If yes, swap the transmit and receive pairs.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: ETHERNET

The Local Fault (LF) alarm occurs when there is a fault in the local OTN network.

Clear the Local Fault (LF) Alarm

MEA

Step 1

Step 2

Procedure

Ensure there is no alarm in the provider network of the peer port. In case an alarm is present, it needs to be
cleared by following the clearing procedure for that alarm. The alarms that could trigger the LF alarm are -
LOF, LOS, FEC-MISM, ODUk-TIM-PM, OTUXk-SF.

Clear the alarm causing the LF alarm.
The clearing procedures for the above mentioned alarms are here.
* LOF -#unique 59
* LOS - #unique 60
* FEC-MISM - #unique 61
* ODUk-TIM-PM - #unique 62
* OTUK-SF - #unique 63

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: EQPT

The MEA alarm occurs under the following conditions:
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* The physical card inserted into a slot does not match the card type that is already provisioned for that
slot.

* A QSFP port on the NCS4K-4H-OPW-QC2 line card is configured as breakout or 40G or 100G and the
CVR-QSFP-SFP10G adapter is plugged in.

» A QSFP port on the NCS4K-4H-OPW-QC2 line card is configured as non-breakout 10G and a QSFP+
or QSFP28 is inserted.

Clear the MEA Alarm

Procedure

Either plug out the card of incorrect card type or delete the pre-configuration and reinsert the card.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

O0DUKk-AIS-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT
ODUk - AIS (Alarm Indication Signal) occurs if the accepted STAT information is 111.

Clear the ODUk AIS PM Alarm

Procedure

Identify the root cause alarm which has triggered this alarm. The alarms that could trigger the ODUk AIS PM
alarm are - LOS , LOF. Follow the recommended clearing procedure to clear these alarms.

Also, check for any hardware failure in the upstream direction of the flow where this alarm has been detected.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

0DUk-BDI-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUk-BDI-PM (Backward Defect Indication) alarm occurs when the BDI bit in the SM/TCMi/PM overhead
field is "1" for 5 consecutive frames.

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .


http://www.cisco.com/cisco/web/support/index.html
http://www.cisco.com/cisco/web/support/index.html
http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html

Alarm Management |

. Clear the 0DUk BDI PM Alarm

Clear the 0DUk BDI PM Alarm

ODUk-BIAE

Procedure

Change the BDI bit in the SM/TCMi/PM overhead field to "0" for 5 consecutive frames.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUk - BIAE (Backward Incoming Alignment Error) alarm occurs if the BEI/BIAE bits in the SM/TCM
overhead field (byte 3, bits 1 to 4) are "1011" for X consecutive frames.

Clear the 0DUk-BIAE Alarm

ODUKk-IAE

Procedure

Change the BEI/BIAE bits in the SM/TCM overhead field. It should not be equal to "1011" for 3 consecutive
frames.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUk - TAE (Incoming Alignment Error) alarm occurs when IAE bit in the SM overhead field is "1" for 5
consecutive frames.

Clear the 0DUk IAE Alarm

Procedure

Change the IAE bit in the SM overhead field to "0" for 5 consecutive frames.

. Alarms Troubleshooting Guide for Cisco NCS 4000 Series


http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html

| Alarm Management
opuk-Lck-PM I}

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

O0DUk-LCK-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUKk-LCK (Locked) alarm occurs when the upstream connection is locked, and no signal is passed through.
Clear the 0DUk LCK PM Alarm

Procedure

Unlock the upstream connection to pass the signal by deleting the shutdown condition (OOS, DSBLD) on
the resource or along the fiber.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

0DUk-0CI-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUk-OCI (Open Connection Indication) alarm occurs when the upstream signal is not connected to a trail
termination source or incase of incomplete intermediate configurations in the ODUKk path. This alarm can also
occur during the ODUk path teardown, where one (or more) ODUk hardware along the path was not removed
from the configuration.

Clear the 0DUk-OCI-PM Alarm

Procedure

Check for missing or incomplete configurations on the ODUk path towards the upstream direction of the
connected fiber. Complete the configurations as required.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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0DUk-SD-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

ODUKk-SD-PM (Signal Degrade) alarm occurs when the quality of signal is so poor that the Bit Error Rate
(BER) on the incoming optical line passed the signal degrade threshold.

Clear the 0DUk SD PM Alarm

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
necessary.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

0DUk-SF-PM

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

Hardware and software both can generate ODUk-SF-PM alarm based on the summarization of TIM, LCK,
and AIS alarms.

Clear the 0DUk SF PM Alarm

Procedure

ODUk SF alarm gets cleared when none of the defects, TIM, LCK or AIS exist.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

0DUk-TIM-PM

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: PORT

TIM - PM (Trail Trace Identifier Mismatch) alarm occurs when the expected TTI string does not match the
received section trace string.
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Clear the ODUk TIM PM Alarm .

Clear the 0DUk TIM PM Alarm

Step 1
Step 2

OPUk-CSF

Procedure

Ensure that the physical fibers are correctly configured and attached.

Ensure the send and expected Trail Trace Identifier (TTI) configurations are correct. In case of mismatch,
configurations needs to be aligned. To set the sent and expected TTI values, use the tti [expected | send]
{ascii | dapi | hex | operator-specific | sapi } command.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: PORT

OPUk - CSF (Client Signal Fail) alarm occurs when the CSF bit in the OPUk PSI overhead is "1" for 3
consecutive 256-frame multiframes.

Clear the OPUk CSF Alarm

OPUk-PTIM

Procedure

Change the CSF bit in the OPUk PSI overhead to "0" for 3 consecutive 256-frame multiframes.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: PORT

OPUk-PTIM alarm is raised when the accepted payload type (AcPT) is not equal to the expected payload
type(s) as defined by the specific adaptation function.
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Clear the OPU PTIM Alarm

O0TUk-BDI

Procedure

OPU PTIM alarm is cleared when the accepted payload type is equal to the expected payload type(s), as
defined by the specific adaptation function. An adaptation function may support more than one payload type.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

OTUk-BDI (Backward Defect Indication) alarm occurs when the BDI bit in the SM/TCMi/PM overhead field
is "1" for 5 consecutive frames.

Clear the OTUk BDI Alarm

OTUk-IAE

Procedure

Change the BDI bit in the SM/TCMi/PM overhead field to "0" for 5 consecutive frames.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

OTUk - IAE (Incoming Alignment Error) alarm occurs when IAE bit in the SM overhead field is "1" for 5
consecutive frames.

Clear the OTUk IAE Alarm

Procedure

Change the IAE bit in the SM overhead field to "0" for 5 consecutive frames.
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OTUk-LOM

otuk-Lom [l

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: PORT

LOM (Loss of Multiframe) alarm occurs when the multiframe alignment process is in the out-of-multiframe
(OOM) state for 3 milliseconds.

Clear the OTUk LOM Alarm

OTUk-SD

Procedure

Keep the multiframe alignment process in the in-multiframe (IM) state for 3 millisecond.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

This alarm occurs when the quality of the signal is so poor that the bit error rate on the incoming optical line
has crossed the signal degrade threshold.

Clear the OTUk SD Alarm

OTUk-SF

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
required, to clear the alarm.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
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Logical Object: PORT

Hardware and software both can generate OTUKk-SF alarm based on the summarization of LOS, LOF, LOM,
and SM-TIM alarms.

Clear the OTUk SF Alarm

RDI

Procedure

Check if the cable is connected properly. Bent or damaged cables lead to signal loss. Replace the cable, if
necessary, to clear the alarm.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

The RDI-L signal indicates to the Line Terminating Equipment that its peer LTE has detected an AIS-L (or
lower layer) defect on the signal that it (the first LTE) originated. An incoming RDI-L defect is used to derive
an RFI-L failure.

Clear the RDI Alarm

Procedure

Clear the AIS-L alarm on the peer LTE.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

RP-REDUNDANCY-LOST

Default Severity: Major (MJ), Non-Service-Affecting (NSA)
Logical Object: PORT
The Route processor Redundancy alarm occurs in one of the following conditions.

1. When the route processor (RP) is reloaded, during ISSU.

2. RP is physically removed.
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Clear the RP-REDUNDANCY-LOST Alarm

Procedure

Confirm if both the RPs are plugged in correctly and are in working condition. Once plugged in, the user will
need to wait for sometime for all the software processes to get aligned and run without issues. This may take
up to 10 minutes once the RP has been plugged or has been reloaded.

If the condition does not clear, log into the Technical Support Website athttp://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

Remote Fault (RF)

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: ETHERNET

Remote Fault (RF) alarm is always a consequent action in the upstream direction of a local fault or is the
result of loss of a signal. No fault is present at the path where the remote fault occurs; the actual fault is present
at the local fault path.

Clear the Remote Fault (RF) Alarm

Procedure

Check the downstream direction of the local fault in the network and clear the alarm using the clearing
procedure for that particular alarm. To clear the local fault, see #unique 102.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

SD-L (Signal Degrade) alarm occurs when the quality of signal is so poor that the bit error rate (BER) on the
incoming optical line has crossed the signal degrade threshold.

Various factors can trigger the SD-L alarm. The factors are discussed in the clearing the alarm section, below.
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Clear the SD-L Alarm

Step 1
Step 2
Step 3

Step 4
Step 5

SF-L

Procedure

Verify that the user-provisionable BER threshold is set at the expected level. To set the BER threshold, use
the threshold sd-ber command. The available range is from 5 to 9.

Use the show controller optics command to check the power level of the line and ensure that the level is
within range.

Use the show inventory command to get details of the optical receive levels of the pluggable and ensure
that the levels are within range.

Clean the fibers at both ends to prevent line signal failure.

If the problem persists, check the transmitter at the other end of the optical line and contact Cisco TAC before
replacing the same.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Service-Affecting (SA)
Logical Object: PORT

Loss of Signal, Loss of Frame and AIS-L defects, and a Line BER exceeding 10-3 on an incoming OC-N are
detected as SF conditions on that line.

Clear the SF-L Alarm

SIGLOSS

Procedure

SF-L alarm gets cleared when the above mentioned condition does not exist anymore.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Major (MJ), Service-Affecting (SA)
Logical Object: PORT

Signal Loss (SIGLOSS) alarm occurs when the output connection point is not connected to the input connection
point.
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Clear the SIGLOSS Alarm
Procedure
Step 1 This alarm indicates a fiber connectivity issue. Check the cable connections between the interface ports.
Step 2 Ensure that the cable has no cuts or physical anomalies.
Step 3 Check the cable connectors. A swap of the transmit and receive pair or an unconnected receive pair can trigger
this alarm.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

SSM-DUS

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Object: BITS

The Synchronization Status Message (SSM) Quality Changed to Do Not Use (DUS) condition occurs when
the synchronization status message quality level degrades to DUS or is manually changed to DUS.

The signal is often manually changed to DUS to prevent timing loops from occurring. Sending a DUS prevents
the timing from being reused in a loop. The DUS signal can also be sent for line maintenance testing.

)

Note SSM-DUS is an informational condition and does not require troubleshooting.

SSM-FAIL

Default Severity: Minor (MN), Non-Service Affecting (NSA)
Logical Objects: BITS

The SSM Fail alarm occurs when the synchronization status messaging received by the BITS port fails. The
problem is external to BITS ports. The BITS port is set up to receive SSM, but the timing source is not
delivering valid SSM messages.

Clear the SSM-FAIL Alarm

Procedure
Step 1 Verify that SSM is enabled on the external timing source.
Step 2 If timing is enabled, use an optical test set to determine that the external timing source is delivering SSM. For

specific procedures to use the test set equipment, consult the manufacturer.

Alarms Troubleshooting Guide for Cisco NCS 4000 Series .


http://www.cisco.com/c/en/us/support/index.html
http://www.cisco.com/c/en/us/support/index.html

B ssm-orF

SSM-OFF

Alarm Management |

If the condition does not clear, log into the Technical Support Website at
http://www.cisco.com/c/en/us/support/index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Objects: BITS

The SSM Off condition applies to references used for timing the node. It occurs when the SSM for the reference
has been turned off. The BITS port is configured to receive SSM, but the timing source is not delivering SSM
messages.

Clear the SSM-OFF Alarm

SSM-PRC

SSM-PRS

Procedure

Complete the Clear the SSM-FAIL Alarm, on page 25 procedure.

If the condition does not clear, log into the Technical Support Website at
http://www.cisco.com/c/en/us/support/index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Object: BITS

The SSM Primary Reference Clock (PRC) Traceable condition occurs when the SSM transmission level is
changed to PRC.

\}

Note SSM-PRC is an informational condition and does not require troubleshooting.

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Object: BITS

The SSM Reserved (RES) For Network Synchronization Use condition occurs when the synchronization
message quality level is changed to RES.

\}

Note SSM-PRS is an informational condition and does not require troubleshooting.
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SSM-SMC

SSM-ST2

SSM-ST3

SSM-ST4

ssm-smc ||

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Object: BITS

The SSM SONET Minimum Clock (SMC) Traceable condition occurs when the synchronization message
quality level changes to SMC. The login node does not use the clock because the node cannot use any reference
beneath its internal level, which is ST3.

\}

Note SSM-SMC is an informational condition and does not require troubleshooting.

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Object: BITS

The SSM Stratum 2 (ST2) Traceable condition occurs when the synchronization message quality level is
changed to ST2.

\)

Note SSM-ST2 is an informational condition and does not require troubleshooting.

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Objects: BITS

The SSM Stratum 3 (ST3) Traceable condition occurs when the synchronization message quality level is
changed to ST3.

)

Note SSM-ST3 is an informational condition and does not require troubleshooting.

Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Objects: BITS

The SSM Stratum 4 (ST4) Traceable condition occurs when the synchronization message quality level is
lowered to ST4. The message quality is not used because it is below ST3.

)

Note SSM-ST4 is an informational condition and does not require troubleshooting.
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Default Severity: Not Alarmed (NA), Non-Service Affecting (NSA)
Logical Objects: BITS

The SSM Synchronization Traceability Unknown (STU) condition occurs when the reporting node is timed
to a reference that does not support SSM, but the transmitting node has SSM support enabled. STU can also
occur if the timing source is sending out SSM messages but SSM is not enabled on the receiving node.

\}

Note SSM-STU is an informational condition and does not require troubleshooting.

Default Severity: Not Alarmed (NA) and Non-Service-Affecting (SA).
Logical Object: PORT

Threshold Cross Alert (TCA) alarm occurs when the Performance Monitoring (PM) counters cross the
predefined threshold values. These PM counters are recorded in buckets of different lifetime like 15 minutes
bucket or 24 hour bucket. TCA alarms can be viewed on following user interfaces:

* CTC : In the CTC conditions pane.
* TL1 : In the RTRV-COND-ALL/<MOD2> command output.

* CLI : In the show alarms brief system conditions command output.

Clear the TCA Alarm

TE-LOS

Procedure

This alarm is automatically cleared by the system, when the TCA alarm bucket expires.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

Default Severity: Critical.
Logical Object: TE PORT

TE-LOS alarm occurs when there is signal loss at the TE port .
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Clear the TE-LOS Alarm

Procedure

Step 1 Check the physical TE port connections.
Step 2 Verify that the TE port status is not ADMIN-DOWN.
Step 3 Verify the TE port configuration.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TE-PORT-UNAVAILABLE

Default Severity: Major ( when only BACKUP TE-PORT is down) and Critical ( when both PRIMARY TE
port and BACKUP TE-port are down)

Logical Object: ECUO
TE-PORT-UNAVAILABLE alarm occurs when the physical TE port is unavailable or is not connected.

Clear the TE-PORT-UNAVAILABLE Alarm

Procedure

This alarm indicates connectivity issue. Check the connections between TE ports.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIM

Default Severity: Critical (CR), Service-Affecting (SA)
Logical Object: PORT

Trail Trace Identifier Mismatch (TIM) alarm occurs when the expected TTI string does not match the received
TTI trace string. Section Trace Mode must be set to manual for this alarm to occur.

Clear the TIM Alarm
Procedure
Step 1 Ensure that the physical fibers are correctly configured and properly connected.
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Alarm Management |

Ensure the send and expected Trail Trace Identifier (TTI) configurations are correct. In case of mismatch,
configurations needs to be aligned. To set the sent and expected TTI values, use the tti [expected | send]
{ascii | dapi | hex | operator-specific | sapi } command.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-FPGA-SEU

Default Severity: Critical.
Logical Object: None
TIMING-FPGA-single error upset alarm.

Clear the TIMING-FPGA-SEU Alarm

Procedure

This alarm is automatically cleared by the system, when the Timing-FPGA is upgraded to latest supported
version.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/cisco/web/
support/index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-ISOLATED-RACK

Default Severity: Critical.
Logical Object: ECUO

TIMING-ISOLATED-RACK alarm occurs when all the TE ports on a rack are down, causing isolation from
timing perspective from all other racks in the MC system.

Clear the TIMING-ISOLATED-RACK Alarm

Step 1
Step 2
Step 3

Procedure

Verify that the isolated node is expected as per the topology.
Check the physical TE port connections.
Check the physical connections between the nodes.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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TIMING-LOAD-ERROR

Default Severity: Critical.
Logical Object: None
TIMING-LOAD-ERROR alarm occurs when the loading of firmware image on Timing-FPGA fails.

Clear the TIMING-LOAD-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.

Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module
location all fpd <fpd-name> command.

Step 3 Reload the LC using hw-module location <LC location> reload command.
Note Perform LC reload only if reload is required to complete the FPD upgrade.
Note Reload is traffic impacting operation and should be carried in planned maintenance window.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-PCI-ERROR

Default Severity: Critical.
Logical Object: None

TIMING-PCI-ERROR alarm occurs when communication with the Timing-FPGA is lost because of PCI
error.

Clear the TIMING-PCI-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.

Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module
location all fpd <fpd-name> command.

Step 3 Reload the LC using hw-module location <LC location> reload command.
Note Perform LC reload only if reload is required to complete the FPD upgrade.
Note Reload is traffic impacting operation and should be carried in planned maintenance window.
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. TIMING-PLL-VAL-ERROR

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).

TIMING-PLL-VAL-ERROR

Default Severity: Critical.
Logical Object: None
TIMING-PLL-VAL-ERROR alarm occurs when the Timing-PLL version check has failed.

Clear the TIMING-PLL-VAL-ERROR Alarm

Procedure

Step 1 Verify FPD status for Timing-FPGA and ECU-FPGA, use the show hw-module fpd <fpd-name> command.

Step 2 If the FPD(s) status is not CURRENT, then upgrade to the running version using upgrade hw-module
location all fpd <fpd-name> command.

Step 3 Reload the LC using hw-module location <LC location> reload command.
Note Perform LC reload only if reload is required to complete the FPD upgrade.
Note Reload is traffic impacting operation and should be carried in planned maintenance window.

If the condition does not clear, log into the Technical Support Website at http://www.cisco.com/c/en/us/support/
index.html for more information or call Cisco TAC (1 800 553-2447).
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