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CHAPTER 1

Read Me First

Important Information about Cisco 10S XE 16

Effective Cisco IOS XE Release 3.7.0E for Catalyst Switching and Cisco IOS XE Release 3.17S (for Access
and Edge Routing) the two releases evolve (merge) into a single version of converged release—the Cisco I0S
XE 16—providing one release covering the extensive range of access and edge products in the Switching and
Routing portfolio.

Feature Information

Use Cisco Feature Navigator to find information about feature support, platform support, and Cisco software
image support. An account on Cisco.com is not required.

Related References

* Cisco IOS Command References, All Releases

Obtaining Documentation and Submitting a Service Request

* To receive timely, relevant information from Cisco, sign up at Cisco Profile Manager.
* To get the business impact you’re looking for with the technologies that matter, visit Cisco Services.
* To submit a service request, visit Cisco Support.

+ To discover and browse secure, validated enterprise-class apps, products, solutions and services, visit
Cisco Marketplace.

* To obtain general networking, training, and certification titles, visit Cisco Press.

* To find warranty information for a specific product or product family, access Cisco Warranty Finder.
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CHAPTER 2

About this Guide

* Audience, on page 3

* Document Organization, on page 3

* Document Conventions, on page 4

» New and Changed Information, on page 5

* Additional References for PfRv3, on page 6

Audience

The Performance Routing Version 3 Configuration Guide is for network managers and administrators. This
guide provides an overview on Performance Routing v3 and describes how to configure performance routing
v3 on Cisco devices.

Document Organization

This document is organized into the following chapters:

Chapter Description
Overview of Performance Describes the design and different device roles in PfRv3.
Routing v3

Configuring Performance Routing | Describes the configuration, verification, and monitoring operations for
v3 different components of PfRv3.

Performance Routing v3 Transit | Describes PfRv3 transit site support, and provides information on how
Site Support to configure and verify PfRv3 transit sites configurations.

Performance Routing v3 Zero Describes PfRv3 Zero SLA support, and provides information on how to

SLA Support configure and verify PfRv3 Zero SLA configurations.
Troubleshooting Describes the common troubleshooting scenarios along with the
workaround.

PfRv3 Remote Prefix Tracking | Describes the PfRv3 remote site prefixes, prefix tracking, and how to
display site prefixes.
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Chapter

Description

Command Reference

Lists the various commands required to configure, verify, and debug
PfRv3 configurations.

Document Conventions

This document uses the following conventions:

Convention Description

~ or Ctrl Both the » symbol and Ctrl represent the Control (Ctrl) key on a keyboard.
For example, the key combination ~D or Ctrl-D means that you hold
down the Control key while you press the D key. (Keys are indicated in
capital letters but are not case sensitive.)

bold font Commands and keywords and user-entered text appear in bold font.

Italic font Document titles, new or emphasized terms, and arguments for which you

supply values are in italic font.

Courier font

Terminal sessions and information the system displays appear in courier
font.

Bold Courier font

Bold Courier font indicates text that the user must enter.

[x]

Elements in square brackets are optional.

An ellipsis (three consecutive nonbolded periods without spaces) after a
syntax element indicates that the element can be repeated.

A vertical line, called a pipe, indicates a choice within a set of keywords
or arguments.

[x]y]

Optional alternative keywords are grouped in brackets and separated by
vertical bars.

x|y}

Required alternative keywords are grouped in braces and separated by
vertical bars.

[x {y[z}]

Nested set of square brackets or braces indicate optional or required
choices within optional or required elements. Braces and a vertical bar
within square brackets indicate a required choice within an optional
element.

string

A nonquoted set of characters. Do not use quotation marks around the
string or the string will include the quotation marks.

Nonprinting characters such as passwords are in angle brackets.

[]

Default responses to system prompts are in square brackets.
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New and Changed Information .

Convention Description

L # An exclamation point (!) or a pound sign (#) at the beginning of a line of
code indicates a comment line.

Reader Alert Conventions

This document uses the following conventions for reader alerts:

Means reader take note. Notes contain helpful suggestions or references to material not covered in the manual.

Means the following information will help you solve a problem.

Caution

Means reader be careful. In this situation, you might do something that could result in equipment damage or
loss of data.

Timesaver

y'\

Means the described action savestime. You can save time by performing the action described in the paragraph.

Warning

Meansreader be warned. I n this situation, you might perform an action that could result in bodily
injury.

New and Changed Information

This chapter provides release-specific information for each new and changed feature in the Cisco Performance
Routing v3 Configuration Guide.
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. Additional References for PfRv3

The following table summarizes the new and changed features for the Cisco Performance Routing v3
Configuration Guide and where they are documented.

Table 1: New and Changed Features

Feature Name Releases Feature Information Where Documented

Performance Routing v3 | 15.5(1)T PfRv3 is an
intelligent-path control
mechanism for improving
application delivery and
WAN efficiency. PfRv3
protects critical
application and increases
bandwidth utilization and
serves as an integral part
of the overall Cisco
Intelligent WAN (IWAN)
solution.

Cisco IOS XE 3.13S

Performance Routing v3 | 15.5(1)T The PfRv3 zero SLA
Zero SLA Support Cisco 10S XE 3.14S support feature enab.les
users to reduce probing

frequency on various ISP
links.

Performance Routing v3 | 15.5(2)T The PfRv3 transit site
Transit Site Support Cisco 10S XE 3.15S support‘ feature §nables
enterprise organizations
to configure multiple data
centers at the hub site.

Additional References for PfRv3

Related Documents

Related Topic Document Title

Cisco PfRv3 commands: complete command syntax, command | Cisco IOS Performance Routing Command
mode, command history, defaults, usage guidelines and Reference
examples
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Technical Assistance

Description Link

The Cisco Support website provides extensive online | http://www.cisco.com/cisco/web/support/index.html
resources, including documentation and tools for
troubleshooting and resolving technical issues with
Cisco products and technologies.

http://www.cisco.com/support

To receive security and technical information about
your products, you can subscribe to various services,
such as the Product Alert Tool (accessed from Field
Notices), the Cisco Technical Services Newsletter, and
Really Simple Syndication (RSS) Feeds.

Access to most tools on the Cisco Support website
requires a Cisco.com user ID and password.
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CHAPTER 3

Performance Routing Version 3

* Performance Routing Version 3, on page 9
* Configuring Performance Routing Version 3, on page 15

Performance Routing Version 3

Performance Routing Version 3 (PfRv3) is the evolution of Performance Routing (PfR). PfRv3 is an
intelligent-path control mechanism for improving application delivery and WAN efficiency. It protects critical
applications, increases bandwidth utilization, and serves as an integral part of the Cisco Intelligent WAN
(IWAN) solution. PfRv3 uses differentiated services code points (DSCP) and application-based policy
framework to provide a multi-site aware bandwidth and path control optimization.

Feature Information for PfRv3

The following table provides release information about the feature or features described in this module. This
table lists only the software release that introduced support for a given feature in a given software release
train. Unless noted otherwise, subsequent releases of that software release train also support that feature.

Use Cisco Feature Navigator to find information about platform support and Cisco software image support.
To access Cisco Feature Navigator, go to www.cisco.com/go/cfn. An account on Cisco.com is not required.
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Performance Routing Version 3 |
. Hardware and Software Support

Table 2: Feature Information for Configuring PfRv3

Feature Name Releases Feature Information

PfRv3 Performance Routing v3 (PfRv3)
is the evolution of Performance
Routing.

PfRv3 is an intelligent-path control
mechanism for improving
application delivery and WAN
efficiency. It protects critical
applications, increases bandwidth
utilization, and serves as an
integral part of the Cisco
Intelligent WAN (IWAN) solution.

The following commands were
modified by this feature: domain
default, vrf default, master,
sour ce-interface, site-prefixes,
password, monitor-interval,
route-control, load-balance,
enterprise-prefix, advanced,
minimum-mask-length,
mitigation-mode,
threshold-variance,
smart-probes, collector, class,
match, priority, path-preference,
border, domain-path.

Hardware and Software Support

Cisco Performance Routing Version 3 (PfRv3) supports the following Cisco platforms and software releases:

Device Cisco I10S Software Release Hub/Remote Site

Cisco ISR 4000 Series Routers Cisco IOS XE 3.13 or later Hub site or remote site
Cisco ASR 1000 Series Routers | Cisco IOS XE 3.13 or later Hub site

Cisco CSR 1000v Series Routers | Cisco I0S XE 3.14 or later Hub site (master controller)

Branch site (master controller and
border router)

Cisco ISR-G2 Series Routers Cisco IOS 15.5(1)T1 or later Remote site
Cisco IOS 15.4(3)M1 or later

. Performance Routing Version 3 Configuration Guide, Cisco 10S XE Gibraltar 16.11.x
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Restrictions for Configuring Performance Routing v3 .

Restrictions for Configuring Performance Routing v3

)

« Asymmetric routing is not supported for application-based policy.

» A new session cannot be established with application-based policy during blackout failure until route
converges to backup path. For application-based flows, application ID is not recognized by Network
Based Application Recognition (NBAR2) until session gets established and packet exchanges directly.
You can configure Differentiated Services Code Point (DSCP) based policy for fast failover with blackout
failure.

» PfRv3 does not support High Availability (HA) for both master and border routers. ESP switch over can
trigger temporary unreachable event for one to two seconds.

* [Pv6 is not supported.
* Network Address Translation (NAT) is not supported.
» Remarking DSCP for traffic flows on WAN interface is not supported.

* On a HUB Master Controller (MC), when a class is configured for matching application within a PFRv3
domain, the list of NBAR application names are limited if there is no active Border Router (BR).

Note

\}

Use at atleast one active BR for the MC to display all possible NBAR application names based on the protocol
pack installed in BR.

Note

PfRv2 is not supported on Cisco IOS 15.6(3)M and Cisco IOS 15.7(3)M or later releases. Cisco IOS XE
16.3.1 has PfRv2 CLIs, but the functionality is not supported.

Information About PfRv3

Performance Routing v3 Overview

Benefits of PfRv3

Performance Routing Version 3 (PfRv3) is a one-touch provisioning and multi-site coordination solution that
simplifies network provisioning. It enables intelligence of Cisco devices to improve application performance
and availability. PfRv3 is an application-based policy driven framework that provides a multi-site aware
bandwidth and path control optimization for WAN and cloud-based applications.

PfRv3 monitors network performance and selects best path for each application based on criteria such as
reachability, delay, jitter, and loss. It evenly distributes traffic and maintains equivalent link utilization levels
and load balances traffic.

It is tightly integrated with existing AVC components such as Performance Monitoring, Quality of Service
(QoS), and NBAR2. PfRv3 is useful for enterprise and managed service providers looking for ways to increase
their WAN reliability and availability while saving cost.

Performance Routing Version 3 provides the following benefits:
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. PfRv3 Design Overview

* Centralized provisioning — Policies are defined on the hub-master controller and then distributed to all
branches. Hence, per-site provisioning is not required in PfRv3.

« Simple provisioning — PfRv3 has simplified policies with pre-existing templates that a user can choose
from.

* Enterprise domain — All sites belong to an enterprise domain and are connected with peering.

* Application and DSCP-based policies — Policies are provisioned based on applications. PfRv3 provides
application visibility such as bandwidth, performance, and correlation to Quality of Service (QoS) queues
by using Unified Monitoring.

» Automatic discovery — PfRv3 site are discovered using peering. Each site peers with the hub site. The
WAN interfaces are automatically discovered on the branch sites.

* Scalable passive monitoring — PfRv3 uses Unified Monitor to monitor traffic going into WAN links
and traffic coming from the WAN links. It monitors performance metrics based on per DSCP instead of
per flow or per prefix basis.

* Smart probing — PfRv3 uses probing mechanism that generates traffic only when there in no traffic. It
generates real-time transport protocol traffic, which allows measuring jitter and packet loss using
performance monitors.

* Scaling — Smart probing and enhanced passive metrics helps to attain scale up to 2000 branches.

* VRF awareness — Different policies can be configured for different VRFs.

PfRv3 Design Overview

An enterprise organization has a hub and branch site. The hub site consists of master controller and border
router.

Figure 1: PfRv3 Design Topology

« In a network, all the policies are created on the hub-master controller. Policies dictate the desired treatment
for a set of specified differentiated service code points (DSCPs) or application IDs (such as telepresence,
WebEZXx, and so on) in the network. The policies are percolated to all the master controllers on the network
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PfRv3 Configuration Components .

via Service Advertisement Framework (SAF). The policies can be modified by the hub-master controller
and the modified policies are sent over the SAF framework so that all the nodes in the network are in
sync with the hub-master controller. The hub-master controller collects information about flows handled
by border routers. This information is exported to the master controller periodically using the performance
monitoring instances (PMI) exporter. A domain can be configured on the central location (Hub) and
branches. PfRv3 allows only one domain configuration. Virtual Routing and Forwarding (VRF) and
roles are defined on a domain.

PfRv3 is enabled on the WAN interface of the hub-border routers. The border routers give the flow
information to the branch-master controller.

Every branch has a local-master controller. The master controller can be either co-located with a branch
router or a separate router. You must configure both local master and branch border on the same domain.
Border devices establishes connection with local-master controller only if both are in the same domain.
In a scenario where master and border configurations are on different domain, peering rejects all messages
from different peers. Border devices are automatically shut down for five minutes. The connection is
established only when the domain conflict is resolved.

Based on the flow information provided by the hub-border router, the branch-master (local-master)
controller applies appropriate controls on the branch router per flow. It ascertains if a flow is operating
within the policy limits or out-of-policy. The master-controller to branch-border communication is done
via a TCP connection. This connection is used for tasks such as sending configuration and control
information from master controller to branch router and flow information from branch router to master
controller.

The branch router is the enforcer, which classifies and measures metrics and sends them to the local-master
controller. It is also responsible for path enforcement.

PfRv3 Configuration Components

PfRv3 comprises of the following configuration components:

Device setup and role — Identifies devices in the network where PfRv3 should be configured and in
what role.

Policy configurations — Identifies the traffic in the network and determines what policies to apply.

Device Setup and Role

There are four different roles a device can play in PfRv3 configuration:

Hub-master controller — The master controller at the hub site, which can be either a data center or a
head quarter. All policies are configured on hub-master controller. It acts as master controller for the site
and makes optimization decision.

Hub-border router — The border controller at the hub site. PfRv3 is enabled on the WAN interfaces of
the hub-border routers. You can configure more than one WAN interface on the same device. You can
have multiple hub border devices. On the hub-border router, PfRv3 must be configured with the address
of the local hub-master controller, path names, and path-ids of the external interfaces. You can use the
global routing table (default VRF) or define specific VRFs for the hub-border routers.

Branch-master controller — The branch-master controller is the master controller at the branch site.
There is no policy configuration on this device. It receives policy from the hub-master controller. This
device acts as master controller for the branch site and makes optimization decision.
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Performance Routing Version 3 |

* Branch- border router — The border device at the branch-site. There is no configuration other than
enabling of PfRv3 border-master controller on the device. The WAN interface that terminates on the

device is detected automatically.

Domain Policies

Domain policies are defined only on the hub-master controller and then sent over peering infrastructure to all
the branch-master controllers. Policies can be defined per application or per differentiated service code point
(DSCP). You cannot mix and match DSCP and application-based policies in the same class group. Traffic
that does not match any of the classification and match statements falls into a default group, which is load

balanced (no performance measurement is done).

Note  You can either select an existing template for a policy or customize your policies for a domain type.

The following table lists the existing templates for domain type policy:

Pre-defined Template

Threshold Definition

Voice

Priority 1 one-way-delay threshold 150 threshold 150
(msec)

Priority 2 packet-loss-rate threshold 1 (%)
Priority 2 byte-loss-rate threshold 1 (%)
Priority 3 jitter 30 (msec)

Real-time-video

Priority 1 packet-loss-rate threshold 1 (%)
Priority 1 byte-loss-rate threshold 1 (%)
Priority 2 one-way-delay threshold 150 (msec)
Priority 3 jitter 20 (msec)

Low-latency-data

Priority 1 one-way-delay threshold 100 (msec))
Priority 2 byte-loss-rate threshold 5 (%)
Priority 2 packet-loss-rate threshold 5 (%)

Bulk-data

Priority 1 one-way-delay threshold 300 (msec)
Priority 2 byte-loss-rate threshold 5 (%)
Priority 2 packet-loss-rate threshold 5 (%)

Best-effort

Priority 1 one-way-delay threshold 500 (msec)
Priority 2 byte-loss-rate threshold 10 (%)
Priority 2 packet-loss-rate threshold 10 (%)

Scavenger

Priority 1 one-way-delay threshold 500 (msec)
Priority 2 byte-loss-rate threshold 50 (%)

Priority 2 packet-loss-rate threshold 50 (%)
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Pre-defined Template Threshold Definition

Custom Defines customized user-defined policy values

PfRv3 and Link Group Configuration
PfRv3 allows you to configure the following option for link grouping:
* Allows up to five primary path preferences and four fallback path preferences
* Allows a fallback blackhole configuration

* Allows a fallback routing configuration

During Policy Decision Point (PDP), the exits are first sorted on the available bandwidth and then a second
sort algorithm places all primary path preferences in the front of the list followed by fallback preferences. If
you have a configuration of primary Internet Service Provider (ISP) 1 and ISP2 and ISP3 as fallback, during
policy decision, ISP1 is selected as the primary channel and if ISP2 is equally good it is selected as the fallback.
ISP3 is considered only if ISP2 is bad in bandwidth availability.

Routing configuration means that when the traffic is uncontrolled, the routing table takes the responsibility
of pushing the flow out of the box.

Configuring Performance Routing Version 3

Configuring PfRv3

There are four different roles a device can play in the PfRv3 configuration:

» Hub Master Controller

* Hub Border Router

* Branch Master Controller
* Branch Border Router

Figure 2: PfRv3 Workflow

Pifva is enabled Branch MC makes route

All policies are G optimization decisions Learns policy
configured on the Efntthfbfﬂrlr:;ﬂfem based on policies configurations from
hub master controller configured on hub border master controller
master controller
| E
Configuring Hub Configuring Hub Configuring Branch Configuring Branch g
o

Master Controller Border Routers Master Controller |~ Border Routers |~

Configuring Hub Master Controller

The hub-master controller is located at the hub site in the Intelligent WAN (IWAN) topology and all policies
are configured on the hub-master controller. For more information on hub-master controller, refer to the topic
Hub Master Controller. For information on hardware and software supported on hub-master controller, refer
to the topic Hardware and Software Requirements.

You can use the global routing table (default VRF) or define specific VRFs for the hub-master controller.
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. Configuring Hub Master Controller

\}

Note If default VRF (Global Routing Table) is used, then specific VRF definitions can be omitted.
S
Note The following configuration task is supported on both Cisco IOS Release 15.4 MT and Cisco IOS XE Release
3.13.
SUMMARY STEPS
1. enable
2. configureterminal
3. interfaceloopback interface-number
4. ipaddress ip-address-mask
5. exit
6. domain {domain-name | default}
7. vrf {vrf-name| default}
8. master {hub |branch|transit}
9. source-interface loopback interface-number
10. enterprise-prefix prefix-list site-list
11. site-prefixesprefix-list site -list
12. exit
13. ip prefix-list ip-list seq sequence-number permit ip-prefix-network le le-length
14. end
15. (Optional) show domain domain-name master status
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface loopback interface-number Enters interface configuration mode.

Example:

Device (config)# interface Loopback0
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Command or Action

Purpose

Step 4 ip address ip-address-mask Configures an IP address for an interface on the hub-master
controller.
Example:
Device (config-if)# ip address 10.8.3.3
255.255.255.255
Step 5 exit Exits interface configuration mode and returns to global
configuration mode.
Example:
Device (config-if)# exit
Step 6 domain {domain-name | default} Enters domain configuration mode.
Example: Note You can either configure a default domain or
Device (config)# domain default define a specific domain for the master
controller configuration. If you are defining a
specific domain, for example "domain-cisco",
you must configure the same domain for all
devices for PfRv3 configuration.
Step 7 vrf {vrf-name | default} Configures default Virtual Routing and Forwarding (VRF)
instances for the default or specific domain.
Example:
Device (config-domain) # vrf default Note You can configure specific VRF definition also
for the hub-master controller configuration.
Step 8 master {hub |branch|transit} Enters master controller configuration mode and configures
Example: the master as a hub. When the master hub is configured,
ple: EIGRP SAF auto-configuration is enabled by default and
Device (config-domain-vrf)# master hub requests from remote sites are sent to the hub-master
controller.
Step 9 sour ce-inter face loopback interface-number Configures the loopback used as a source for peering with
other sites or master controller.
Example:
Device (config-domain-vrf-mc)# source-interface |Note The source-interface loopback also serves as a
Loopback0 site ID of a particular site (hub or branch) on
the master controller.
Step 10 enterprise-prefix prefix-list site-list Configures an enterprise prefix-list with static site targets.
Example: Note The enter prise-prefix prefix-list command
Device (config-domain-vrf-mc)# enterprise-prefix deﬁneStheboundatyfbrantheinﬁxnﬂ
prefix-list ENTERPRISE enterprise prefixes. A prefix that is not from the
prefix-list is considered as internet prefix and
is routed over internet-bound links.
Step 11 site-prefixes prefix-list site -list Configures the prefix-list containing list of site prefixes.

Example:
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Command or Action

Purpose

Device (config-domain-vrf-mc) # site-prefixes
prefix-list Data Center 1

Note The site-prefix prefix-list defines static
site-prefix for the local site and disables
automatic site-prefix learning on the border
router. The static-site prefix list is only required

for hub and transit sites.

Step 12 exit Exits from master controller configuration mode and
returns to domain configuration mode.

Example:

Device (config-domain-vrf-mc) # exit Note Exit from domain configuration mode and enter
in global configuration mode using the exit
command.

Step 13 ip prefix-list ip-list seq sequence-number per mit Configures the IP prefix list to filter traffic based on the
ip-prefix-network le le-length IP network defined in the configuration.

Example:

Device (config)# ip prefix-list DATA CENTER 1 seq

5 permit 10.8.0.0/16 le 24
Device (config)# ip prefix-list ENTERPRISE seq 5
permit 10.0.0.0/8 le 24
Step 14 end Exits configuration mode and returns to privileged EXEC
mode.
Example:
Device (config) # end
Step 15 (Optional) show domain domain-name master status | Use this show command to display the status of a master

Example:

Device# show domain one master status

controller.

What to do next

Configuring Domain Policies
Configuring Hub Border Routers
Configuring Branch Routers

Verifying PfRv3 Configuration

Configuring Channel-based Metrics Measurement

Configuring Hub Border Router

The border routers on the central site register to the central master controller with their external interface and
the path names configured on the external interface. You can use the global routing table (default VRF) or

define specific VRFs for hub-border routers.
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\}

Note  On the hub-border router, you must configure PfRv3 with the following:

 The source interface of the border router
» The IP address of the hub-master controller

* The path name on external interfaces

SUMMARY STEPS

1. enable

2. configureterminal

3. interfaceloopback interface-number

4. ipaddress ip-address-mask

5. exit

6. domain {domain-name | default}

7. vrf {vrf-name| default}

8. border

9. source-interface loopback interface-number

10. master [ip-address| local]

11.  exit

12. exit

13.  exit

14. interface tunnel-name

15. ip addressip-address mask

16. domain domain-name path path-name

17 end

18. (Optional) show domain domain-name border status
DETAILED STEPS

Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.

Device> enable

Step 2 configureterminal Enters global configuration mode.

Example:

Device# configure terminal

Step 3 interface loopback interface-number Enters interface configuration mode.

Example:
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Command or Action

Purpose

Device (config)# interface Loopback0

Step 4 ip address ip-address-mask Configures an IP address for an interface on the hub-border
router (Border Router 1).
Example:
Device (config-if)# ip address 10.8.1.1
255.255.255.255
Step 5 exit Exits interface configuration mode and returns to global
configuration mode.
Example:
Device (config-if)# exit
Step 6 domain {domain-name | default} Enters domain configuration mode.
Example:
Device (config) # domain one
Step 7 vrf {vrf-name | default} Configures Virtual Routing and Forwarding (VRF) for the
default domain.
Example:
Device (config-domain) # vrf default Note You can also configure specific VRF definition
for hub-border configuration.
Step 8 border Enters border configuration mode.
Example:
Device (config-domain-vrf) # border
Step 9 sour ce-inter face loopback interface-number Configures the loopback used as a source for peering with
other sites or master controller.
Example:
Device (config-domain-vrf-br)# source-interface
Loopback0
Step 10 master [ip-address|local] Configures the IP address of the hub-master controller.
You can also configure the local domain master controller
Example:
as the master.
Device (config-domain-vrf-br)# master 10.8.3.3
Step 11 exit Exits border configuration mode and enters VRF
configuration mode.
Example:
Device (config-domain-vrf-br)# exit
Step 12 exit Exits VRF configuration mode and enters domain
configuration mode.
Example:
Device (config-domain-vrf)# exit
Step 13 exit Exits domain configuration mode and enters global
configuration mode.
Example:
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Command or Action Purpose

Device (config-domain) # exit

Step 14 inter face tunnel-name Enters interface configuration mode.

Example:

Device (config) # interface TunnellOO0

Step 15 ip addressip-address mask Configures an IP address for the tunnel interface.

Example:

Device (config-if)# ip address 10.0.100.84
255.255.255.0

Step 16 domain domain-name path path-name Configures the Internet Service Provider (ISP). There are
two types of external interfaces, enterprise link such as
DMVPN tunnel interface and internet-bound interface.
Device (config-if)# domain one path MPLS Internet-bound external interface is configured only on the
hub site for the internet edge deployment and cannot be
discovered by any branch site.

Example:

We recommend using front VRF on the tunnel interface
for enterprise links over internet ISP links.

Note You can configure multiple ISPs. If you are
defining specific domain name for example,
domain_cisco, you must specify the same
domain name for configuring ISP paths.

Step 17 end Exits interface configuration mode and returns to privileged

EXEC mode.
Example:

Device (config-if)# end

Step 18 (Optional) show domain domain-name border status | Use this show command to display the status of a border

router.
Example:

Device# show domain one border status

What to do next
Configuring Branch Master Controller
Configuring Branch Border Router

Verifying PfRv3 Configuration

Configuring Domain Policies

)

Note  You can define policies based on either per application or per differentiated services code point (DSCP) but,
you cannot mix and match DSCP and application-based policies in the same class group. You can use predefined
policies from the template or create custom policies.
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Before you begin
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Configure a device as hub-master controller at the hub site. To know more about how to configure a hub-master
controller, see Configuring Hub Master Controller, on page 15 section.

SUMMARY STEPS
1. domain {domain-name | default}
2. vrf {vrf-name| default}
3. master [hub | branch | transit]
4. monitor-interval seconds dscp ef
5. load-balance
6. class class-name sequence sequence-number
7.  match {application | dscp} services-value policy
8. path-preference path-name fallback path-name
9. priority priority-number [jitter | loss | one-way-delay] threshold threshold-value
10. end
DETAILED STEPS
Command or Action Purpose
Step 1 domain {domain-name | default} Enters domain configuration mode.
Example: Note You can either configure a default domain or
Device (config) # domain default define a specific domain for the border
configuration. If you are defining a specific
domain, for example "domain-cisco", you must
configure the same domain for all devices for
PfRv3 configuration.
Step 2 vrf {vrf-name | default} Configures default Virtual Routing and Forwarding (VRF)
instances for the default or specific domain.
Example:
Device (config-domain) # vrf default Note You can configure specific VRF definition also
for the hub-master controller configuration.
Step 3 master [hub | branch | transit] Enters master controller configuration mode and configures
Examole: the master as a hub. When the master hub is configured,
a' ple: ' . EIGRP SAF auto-configuration is enabled by default and
Pevice (config-domain-vrf) # master hub requests from remote sites are sent to the hub master
controller.
Step 4 monitor-interval seconds dscp ef Configures interval time that defines monitoring interval

Example:

Device (config-domain-vrf-mc) # monitor-interval 2
dscp ef

on ingress monitors.

Note For critical applications monitor interval is set
to 2 seconds. Default value is 30 seconds. You
can lower the monitor interval for critical
applications to achieve a fast fail over to the
secondary path. This is known as quick monitor.
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Command or Action Purpose
Step 5 load-balance Configures load balancing.
Example: Note When load balancing is enabled, all the traffic
Device (config-domain-vrf-mc)# load-balance that falls in the default class is load balanced.
When load balancing is disabled, PfRv3 deletes
this default class and traffic is not load balanced
and is routed based on the routing table
information.
Step 6 class class-name sequence seguence-number Enters policy class configuration mode.
Example: Note Class-name value must be in all capitals.
Device (config-domain-vrf-mc)# class VOICE sequence]
10
Step 7 match {application | dscp} services-value policy Configures policy on per DSCP basis. You can select a
DSCP value from 0 to 63. You can select the following
Example: . )
policy types:
Device (config-domain-vrf-mc-class) # match dscp ef
policy voice * best-effort
* bulk-data
e custom
* low-latency-data
* real-time-video
* scavenger
* voice
In this example, the domain policy type is configured for
voice.
Step 8 path-preference path-name fallback path-name Configures the path preference for applications.
Example: Note You can configure up to five primary path
Device (config-domain-vrf-mc-class) # preferences and four fallback preferences.
path-preference MPLS fallback INET Group policies sharing the same purpose can
be defined under the same class path preference.
You cannot configure different path preference
under the same class.
Step 9 priority priority-number [jitter | loss | Enters class type configuration mode. Configures the

one-way-delay] threshold threshold-value

Example:

Device (config-domain-vrf-mc-class-type)# priority]
2 loss threshold 10

Device (config-domain-vrf-mc-class-type) # priorityj
1 one-way-delay threshold 600

user-defined threshold value for loss, jitter, and
one-way-delay for the policy type. Threshold values are
defined in usec.

Note You can configure class type priorities only for
a custom policy. You can configure multiple
priorities for custom policies.
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Command or Action

Purpose

Device (config-domain-vrf-mc-class-type)# priority
2 jitter threshold 200

Step 10

end

Example:

Device (config) # end

Exits configuration mode and returns to privileged EXEC
mode.

What to do next

Verifying PfRv3 Configurations

Configuring Branch Master Controller

You must configure the IP address of the hub-master controller for setting up the branch-master controller.
You can use the global routing table (default VRF) or define specific VRFs for the branch-master controller.

\}

Note If default VRF (Global Routing Table) is used, then VRF definition can be omitted.
SUMMARY STEPS
1. enable
2. configureterminal
3. interfaceloopback interface-number
4. ipaddress ip-address-mask
5. domain {domain-name | default}
6. vrf {vrf-name| default}
7 master branch
8. source-interface loopback interface-number
9. hubip-address
10. end
11. (Optional) show domain domain-name master status
DETAILED STEPS
Command or Action Purpose
Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Device> enable
Step 2 configure terminal Enters global configuration mode.

Example:

Device# configure terminal
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Command or Action

Purpose

Step 3 interface loopback interface-number Enters interface configuration mode.
Example:
Device (config) # interface LoopbackO
Step 4 ip address ip-address-mask Configures an IP address for an interface on the
branch-master controller.
Example:
Device (config-if)# ip address 10.2.10.10
255.255.255.255
Step 5 domain {domain-name | default} Enters domain configuration mode.
Example: Note You can either configure a default domain or
Device (config)# domain default define a specific domain for master controller
configuration. If you are defining the specific
domain, for example "domain_cisco", you must
configure the same domain for all devices for
PfRv3 configuration.
Step 6 vrf {vrf-name | default} Configures Virtual Routing and Forwarding (VRF) for the
default domain.
Example:
Device (config-domain)# vrf default Note You can also configure specific VRF definition
for branch border configuration.
Step 7 master branch Configures the device as master branch.
Example:
Device (config-domain-vrf) # master branch
Step 8 sour ce-inter face loopback interface-number Configures the loopback used as a source for peering with
other sites or master controller.
Example:
Device (config-domain-vrf-mc) # source-interface
Loopback0
Step 9 hub ip-address Specifies the IP address of the hub master controller.
Example:
Device (config-domain-vrf-mc)# hub 10.8.3.3
Step 10 end Exits master controller domain configuration mode and
returns to privileged EXEC mode.
Example:
Device (config-domain-vrf-mc) # end
Step 11 (Optional) show domain domain-name master status | Use this show command to display the status of a master

Example:

Device# show domain one master status

controller.
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What to do next

Configuring Branch Border Router

Verifying Border Router

Configuring Branch Border Router

Performance Routing Version 3 |

A border router on a branch site must register to the local master controller. You need not provision any
external interfaces for border routers on branch. Interfaces are learnt during the discovery process together
with the path names (colors). You can use the global routing table (default VRF) or define specific VRFs for

border routers.

(Optional) show domain domain-name border status

SUMMARY STEPS
1. enable
2. configureterminal
3. domain {domain-name | default}
4. vrf {vrf-name| default}
5. border
6. source-interface loopback interface-number
7. master ip-address
8. end
9.
DETAILED STEPS

Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 domain {domain-name | default} Enters domain configuration mode.
Example:
Device (config) # domain default
Step 4 vrf {vrf-name | default} Configures Virtual Routing and Forwarding (VRF) for the
default domain.
Example:
Device (config-domain) # vrf default Note You can also configure specific VRF definition
for the branch-border configuration.
Step 5 border Enters border configuration mode.
Example:
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Command or Action

Purpose

Device (config-domain-vrf) # border

Step 6 sour ce-inter face loopback interface-number Configures the loopback address used as a source for
Example: peering with other sites or the master controller.
Device (config-domain-vrf-br)# source-interface
Loopback0
Step 7 master ip-address Specifies the IP address of the branch-master controller.
Example:
Device (config-domain-vrf-br) # master 10.1.1.1
Step 8 end Exits border configuration mode and returns to privileged
EXEC mode.
Example:
Device (config-domain-vrf-br)# end
Step 9 (Optional) show domain domain-name border status | Use this show command to display the status of a border

Example:

Device# show domain one border status

router.

What to do next

Verifying PfRv3 Configurations

Configuring Branch Master Controller and Border Router

A branch device can be configured to perform the role of a master controller and a border router. The
branch-master controller or border router peers with the hub-master controller and receives all policy updates

from it.

SUMMARY STEPS

enable

configureterminal

interface loopback interface-number
ip address ip-address-mask

exit

domain {domain-name | default}

vrf {vrf-name | default}

border

©CENOGORWN A

-
°

master local
master branch

- ) )
wNn =

hub ip-address
end

-
E

sour ce-interface loopback interface-number

sour ce-interface loopback interface-number
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DETAILED STEPS
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Command or Action

Purpose

Step 1 enable Enables privileged EXEC mode.
Example: * Enter your password if prompted.
Device> enable
Step 2 configureterminal Enters global configuration mode.
Example:
Device# configure terminal
Step 3 interface loopback interface-number Enters interface configuration mode.
Example:
Device (config) # interface LoopbackO
Step 4 ip address ip-address-mask Configures an IP address for an interface on the branch
master controller.
Example:
Device (config-if)# ip address 10.2.12.12
255.255.255.255
Step 5 exit Exits interface configuration mode and returns to global
configuration mode.
Example:
Device (config-if)# exit
Step 6 domain {domain-name | default} Enters domain configuration mode.
Example:
Device (config) # domain default
Step 7 vrf {vrf-name| default} Configures Virtual Routing and Forwarding (VRF) for the
default domain.
Example:
Device (config-domain) # vrf default
Step 8 border Enters border configuration mode.
Example:
Device (config-domain-vrf) # border
Step 9 sour ce-inter face loopback interface-number Configures the loopback used as a source for peering with
other sites or master controller.
Example:
Device (config-domain-vrf-br)# source-interface
Loopback0
Step 10 master local Configures the local IP address of the device as
branch-master controller.
Example:
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Command or Action

Purpose

Device (config-domain-vrf-br)# master local

Step 11 master branch Configures the master type of the device as a branch.
Example:
Device (config-domain-vrf-mc) # master branch
Step 12 sour ce-inter face loopback interface-number Configures the loopback used as a source for peering with
other sites or master controller.
Example:
Device (config-domain-vrf-mc) # source-interface
Loopback0
Step 13 hub ip-address Configures the IP address of the hub-master controller.
Example:
Device (config-domain-vrf-mc)# hub 10.8.3.3
Step 14 end Exits the configuration mode and returns to privileged
EXEC mode.
Example:

Device (config-domain-vrf-mc) # end

What to do next

Verifying PfRv3 Configuration

Verifying PfRv3 Configuration

Verifying Hub Master Controller Configurations

Use the following show commands in any order to verify the status of the hub-master controller.

SUMMARY STEPS

show derived-config | section eigrp

o0, wwN-=2

DETAILED STEPS

Step 1

show domain domain-name master policy

* Policy publishing status to remote sites

show domain domain-name master policy
show domain domain-name master status
show domain domain-name master exits

show domain domain-name master peering

show domain domain-name master discover ed-sites

This command displays the policy information configured on the hub master controller.

Check the following fields in the output to ensure that the hub-master controller is configured accurately:
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* Policy threshold per class based on either DSCP or application

* Class default is enabled
Example:

HubMC# show domain one master policy

No Policy publish pending
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class VOICE sequence 10
path-preference MPLS fallback INET
class type: Dscp Based
match dscp ef policy custom

priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1

class VIDEO sequence 20
path-preference INET fallback MPLS
class type: Dscp Based
match dscp af4l policy custom
priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1
match dscp cs4 policy custom
priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1

class CRITICAL sequence 30
path-preference MPLS fallback INET
class type: Dscp Based
match dscp af31l policy custom

priority 2 packet-loss-rate threshold 10.0 percent
priority 1 one-way-delay threshold 600 msec
priority 2 byte-loss-rate threshold 10.0 percent
Number of Traffic classes using this policy: 1

class default
match dscp all
Number of Traffic classes using this policy: 3

The following table describes the significant fields shown in the command output.

Table 3: show domain master policy Field Descriptions

Field

Description

No policy publish pending

Specifies if the policy publishing is pending to remote sites.

. Performance Routing Version 3 Configuration Guide, Cisco 10S XE Gibraltar 16.11.x



| Performance Routing Version 3
Verifying Hub Master Controller Configurations .

Field Description
class Name of the class type. In this example, the following
classes are listed:
* VOICE
* VIDEO
* CRITICAL
path-preference Specifies the path preferred for the class type.
match Specifies the DSCP value to match for a policy type.
priority Specifies the detailed policy threshold per class, based on
the DSCP or application.
Step 2 show domain domain-name master status

This command displays the status of the hub-master controller.
Check the following fields in the output to ensure that the hub-master controller is configured accurately:

* Operational status is Up

* Configured status is Up

« External interfaces with appropriate path names are defined
* Load balancing is enabled

* Default channels for load-sharing are enabled and configured
Example:

HubMC# show domain one master status

*** Domain MC Status ***
Master VRF: Global

Instance Type: Hub
Instance id: 0
Operational status: Up
Configured status: Up
Loopback IP Address: 10.8.3.3
Load Balancing:
Admin Status: Enabled
Operational Status: Up
Enterprise top level prefixes configured: 1
Max Calculated Utilization Variance: 1%
Last load balance attempt: 00:27:23 ago
Last Reason: Variance less than 20%
Total unbalanced bandwidth:
External links: 0 Kbps Internet links: 0 Kpbs
Route Control: Enabled
Mitigation mode Aggressive: Disabled
Policy threshold variance: 20
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Minimum Mask Length: 28
Sampling: off

Borders:
IP address: 10.8.2.2
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Connection status: CONNECTED (Last Updated 1dllh ago )

Interfaces configured:

Name: Tunnel200 | type: external | Service Provider: INET | Status: UP

Number of default Channels: 3

Tunnel if: TunnelO

IP address: 10.8.1.1

Connection status: CONNECTED (Last Updated 1dllh ago )

Interfaces configured:

Name: TunnellOO | type: external | Service Provider: MPLS | Status: UP

Number of default Channels: 3

Tunnel if: TunnelO

The following table describes the significant fields shown in the command output.

Table 4: show domain master status Field Descriptions

Field

Description

Instance Type

Displays the instance type of the device. In this output, the
device is configured as a hub.

Operational Status

Displays the operational status of the hub.

Configured Status

Displays the configuration status of the hub.

Load Balancing Displays the load balancing status. If load balancing is
enabled, the master controller will load balance the
default-class traffic among all the external interfaces.

Borders Displays the information of border routers connected to the

hub master controller.

Number of default Channels

Displays the number of channels configured.

Step 3 show domain domain-name master exits

This command displays the summary of the external interfaces configured at the hub site.

Check the following fields in the output to ensure that the hub-master controller is configured accurately:

* External interface capacity

* Egress utilization

» Number of traffic classes per DSCP on external interface

» Range of Egress utilization

Example:
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HubMC# show domain one master exits

Verifying Hub Master Controller Configurations .

*** Domain MC Status ***

BR address: 10.8.2.2 | Name: Tunnel200 | type:

external | Path: INET |

Egress capacity: 50000 Kbps | Egress BW: 17514 Kbps | Ideal:17948 Kbps | under:

434 Kbps | Egress Utilization: 35 %
DSCP: c¢s4[32]-Number of Traffic Classes([1]

DSCP: af4l1[34]-Number of Traffic Classes|[1]

DSCP: c¢s5[40] -Number of Traffic Classes([1]

BR address: 10.8.1.1 | Name: TunnellOO0 | type:

external | Path: MPLS |

Egress capacity: 100000 Kbps | Egress BW: 36331 Kbps | Ideal:35896 Kbps | over:

435 Kbps | Egress Utilization: 36 %
DSCP: c¢sl[8]-Number of Traffic Classes|[1
DSCP: afll[10]-Number of Traffic Classes
DSCP: af31[26]-Number of Traffic Classes
DSCP: ef[46]-Number of Traffic Classes|[1

The following table describes the significant fields shown in the command output.

Table 5: show domain master exits Field Descriptions

Field Description

BR address IP address of border routers configured at the hub site.

type Type of interface. Internal or external. In this example, the
type is external.

Path Name of the path.

Egress capacity

Egress capacity of the interface.

DSCP

Number of traffic classed configured per DSCP on external
interfaces.

Step 4 show domain domain-name master peering

This command displays the peering information of the hub-master controller.

Check the following fields in the output to ensure that the hub-master controller is configured accurately:

* Peering state status
* Cent-policy status
* PMI status

* Globals service status
Example:

HubMC# show domain one master peering
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*** Domain MC Status ***

Peering state: Enabled
Origin: Loopback0 (10.8.3.3)
Peering type: Listener

Subscribed service:
cent-policy (2)
site-prefix (1)
Last Notification Info: 00:23:15 ago, Size: 160, Compressed size: 144, Status: No Error, Count:

service-provider (4)
globals (5)
Last Notification Info: 00:03:09 ago, Size: 325, Compressed size: 218, Status: No Error, Count:

pmi (3)

Published service:
site-prefix (1) :
Last Publish Info: 00:03:10 ago, Size: 209, Compressed size: 138, Status: No Error
cent-policy (2) :
Last Publish Info: 00:02:58 ago, Size: 2244, Compressed size: 468, Status: No Error

pmi (3) :
Last Publish Info: 02:03:12 ago, Size: 2088, Compressed size: 458, Status: No Error
globals (5)

Last Publish Info: 00:03:09 ago, Size: 325, Compressed size: 198, Status: No Error

The following table describes the significant fields shown in the command output.

Table 6: show domain master peering Field Descriptions

Field Description

Peering state Status of peering.

Subscribed services Lists the status of services subscribed to.

Published services Services published by the hub-master controller to the
remote sites.

Step 5 show derived-config | section eigrp
This command displays if EIGRP SAF is automatically configured.
Check the following fields in the output to ensure that the hub-master controller is configured accurately:
» EIGRP SAF configuration is auto enabled
* EIGRP SAF peering status between hub and branch sites

Example:

HubMC# show derived-config | section eigrp

router eigrp #AUTOCFG# (API-generated auto-configuration, not user configurable)
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Step 6

|
service-family ipv4 autonomous-system 59501
|
sf-interface LoopbackO0
hello-interval 120
hold-time 600
exit-sf-interface
|
topology base
exit-sf-topology
remote-neighbors source Loopback(0 unicast-listen
exit-service-family

The fields shown above are self-explanatory.

show domain domain-name master discovered-sites

This command displays the sites that are remotely connected to the hub site.

Example:

HubMC# show domain one master discovered-sites

Verifying Hub Master Controller Configurations .

*** Domain MC DISCOVERED sites ***

Number of sites: 3

*Traffic classes [Performance based] [Load-balance based]

Site ID: 255.255.255.255

DSCP :default[0]-Number of traffic classes[0][0]
DSCP :af31[26]-Number of traffic classes[0][0]
DSCP :cs4[32]-Number of traffic classes[0][0]
DSCP :af41[34]-Number of traffic classes[0][0]
DSCP :cs5[40]-Number of traffic classes[0][0]
DSCP :ef[46]-Number of traffic classes[0][0]
Site ID: 10.2.10.10
DSCP :default[0]-Number of traffic classes[1][1]
DSCP :af31[26]-Number of traffic classes[0][0]
DSCP :cs4[32]-Number of traffic classes[1][0]
DSCP :af41[34]-Number of traffic classes[0][0]
DSCP :cs5[40]-Number of traffic classes[0][0]
DSCP :ef[46]-Number of traffic classes[1][0]
Site ID: 10.2.11.11

DSCP :default[0]-Number of traffic classes[0][0]
DSCP :af31[26]-Number of traffic classes[0][0]
DSCP :cs4[32]-Number of traffic classes[0][0]
DSCP :af41[34]-Number of traffic classes[0][0]
DSCP :cs5[40]-Number of traffic classes[0][0]
DSCP :ef[46]-Number of traffic classes[0][0]

The fields shown above are self-explanatory.

Performance Routing Version 3 Configuration Guide, Cisco 10S XE Gibraltar 16.11.x .



Performance Routing Version 3 |
. Verifying Hub Border Router Configurations

Verifying Hub Border Router Configurations

Use the following show commands in any order to verify the status of the hub border routers.

SUMMARY STEPS

1. show domain domain-name border status

2. show domain domain-name border peering

3. show platform software pfrv3 rp active smart-probe

4. show platform software pfrv3 fp active smart-probe

5. show platform hardware qfp active feature pfrv3 client global pfrv3-instance detail
DETAILED STEPS
Step 1 show domain domain-name border status

This command displays the status of the border routers configured at the hub site.
Check the following fields in the output to ensure that the hub-border routers are configured accurately:

* Border status is UP
* External interfaces are listed with the right path names

* Minimum requirement is met
Example:

HubBR# show domain one border status

****Border Status****

Instance Status: UP

Present status last updated: 02:07:43 ago

Loopback: Configured LoopbackO UP (10.8.2.2)

Master: 10.8.3.3

Connection Status with Master: UP

MC connection info: CONNECTION SUCCESSFUL

Connected for: 02:07:42

Route-Control: Enabled

Minimum Mask length: 28

Sampling: off

Minimum Requirement: Met

External Wan interfaces:
Name: TunnellO0 Interface Index: 14 SNMP Index: 9 SP:MPLS Status: UP
Name: Tunnel200 Interface Index: 154 SNMP Index: 10 SP:INET Status: UP

Auto Tunnel information:

Name:TunnelO if index: 15
Borders reachable via this tunnel: 10.8.2.2
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Step 2

Verifying Hub Border Router Configurations .

The following table describes the significant fields shown in the command output.

Table 7: show domain border status Field Descriptions

Field

Description

Instance Status

Displays the instance status.

Master

IP address of the master controller.

Minimum Requirement

Displays the minimum requirement status of the border
router.

External Wan interfaces

Displays the information of external interfaces configured
on border router.

Auto Tunnel information

Displays the information of auto-tunnel configuration.

show domain domain-name border peering

This command displays the border router peering status.

Check the following fields in the output to ensure that the hub-border router is configured accurately:

* Peering status
» PMI status
» Site-perfix status

* Globals service status
Example:

HubBR# show domain one border peering

Peering state: Enabled
Origin: Loopback0 (10.8.2.2)
Peering type: Peer (With 10.8.3.3)
Subscribed service:
pmi (3)
Last Notification Info:
No Error, Count: 1
site-prefix (1)
Last Notification Info:
No Error, Count: 6
globals (5)
Last Notification Info:
No Error, Count: 9

02:09:49 ago, Size:

00:06:19 ago, Size:
Size:

00:09:48 ago,

Published service:

2088, Compressed size: 478, Status:
128, Compressed size: 134, Status:
325, Compressed size: 218, Status:

The following table describes the significant fields shown in the command output.
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Table 8: show domain border peering Field Descriptions

Performance Routing Version 3 |

Field

Description

Peering state

Status of peering.

Peering type

Type of peering. In this example, the border router is peering
with master-hub controller.

Subscribed service

Lists the status of services subscribed to. In this example,
the following services are subscribed:

* pmi
* site-prefix

* globals

Published services

Services published by the hub-border routers to the remote
sites.

Step 3 show platform software pfrv3rp active smart-probe

Note To verify the status of a hub-border router on Cisco ASR 1000 Series Aggregation Services Routers, use the
show platform software pfrv3 rp active smart-probe command.

This command displays the PfRv3 smart probe status on a Cisco ASR 1000 Series Aggregation Services Router configured

at the hub site.

Example:

HubBR# show platform software pfrv3 rp active smart-probe

PfRv3 smart probe parameters :
Total number of PfRv3 smart probe: 1

Parameters :
vrf id = 0
Probe src = 10.8.3.3
Src port = 18000, Dst port = 19000
Unreach time = 1000, Probe period = 500
Discovery = false
Dscp bitmap = Oxffffffffffffffff
interval = 10000
Discovery probe = true
minimum prefix length = 28

The fields shown above are self-explanatory.

Step 4 show platform software pfrv3 fp active smart-probe

Note To verify the smart probe status of a embedded-service- processor on Cisco ASR 1000 Series Aggregation
Services Routers, use the show platform software pfrv3 fp active smart-probe command.
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This command displays the PfRv3 smart probe status on a Cisco ASR 1000 Series Aggregation Services Router configured
at the hub site.

Example:

HubBR# show platform software pfrv3 fp active smart-probe

PfRv3 smart probe parameters
Total number of PfRv3 smart probe: 1

Parameters
vrf id = 0
Probe src = 10.8.3.3
Src port = 18000, Dst port = 19000
Unreach time = 1000, Probe period = 500
Discovery = false
Dscp bitmap = Oxffffffffffffffff
interval = 10000
Discovery probe true
minimum prefix length = 28

The fields shown above are self-explanatory.

Step 5 show platform hardware gfp active feature pfrv3 client global pfrv3-instance detail

Note To verify the platform hardware information for PfR v3 on Cisco ASR 1000 Series Aggregation Services
Routers, use the show platform har dware gfp active feature pfrv3 client global pfrv3-instance detail
command.

This command displays the platform hardware information on a Cisco ASR 1000 Series Aggregation Services Router
configured at the hub site.

Example:

HubBR# show platform hardware gfp active feature pfrv3 client global pfrv3-instance detail

PfRv3 QFP CLIENT GLOBAL INFO
Number of Instances: 1

Instance

hash val: 5

tbl id: 0

symmetry: Off

discovery: Off

discovery probe: On

probe info:
probe src: 10.8.3.3, src port: 18000, dst port: 19000
unreach time: 1000, probe period: 500
dscp bitmap: Oxffffffffffffffff, interval: 10000
mml: 28

exmem info:
PPE addr: 0xe80b7830
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The fields shown above are self-explanatory.

Verifying Branch Master Controller Configurations

Use the following show commands in any order to verify the status of the branch-master controller.

SUMMARY STEPS
1. show domain domain-name master status
2. show domain domain-name master policy
DETAILED STEPS
Step 1 show domain domain-name master status

This command displays the status information of the branch-master controller.

Check the following fields in the output to ensure that the branch-master controller is configured accurately:

* External interfaces are listed with correct path names

* Minimum requirements are met

* Path names are correct

Example:

BRMC# show domain one master status

*** Domain MC Status ***
Master VRF: Global

Instance Type: Branch

Instance id: 0

Operational status: Up
Configured status: Up

Loopback IP Address: 10.2.10.10
Load Balancing:

Operational Status: Up

Max Calculated Utilization Variance:
Last load balance attempt: 00:00:07 ago
Last Reason: No channels yet for load balancing

Total unbalanced bandwidth:

External links: 5327 Kbps Internet links:

Route Control: Enabled

Mitigation mode Aggressive: Disabled

Policy threshold variance: 20
Minimum Mask Length: 28
Sampling: off

Minimum Requirement: Met
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Step 2

Borders:

Verifying Branch Master Controller Configurations .

IP address: 10.2.10.10

Connection status: CONNECTED (Last Updated 02:03:22 ago )

Interfaces configured:

Name: TunnellOO | type: external | Service Provider:

Number of default Channels: 0

Name: Tunnel200 | type: external | Service Provider:

Number of default Channels: 0

Tunnel if: TunnelO

MPLS |

INET |

Status: UP

Status: UP

The following table describes the significant fields shown in the command output.

Table 9: show domain master status Field Descriptions

Field

Description

Instance Type

Displays the instance type of the device. In this output, the
device is configured as a branch.

Operational Status

Displays the operational status of the branch-master
controller.

Configured Status

Displays the configuration status of the branch-master
controller.

Load Balancing Displays the load balancing status. If load balancing is
enabled on the hub-master controller, the branch master
controller receives load balanced traffic.

Borders Displays the information of border routers connected to the

branch-master controller, and external interfaces connected
to path names.

show domain domain-name master policy

This command displays the policy information received from the hub-master controller.

Example:

BRMC# show domain one master policy

class VOICE sequence 10
path-preference MPLS fallback INET
class type: Dscp Based

match dscp ef policy custom

priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1

class VIDEO sequence 20
path-preference INET fallback MPLS

Performance Routing Version 3 Configuration Guide, Cisco 10S XE Gibraltar 16.11.x .



Performance Routing Version 3 |
. Verifying Branch Border Configurations

class type: Dscp Based

match dscp af4l policy custom
priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1

match dscp cs4 policy custom
priority 2 packet-loss-rate threshold 5.0 percent
priority 1 one-way-delay threshold 150 msec
priority 2 byte-loss-rate threshold 5.0 percent
Number of Traffic classes using this policy: 1

class CRITICAL sequence 30
path-preference MPLS fallback INET
class type: Dscp Based
match dscp af31l policy custom

priority 2 packet-loss-rate threshold 10.0 percent
priority 1 one-way-delay threshold 600 msec
priority 2 byte-loss-rate threshold 10.0 percent
Number of Traffic classes using this policy: 1

class default
match dscp all

The following table describes the significant fields shown in the command output.

Table 10: show domain master policy Field Descriptions

Field Description
class Name of the class type. In this example, the following
classes are listed:
* VOICE
* VIDEO
* CRITICAL
path-preference Specifies the path preferred for the class type.
match Specifies the DSCP value to match for a policy type.
priority Specifies the detailed policy threshold per class, based on
the DSCP or application.

Verifying Branch Border Configurations

Use the following show commands in any order to verify the status of the branch-border router.

SUMMARY STEPS

1. show domain domain-name border status
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2. show eigrp service-family ipv4 neighbor s detail
3. show domain domain-name master peering
4. show domain domain-name border pmi
5. show flow monitor type perfor mance-monitor
DETAILED STEPS
Step 1 show domain domain-name border status

This command displays the status information of the branch-border routers.
Check the following fields in the output to ensure that the branch-border routers are configured accurately:

* Border status is UP
* External interfaces are listed with the right path names

* Minimum requirement is met

Example:

BR# show domain one border status

*** Border Status ***

Instance Status: UP

Present status last updated: 02:11:47 ago

Loopback: Configured LoopbackO UP (10.2.10.10)

Master: 10.2.10.10

Connection Status with Master: UP

MC connection info: CONNECTION SUCCESSFUL

Connected for: 02:11:41

Route-Control: Enabled

Minimum Mask length: 28

Sampling: off

Minimum Requirement: Met

External Wan interfaces:
Name: TunnellO0 Interface Index: 14 SNMP Index: 9 SP:MPLS Status: UP
Name: Tunnel200 Interface Index: 15 SNMP Index: 10 SP:INET Status: UP

Auto Tunnel information:

Name:TunnelO if index: 19
Borders reachable via this tunnel:

The following table describes the significant fields shown in the command output.

Table 11: show domain border status Field Descriptions

Field Description

Instance Status Displays the instance status of the device.
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Field Description
Master Displays the IP address of the local-master controller.
Connection Status with Master Displays the connection status with master controller.

e UP - Indicates that the connection is successful and
the policy information is communicated from the
master controller to the border router.

External Wan Interfaces Displays the information about external WAN tunnel
interfaces connected to the branch-master controller.

Step 2 show eigrp service-family ipv4 neighbor s detail
This command displays the SAF peering information of the local master controller.

Example:

BR# show eigrp service-family ipv4 neighbors detail

EIGRP-SFv4 VR (#AUTOCFG#) Service-Family Neighbors for AS(59501)

H Address Interface Hold Uptime SRTT RTO OQ Seqg
(sec) (ms) Cnt Num
0 10.8.3.3 LoO 497 02:12:18 5 100 O 31

Remote Static neighbor (static multihop)
Version 17.0/4.0, Retrans: 0, Retries: 0, Prefixes: 6
Topology-ids from peer - 0

Max Nbrs: 65535, Current Nbrs: 0

The fields shown above are self-explanatory.

Step 3 show domain domain-name master peering
This command displays the peering information of the branch-master controller.
Check the following fields in the output to ensure that the branch-border routers are configured accurately:
* Peering status
* PMI status
* Site-perfix status

* Globals service status
Example:

BR# show domain one master peering

Peering state: Enabled
Origin: Loopback0(10.2.10.10)
Peering type: Listener, Peer (With 10.8.3.3)
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Subscribed service:
cent-policy (2) :
Last Notification Info:
No Error, Count: 5
site-prefix (1)
Last Notification Info:

No Error, Count: 35
service-provider (4)
globals (5)

Last Notification Info:

No Error, Count: 19

Published service:
site-prefix (1)

Last Publish Info: 00:49:11 ago, Size:
Error
globals (5)
Last Publish Info: 10:29:09 ago, Size:
Error

00:24:15 ago,

00:24:15 ago,

00:24:15 ago,

Size:

Size:

Size:

160,

325,

Verifying Branch Border Configurations .

2244, Compressed size: 488, Status:
128, Compressed size: 134, Status:
325, Compressed size: 218, Status:
Compressed size: 124, Status: No
Compressed size: 198, Status: No

The following table describes the significant fields shown in the command output.

Table 12: show domain master peering Field Descriptions

Field

Description

Peering state

Status of peering.

Subscribed services

Displays the subscribed services list.

Published services

Displays the services published by the branch-master

controller to the branch-border routers.

Step 4

show domain domain-name border pmi

This command displays the performance monitor information applied on the external interfaces.

Check the following fields in the output to ensure that the branch-border router is configured accurately and performance
monitors are correctly applied on external interfaces :

* Ingress policy activation
* Egress policy activation

* PMI status

Example:

BR# show domain one border pmi

*x*%*xpPfrv3 PMI INFORMATIONX****

Ingress policy Pfrv3-Policy-Ingress-0-4:

Ingress policy activated on:
Tunnel200 TunnellOO0

[SNIP]
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Egress policy Pfrv3-Policy-Egress-0-3:
Egress policy activated on:
Tunnel200 Tunnell0O

PMI[Egress-aggregate] ~-FLOW MONITOR[MON-Egress-aggregate-0-48-1]
Trigger Nbar:No

PMI[Egress-prefix-learn] -FLOW MONITOR[MON-Egress-prefix-learn-0-48-2]

The fields shown above are self-explanatory.
Step 5 show flow monitor type performance-monitor

This command displays the flow monitor information for passive-performance monitoring on the egress interface of
WAN. The flow monitors are automatically generated.

Check the following fields in the output to ensure that the branch-border router is configured accurately:

* Cache type
* Flow monitor interval time
* Export spreading status
Example:
BR# show flow monitor type performance-monitor

Flow Monitor type performance-monitor MON-Egress-aggregate-0-48-9:

Description
Flow Record
Flow Exporter
Cache type
entries
interval
history size
timeout

export spreading:

Interface applied

:User defined
:CENT-FLOWREC-Egress-aggregate-0-11
:CENT_FLOW_EXP-2

:synchronized

:4000

:30 (seconds)

:0 (intervals)

:1 (intervals)

TRUE

:2

Flow Monitor type performance-monitor MON-Egress-prefix-learn-0-48-10:

Description
Flow Record
Flow Exporter
Cache type
entries
interval
history size
timeout

export spreading:

Interface applied

:User defined
:CENT-FLOWREC-Egress-prefix-learn-0-12
:CENT FLOW EXP-2

:synchronized

:700
:30 (seconds)
:0 (intervals)
:1 (intervals)
FALSE

:2

Flow Monitor type
Description

Flow Record

Flow Exporter

performance-monitor MON-Ingress-per-DSCP-0-48-11:
:User defined

:CENT-FLOWREC-Ingress-per-DSCP-0-13

:not configured

Cache type :synchronized
entries :2000
interval :30 (seconds)
history size :0 (intervals)
timeout :1 (intervals)
export spreading:FALSE
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Interface applied :2

The fields shown above are self-explanatory.

Monitoring PfRv3

Monitoring Site Prefix

Site prefixes are internal prefixes for each site. The site prefix database resides on both the master controller
and the border routers. Site prefixes are learned from monitoring traffic moving in the egress direction on the
WAN interface.

* The site prefix database at hub site learns the site prefixes and their origins from both local egress flow
and advertisements from remote peers.

* The site prefix database at border router learns the site prefixes and their origins only from remote peer's
advertisements.

N

Note By default, master controller and border routers age out all the site prefixes at a frequency of 24 hours.

SUMMARY STEPS

1. showdomain domain-name master site-prefix

2. show domain domain-name border site-prefix

3. showdomain domain-name border pmi | begin prefix-learn
DETAILED STEPS
Step 1 show domain domain-name master site-prefix

This command displays the site- prefix status information of the hub master controller.

Example:

HubMC# show domain one master site-prefix

Change will be published between 5-60 seconds

Next Publish 00:54:41 later

Prefix DB Origin: 10.8.3.3

Prefix Flag: S-From SAF; L-Learned; T-Top Level; C-Configured;

Site-id Site-prefix Last Updated Flag
10.2.10.10 10.1.10.0/24 00:42:07 ago s,
10.2.10.10 10.2.10.10/32 00:42:07 ago s,
10.2.11.11 10.2.11.11/32 00:18:25 ago S,
10.8.3.3 10.8.3.3/32 1d05h ago L,
10.8.3.3 10.8.0.0/16 1d05h ago c,
255.255.255.255 *10.0.0.0/8 1d05h ago T,
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The fields shown above are self-explanatory.
Step 2 show domain domain-name border site-prefix

This command displays the site- prefix status information of the hub-border router.

Example:

HubBR# show domain one border site-prefix

Prefix Flag: S-From SAF; L-Learned; T-Top Level; C-Configured;

Site-id Site-prefix Last Updated Flag
10.2.10.10 10.1.10.0/24 00:59:12 ago S,
10.2.11.11 10.1.11.0/24 01:14:42 ago S,
10.2.10.10 10.2.10.10/32 01:08:04 ago S,
10.2.11.11 10.2.11.11/32 01:22:01 ago S,
10.8.3.3 10.8.3.3/32 01:30:22 ago S,
10.8.3.3 10.8.0.0/16 01:30:22 ago s,C,
255.255.255.255 *10.0.0.0/8 01:30:22 ago s, T,

The fields shown above are self-explanatory.

Step 3 show domain domain-name border pmi | begin prefix-learn
This command displays the automatically learned site- prefix status information of the hub-border router.

Example:

HubBR# show domain one border pmi | begin prefix-learn

PMI [Egress-prefix-learn] -FLOW MONITOR[MON-Egress-prefix-learn-0-48-29]
monitor-interval:30
minimum-mask-length:28
key-list:
ipv4 source prefix
ipv4 source ma