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Introduction

The Shared-Border is a common external connectivity point for multiple VXLAN BGP EVPN fabrics
interconnected with EVPN Multi-Site architecture. Unlike the BGW (Border Gateway), the Shared-
Border does not have any specific requirement other than “normal” VXLAN EVPN support; it is solely a
Shared-Border node topologically outside one or more sites. The Shared-Border operates like a
traditional VTEP, but unlike the Site-Internal VTEPs, the Shared-Border is a Site-External VTEP. In the
case of external connectivity, the Shared-Border operates solely in Layer 3 mode; hence, no BUM
replication between the BGW nodes of the VXLAN EVPN fabrics and Shared-Border nodes is
necessary. We must configure the VXLAN BGP EVPN VTEP on the Shared-border, and it must be
present in a different autonomous system than the one that includes the BGWs.

Depending on hardware and software capabilities, the Shared-Border can enable external
connectivity with various Layer 3 technologies. Some examples are Cisco Nexus 9000 Series
switches (VRF Lite and MPLS L3VPN), Cisco Nexus 7000 Series Switches (VRF Lite, MPLS L3VPN,
and LISP), Cisco ASR 9000 Series Aggregation Services Routers (VRF Lite and MPLS L3VPN), and
Cisco ASR 1000 Series routers (VRF Lite and MPLS L3VPN).

Shared-Border Use-Cases

Flexible integration in a scalable Multi-Site architecture

Today, large Enterprises and Service Providers deploy scalable data centers with upwards of 1000
racks within the data center's physical location. To simplify operations and limit the fault domain, the
data center should logically be segmented into smaller fabrics, able to extend any VRF and network
anywhere within the data center.

For example, assume that we need to design a large VXLAN EVPN data center in New York with 500
switches while considering future growth, availability, and scalability. Today, NX-OS supports 512
VTEPs in a single fabric. A VTEP is a Nexus 9000 switch acting as a VXLAN Tunnel End Point to
encapsulate Layer 2 and Layer 3 VXLAN Overlay traffic over a generic IP-routed fabric.

One way to accomplish this is to design a large spine-leaf VXLAN fabric with 500 switches. However,
this approach can introduce challenges such as a common underlay plane, common overlay plane,
faith sharing, single point of change, admin, and fault domain.

Instead, another approach is to implement VXLAN EVPN Multi-Site to address all the shortcomings of
a single fabric option. Some of the key advantages of Multi-Site are the following:

1. Multiple underlay domains - Isolated

Multiple replicate domains for BUM - Interconnected and controlled
Multiple overlay domains - Interconnected and controlled

Multiple overlay control plane domains - Interconnected and controlled
Multiple VNI admin domains - Downstream VNI

Flexible Layer 2 and Layer 3 DCI services

VXLAN to IP handoff

Layer 4 to Layer 7 service insertion and redirection
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Integration with legacy networks (vPC, FabricPath)
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10. VXLAN Layer 3 extension to Public Cloud

Hence, splitting a single 500-switch fabric into smaller fabrics with a Multi-Site extension is strongly
recommended. We can create five individual VXLAN EVPN fabrics with 100 switches or ten fabrics
with 50 switches and interconnect them to extend any VRF and network anywhere between these
fabrics. This approach allows us to deploy horizontal scale-out architecture while maintaining the
overall VTEP scale and other attributes. But, in such a design, we still need to decide on the north-to-
south ingress/egress point, service nodes perimeter point, and more.

For example, we need to address the following:
- Where do we connect the DMZ/perimeter firewall?
- Where do we connect Internet/WAN links?
- How can we optimize the traffic paths and minimize the hair pinning?

In this design approach, we can place a Shared-Border plane centrally as a deterministic point for any
Layer 3 north-to-south or service insertion use cases. The Shared-Border belongs to an independent
fabric serving as a common entry and exit point for a given data center.

Flexible Hardware and Software requirements

Shared-Border is independent of any VXLAN EVPN Multi-Site software or hardware requirements; it is
solely a border leaf node. The Shared-Border is also independent of a BGW (Border Gateway) from a
functionality and licensing point of view. The minimum licensing requirement for Shared-Border is
Network Essentials.

Flexible IP Handoff options

Shared-Border can terminate and handoff VXLAN EVPN traffic to external networks using VRF Lite
(VXLAN to Native IP/IPv6 and vice versa) or MPLS VPN (VXLAN to MPLS-LDP/MPLS-SR and vice
versa). Hence, Shared-Border can be utilized in a two-box or a one-box handoff solution.

Note: The support for VPN handoff is dependent on the specific hardware and software versions.

Service Node Insertion and Redirection

Shared-Border can be implemented as a set of standalone VTEPs or as a pair of VTEPs that are part
of a vPC domain (vPC with Peer-Link or vPC Fabric-Peering). Hence, it simplifies the interconnection
with Layer 4 to Layer 7 service nodes. Typically, the Shared-Border operates in Layer 3 mode. But if
there are specific DMZ use cases, such as applications having their default gateway on a firewall
cluster and the cluster is connected to the Shared-Border, we can extend the Layer 2 VNI across
VXLAN EVPN Multi-Site and Shared-Border fabrics.

Centralized VRF Route-Leaking

The Shared-Border approach allows network admins to implement a centralized route-leaking option
to simplify configurations, operations, troubleshooting, security domains, and more. The individual
VXLAN EVPN fabrics rely on the Shared-Border as the inter-VRF leaking point.

Shared-Border Design
Availability Zones and Regions
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When describing data center deployment architectures, a geographical location is often referred to as
a "site." At the same time, the term "site" may also refer to a specific VXLAN EVPN fabric part of a
Multi-Site architecture, and this may lead to confusion because multiple fabrics may be deployed in a
given " site" geographical location. Hence, it is helpful to introduce terms like " Availability Zone" and
" Region" to differentiate deployment scenarios.

An Auvailability Zone (AZ) refers to a set of network components representing a specific infrastructure
fault domain. For VXLAN EVPN deployments, an AZ corresponds to a fabric part of a particular NDFC
MSD construct. The geographic placement of AZs depends on the use case; for scaling-out network
designs, for example, it is possible to deploy multiple AZs in the same physical (and geographic) data
center location.

A Region is a collection of one or more AZs representing a single change and resource domain; a
region typically includes AZs deployed in one or more geographic data center locations. In terms of a
VXLAN EVPN deployment with NDFC, a Region represents a single fabric or multiple fabrics managed
through a single NDFC controller (and hence part of the same NDFC MSD construct). So a controller's
scope is that of managing all the data centers (or AZs) within the region.

Active Workloads
(Layer 2 & Layer 3)
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Figure 1. Availability Zones and Regions

Design Option 1

DCI- BGW to Cloud
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The BGW to Cloud deployment model provides scalable design options within and across multiple
sites. The Backbone/Cloud/IP-Core can be any routed service such as IP Layer 3 or MPLS-L3VPN
network. The IP-Core is responsible for advertising and exchanging the loopback information
between BGWs and the Shared-Border. In this approach, the BGWs in a given AZ peer full-mesh with
the BGWSs deployed in other AZs. The Shared-Border acts as an external VTEP and participates in
EVPN overlay sessions with the BGWs. We must ensure that the Primary IP and Virtual IP (typically LoO
for the EVPN control plane, and Lo1 and Lo100 for the VXLAN data plane) of all BGWs and Shared-
Border are known to each other, and the MTU must accommodate VXLAN encapsulated traffic.
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Figure 2. DCI- BGW to Cloud
Connectivity Key:
Multi-Site Underlay: eBGP IPv4 Unicast — ==——————————

- Site-External DCI BUM: Ingress-Replication or Multicast supported. At this time, Cisco NDFC
supports only Ingress-Replication.

- Site-Internal Fabric BUM: Ingress-Replication or Multicast supported independently at each
site.
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- The eBGP IPv4 Unicast is used to exchange the IP reachability across BGWs and Shared-
Border. Furthermore, if Shared-Border is running as a Layer 3 only VTEP, the BUM functionality
and L2VNI definition can be skipped on the Shared-Border device.

Multi-Site Overlay: eBGP EVPN Overlay - ———

- Full-Mesh BGP EVPN peering across all BGWs and Shared-Border.
Design Option 2
DCI- BGW Back-to-Back

Another option is to connect VXLAN EVPN AZs using the BGW Back-to-Back deployment model. In
this approach, the BGWs and Shared-Border are directly connected. Hence, considering the cable
availability, physical restrictions, geographic locations, and other dependencies, this model is limited
and recommended for connecting a maximum of two sites. As a best practice design principle,
connecting every BGW and Shared-Border is recommended. Still, due to certain restrictions, if this is
not possible, the minimum topology for Back-to-Back is the square topology. The square connectivity
mandates the deployment of a local Layer 3 connection between BGWs of a given site to ensure
seamless and improved ECMP, BUM, data plane traffic, and failure scenarios.
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Figure 3. DCI- BGW Back-to-Back

Connectivity Key:
Multi-Site Underlay: eBGP IPv4 Unicast

- Site-External DCI BUM: Ingress-Replication or Multicast supported. At this time, Cisco NDFC
supports only Ingress-Replication.

- Site-Internal Fabric BUM: Ingress-Replication or Multicast supported independently at each
site.
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- The eBGP IPv4 Unicast is used to exchange the IP reachability across BGWs and Shared-
Border. Furthermore, if Shared-Border is running as a Layer 3 only VTEP, the BUM functionality
and L2VNI definition can be skipped on the Shared-Border device.

Multi-Site Overlay: eBGP EVPN Overlay === ==3

- Full-Mesh BGP EVPN peering across all BGWs and Shared-Border.
Design Option 3
DCI- BGW to Centralized Route Server

The previous design options require us to implement a Full-Mesh configuration of EVPN sessions
across all participating BGWs across all available sites. The EVPN Full-Mesh peering and adjacencies
can significantly increase as we grow horizontally. The Full-Mesh option may introduce challenges
from a physical cabling, configuration, management, and troubleshooting point of view. Therefore, for
multiple VXLAN Sites, it is recommended that you leverage the BGP EVPN Route Server model. This
model helps contain the overall connectivity, configurations, management, and more.

The Route Server model allows administrators to place a switch or router capable of running certain
functionality and peer directly with the BGWs. It is essentially like a RR (Route Reflector) for eBGP
EVPN sessions.Therefore, all the BGWSs peer directly or indirectly with the Route Servers. The Route
Server can be Nexus or Non-Nexus devices that comply with RFC 7947 and support EVPN AFI and
BGP extensions, such as next-hop-unchanged, retain RTs, and RT rewrite functions.

Furthermore, the Route Server does not need to be on the data plane path. Therefore, we can place a
set of devices acting as the Route Server in the backbone WAN and establish eBGP EVPN Multi-Hop
peering with the BGWSs. Another approach is to physically connect every BGW to the Route Server
and establish the peering. Thus, depending on the overall physical and logical network connectivity,
the Route Server may or may not be part of the data plane.
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Figure 4. DCI- BGW to Centralized Route Server
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Figure 5. DCI- BGW to Centralized Route Server (Route Server in Data Path)

Connectivity Key:
Multi-Site Underlay: eBGP IPv4 Unicast

- Site-External DCI BUM: Ingress-Replication or Multicast supported. At this time, Cisco NDFC
supports only Ingress-Replication.

- Site-Internal Fabric BUM: Ingress-Replication or Multicast supported independently at each
site.

- The eBGP IPv4 Unicast is used to exchange the IP reachability across BGWs and Shared-
Border. Furthermore, if Shared-Border is running as a Layer 3 only VTEP, the BUM functionality
and L2VNI definition can be skipped on the Shared-Border device.
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Multi-Site Overlay: eBGP EVPN Overlay = = ===3

BGP EVPN peering across all BGWs and Shared-Border via the Route Server.

Automation and Management

In the next steps we will start building the DCI-BGW to Centralized Route Server topology using
NDFC. We will build the following network components.

AZ1-New-York

AZ2-New-York

Backbone

Shared border

New-York Multi-Site Domain (MSD)

To create all the fabrics above please login to the ND cluster and choose Fabric Controller.

Nexus Dashboard <» One View

cisco

My Sites

One View 2% oravien
o Admin Console Table
®

p /&) Fabric Controller

Creating AZ1-New-York Fabric
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Step 1. Creating the fabric and choosing the template

The first fabric that we will be creating is AZ1-New-York, which will be a VXLAN EVPN fabric. It will
contain Leaf-101 and Leaf-102 as leaf nodes. For this fabric to be part of VXLAN EVPN Multi-Site, it
must have BGWSs (Border Gateways) so that it can exchange network and endpoint reachability
information using the MP-BGP EVPN overlay control plan with other fabrics. In this fabric, we will
show how to use the BGW function using the BGW Spine role by using BGWS-201 and BGWS-202.

AZ1-New-York will use the Data Center VXLAN EVPN fabric template, which is a fabric for a VXLAN
EVPN deployment with Nexus 9000 and 3000 switches.

i
Cisco

Nexus Dashboard %" Fabric Controller ~ Feedback £ @

= Fabric Controller O 0

# Dashboard
Data Center

# Topolo .
pology View ~ Search by Attributes B L Actions ~ )

| « )
- g B Add Fabric
& Virtual Management ~ Conﬁgumm y
_ Resync vCenters
{3 Settings v
Custom Saved v
L° Operations ~
® Healthy
® Warning
Minor
Major
Critical
® NA
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Create Fabric 2 — X

Fabric Name

B AZ1-New-York

i

Pick a Fabric

n Choose Fabric

Close

Create Fabric _ 7 — X
Select Type of Fabric X

Q_  Search Type of Fabric

Data Center VXLAN EVPN
Fabric for a VXLAN EVPN deployment with Nexus 9000 and 3000 switches.

Campus VXLAN EVPN
Fabric for a VXLAN EVPN Campus deployment with Catalyst 9000 switches.

BGP Fabric
Fabric for an eBGP based deployment with Nexus 8000 and 3000 switches.
Optionally VXLAN EVPN can be enabled on top of the eBGP underlay.

Flexible Network

Fabric for flexible deployments with a mix of Nexus and Non-Nexus devices.

Fabric Group
Domain that can contain Enhanced Classic LAN, Classic LAN, and External
Connectivity Network fabrics.

Classic LAN
Fabric to manage a legacy Classic LAN deployment with Nexus switches.

LAN Monitor

Fabric for monitarina Nexus switches for basic discovery and inventory

d

After clicking select we will be presented with a screen with multiple tabs. The overlay and underlay
network parameters are included in these tabs.

Please note that the parameters displayed are the minimum to get the fabric up and running and to
make it part of a multi-site setup. Please refer to the following link and choose the configuration guide
based on the software version being used to understand what each parameter does and to modify the
settings based on the specifics of your deployment:

https://www.cisco.com/c/en/us/support/cloud-systems-management/prime-data-center-network-
manager/products-installation-and-configuration-guides-list.html
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Filling in the parameters in the “General Parameters” tab

In this tab, we will be filling in only the BGP ASN field. Enter the BGP AS number that the fabric is
associated with. In this example, will be using 65001 as the BGP ASN.

Edit Fabric : AZ1-New-York

Fabric Name

AZ1-New-York

Pick Fabric

Data Center VXLAN EVPN >

n General Parameters  Replication VPC Protocols Advanced R Mar ili p Configuration Backup  Flow Monitor
BGP ASN*
1-4294867295 | 1-655351.0-65535] It is 2 good practice to
65001

have a unique ASN for each Fabric.

Enable IPv6 Underlay

It not enabled, IPvd underlay is used

Enable IPv6 Link-Local Address

If not enabled, Spin

addresses
Fabric Interface Numbering*

p2p Numbered{Point-to-Paint) or Unnumbered
Underlay Subnet IP Mask*

30 Mask for Underlay Subnot IP Range
Underlay Subnet IPv6 Mask

Select an Option v Mask for Underlay Subnet IPyé Range
Underlay Routing Protocol*

ospf v Used for Spine-Leaf Connactivity

G D

Filling in the parameters in the “Replication” tab

Replication Mode: The mode of replication that is used in the fabric for BUM (Broadcast, Unknown
Unicast, Multicast) traffic. The choices are Ingress Replication or Multicast. We will be using the
Multicast replication mode.
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Create Fabric

Fabric Name

AZ1-New-York

Pick Fabric

Data Center VXLAN EVPN >

GeneralPaB Replication VPC  Protocols

Replication Mode™*

Multicast

Multicast Group Subnet*

239.1.1.0/25

Enable Tenant Routed Multicast (TRM)

Default MDT Address for TRM VRFs

Rendezvous-Paoints*

Filling in the parameters in the “vPC” tab

Advanced Resources Manageability Bootstrap

Replication Mode for BUM Traffic

Muilticast pool prefix between 8 1o 30. A multicast group IP from

this pool is used for BUM traffic for each overlay network.

For Overlay Multicast Support In VXLAN Fabrics

Detautt Underiay Multicast groug |P assigned for every overlay
VRF,

Configuration Backup  Flow Monitor

In the AZ1-New-York fabric, we will be using fabric vPC peering which provides an enhanced dual-
homing access solution without the overhead of wasting physical ports for vPC Peer Link. This feature
preserves all the characteristics of a traditional vPC. We will use all defaults and select only “Enable
QoS for Fabric vPC-Peering” to enable QoS on spine switches for guaranteed delivery of fabric vPC
peering communication. Please refer to the appropriate configuration guide for guidelines on using

QoS for fabric vPC peering.

We can see that all the parameters are automatically populated by NDFC.
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Create Fabric

Fabric Name

AZ1-New-York

Pick Fabric
Data Center VXLAN EVPN >

General Parameters RD VPC Protocols Advanced Resources Manageability Bootstrap Configuration Backup  Flow Monitor

vPC Peer Link VLAN*

3600 WLAN for vPC Peer Link SVI (Min:2, Max:4094)

Make vPC Peer Link VLAN as Native VLAN

vPC Peer Keep Alive option*®

management e Use vPC Peer Keep Allve with Loopback or Management

vPC Auto Recovery Time (In Seconds)*

360 {Min:240, Max:3600)

vPC Delay Restore Time (In Seconds)*

3! -

Create Fabric

vPC Peer Link Port Channel ID

500 {Min:1, Max-2096)

vPC IPv6 ND Synchronize

Enable IPuG ND synchronization between vPC peers

vPC advertise-pip
For Primary VTEP IP Adverisement As Next-Hop OF Prefix Routes

Enable the same vPC Domain Id for all vPC Pairs
(Not Recommended)

vPC Domain Id

VPG Domain Id to be used on all VPG pairs

vPC Domain Id Range

1-1000 wPG Domain id range to use for new pairings

n Enable Qos for Fabric vPC-Peering
Qos on spines for guarantaad delivery of vPC Fabric Pearing

communication

Qos Policy Name*

spine_qos_for_fabric_vpc_peering Qos Palicy name should be same on all spines

d

Filling in the parameters in the “Protocols” tab

The Protocol tab is mostly for the parameters used in the underlay. Most of the parameters are
automatically generated. For the purpose of this setup, we will leave everything as default.

© 2022 Cisco and/or its affiliates. All rights reserved. Page 16 of 135



Create Fabric ?7 — X

Fabric Name

AZ1-New-York

Pick Fabric
Data Center VXLAN EVPN >

General Parameters Replicatin Protocols  Advanced Resources Manageability Bootstrap Configuration Backup  Flow Monitor

Underlay Routing Loopback 1d*

0 (Min:0, Max:1023}

Underlay VTEP Loopback Id*

1 (Min:0, Max:1023)

Underlay Anycast Loopback Id

Used for vPC Peering in VXLANYS Fabrics (Min:0, Max:1023)

Underlay Routing Protocol Tag*

UNDERLAY Underlay Routing Process Tag

Filling in the parameters in the “Advanced” tab

In the Advanced tab, everything is automatically populated. We will only change the Overlay mode
parameters.

Overlay Mode: We can create a VRF or network in CLI or config-profile mode at the fabric level. For
the purpose of this setup, we will be using CLI.

Note: Starting with NDFC release 12.1.3b, the default Overlay option for new deployments of the
Data Center VXLAN EVPN fabric type is “CLI”".

Edit Fabric : AZ1-New-York

Fabric Name

AZ1-New-York

Pick Fabric
Data Center VXLAN EVPN »

General Parameters  Replication  VPC nAduanccd Resources  Manageability Bootstrap Configuration Backup  Flow Monitor

VRF Template*

Default_VRF_Universal s | Default Overisy VRF Tempists For Lesfs

Network Template*

Default_MNetwork_Universal v Default Ouerisy Netwark Template For Leafs

VRF Extension Template™

Default_VRF_Extension_Universal s | Default Ouerisy VRF Template For Borders

Network Extension Template™

Default_Network_Extension_Universal W Default Overlay Network Template For Borders

Overlay Mode

B|Ch

config-profile

VRF/Network configuration using config-profile or CL, default is

canfig-profile

" Enablc PVLAN 0n switehos except spines and super saines
cli v

PVLAN Secondary Network Template

Y
(o) D
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Filling in the parameters in the “Resources” tab

By default, Nexus Dashboard Fabric Controller allocates the underlay IP address resources (for
loopbacks, fabric interfaces, and so on) dynamically from the defined pools. It's good practice to
enter unique values for the Underlay Routing Loopback IP Range and Overlay VTEP Loopback IP
Range fields to proactively avoid duplicate IDs across individual fabrics once we connect them
through multi-site.

Edit Fabric : AZ1-New-York

Fabric Mame

AZ1-New-York

Pick Fabric

Data Center VXLAN EVPN >

General Parameters  Replication VPC  Protocols n Resources Manageability Bootstrap Configuration Backup  Flow Monitor

Manual Underlay IP Address Allocation
‘ Checking this will disable Dynamic Underlzy IP Address

Allczations
Underlay Routing Loopback IP Range*
n 10.11.0.0/22 Typicay Laopbacka 1P Address Range
Underlay VTEP Loopback IP Range*
B 10.12.0.0/22 Typlcally Loopback! 1P Address Range
Underlay RP Loopback |P Range*
n 10.264.10.0/24 Anycast or Fhartom RR P Address Range
Underlay Subnet IP Range*
B 10.13.0.0/16 Adidress ranga to assign Numberad and Pear Link SV IPs

Underlay MPLS Loopback IP Range

U far VELAN to MPLS SRILOP Handafl

Underlay Routing Loopback IPvG Range

Typically Loopbacki IRV Address Range

Underlay WVTFP | oonhack IPvf Ranoe

AN
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Edit Fabric : AZ1-New-York

Auto Deploy Default VRF
Whether to auto gerarate Defaut VRF interface and BAP peerng

configuration en VRF LITE IFC auto

loyment. If sat, auto

atedt VRF Lite: IFC Tnks wit have "Auta Deploy Default VRF®

ensbled,

Auto Deploy Default VRF for Peer
Vinether 1o auto generate Default VRF intertacs

configuration on managed neghbar dev

VRF Lita iC links will have 'Auto Deploy Default VRF for Peer’

enabled.

Redistribute BGP Route-map Name

Route Map used to

GP routes 10 IGP in detaust vl in

auta created VR
VRF Lite Subnet IP Range*

VRF Lite Subnet Mask*

n P2P Intarfabric Connections.

30

Service Network VLAN Range™

Per Switch Overlay Service Netwark VLAN Range (Min:2,
3000-3199
Max:4094)

Route Map Sequence Number Range*

1-65534 (Win:1, Max:65524)

1€
g Close

Save

Filling in the parameters in the “Manageability”, “Bootstrap”, “Configuration Backup” and “Flow Monitor” tabs

We will use the defaults for all these tabs so all what we need to do is to click Save.

Step 2. Adding switches to the AZ1-New-York Fabric

hboard Nexus Dashboard Fabric Controller

= Fabric Controller 0 0

# Dashboard
Data Center
= Topolo: —
pology View ~ Search by Atiributes [ Actions v~ )
= LAN —
& Virtual Management i uunﬁgurallOn \‘j
1+ Settings ~
Custom Saved v
L Operations ~
Healthy
® Waming
Minor
Major Detailed View
@ Critical Edit Fabric
NA

Recalculate and Deplay

More

AZ1-New-York
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Use seed IP address to discover the switches. We will be using the admin user and password to
discover switches. Uncheck preserve config to clear existing switch configurations and reload the
devices. Max hop count allows the discovery of connected switches by the number of hops.

Add Switches - Fabric: AZ1-New-York ? X

Switch Addition Mechanism*

(®) Discover

Seed Switch Details

Seed IP*
100.64.254.107
Ex: "2.2.2.20" or "10,10.10,40-80" or "2,2,2,20, 2.2.2,21"
Authentication Protacal™

MD5 ~

Username* Password*

admin o R e o

Max Hops*

F4

n Preserve Config

Unchecking this will clean up the configuration on switchies)

Discover Switches

Add Switches - Fabric: AZ1-New-York

Switch Addition Mechanism*

{®) Discover Warning
All switch configuration other than
Seed Switch Details management, will be removed immediately
after import. Do you want to proceed?

Seed [P*

100.64.254.101 Cancel ﬂ
Authentication Protocol®

MDS

emame

admin

ax Hops*

2

After the switches are discovered, add these switches as part of the AZ1-New-York fabric and click
“Add Switches”.
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Add Switches - Fabric: AZ1-New-York

Seed Switch Details

Fabric
AZ1-New-York

Password
& Set

€ Back

Discovery Results
Filter by attributes

| | Switch Name Serial Number
] rs-10 IWIALAMBHLH
BGWS-201 SAOZRKASIY T
B BGWS-202 9046ZFSDIGE
j RS-11 DABAMSSEOXQ
Leaf-101 9ZEA13L7495
Leaf-102 99KJ3DPISIG

Please wait until the Progress for all switches being added is green, then click Close.

Switch
100.64.254.101

Max Hops
2

IP Address

100.64.254.10

100.64.254.201

100.64.254 202

100.64.254.11

100.64.254.101

100.64.254,102

Add Switches - Fabric: AZ1-New-York

Maodel

NIK-CO300v

NIK-C8300v

NIK-C9300u

NOK-CO300v

NOK-CO300v

NEK=C9300v

Authentication Protocol

MDS5

Preserve config
@ Disabled

Varsion
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)

10.2(5)

Status

@ Manageable

@ Manageable

@ Manageable

@ Manageable

@ Manageable

@ Manageable

Progress

n Add Switches

4

Fabric Switch
AZ1-New-York 100.64.254.101
Password Max Hops
@ Set 2

€ Back

Discovery Results

Filter by attributes

|__ Switch Name Serial Number
[7] ms-10 GWIALAMEHLH
BGWS-201 SADZREALIYT
BGWS-202 S046ZFSD3GE
‘ RS-11 SABAMSSEOXO
Leaf-101 9ZEAT3L7408
Leaf-102 99KJ3DPIS3G

IP Address

100.64 25410

100.64.254.201

100.64.254.202

100.64.254.11

100.64.254.101

100.64.254.102

Step 3. Changing the devices’ roles

Model

N9K-CI300w

NIK-CE300w

NIK-CH200w

NIK-CE300w

NIK-CO300v

NIK-CO300v

Authentication Protocol
MDS

Preserve config
® Disabled

Version

10.2(5)

10.2(5)

10.2(5)

10.2(5)

10.2(5)

10.2(8)

Username
admin

Status

® Manageable

@ Switch Added

@ Switch Added

@ Manageable

@ Switch Added

@ Switch Added

Progress

\

d

After the devices are added to the AZ1-New-York fabric, they will be assigned a default role
depending on the platform. BGWS-210 and BGWS-202 will get the Border Gateway Spine role and
Leaf-101 and Leaf-102 will get the Leaf roles, and the relevant configurations will be pushed to the
respective devices. We can do these steps after we double-click on the AZ1-New-York fabric as

shown in the next screen.
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i
€15C0

X »

Topology

LAN

Nexus Dashboard " Fabric Gontroller -

Fabric Controller (a2 ]

Dashboard

Data Center

View o~ Search by Attributes

Ty
./ Actions ~ )
. -

:

i} Settings

r.('*

Custom Saved ~

Operations

® In-Sync

® Pending

In Progress n
& Out-of-Sync
@ NA

AZ1-New-York

We see the fabric color is red, which means that it is out of sync because the intended configuration
that we want is not yet pushed to the switches.

© 2022 Cisco and/or its affiliates. All rights reserved.

Toggle the Multi-select option.

Press Ctrl click and hold anywhere in the whitespace and drag the cursor up, down, left, or
right to highlight the BGWS-201 and BGW-202.

Release the modifier key “ctrl” before releasing the mouse drag to end the switch selection.

Right-click and choose Set Role.
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Nexus Dashbo Fabric Controller

Fabric Controller

# Dashboard

I
| Actions ~
- )

Data Center / AZ1-New-York
-  Topolos .
pology View ~ Search by Attributes
= LaN - + =70 m|x)
& Virtual Management v Shaw Logical Links
i+ Settings ~ P
i” Operations v -
Custom Saved o
® In-Sync
Pending
In Progress

Leaf-102

@® Out-of-Sync

Multi-select (O
0 selected

Dashboard

Leaf-101

Networks (0) VRFs (0)

= Fabric Controller

7 Dashboard

Data Center | AZ1-New-York
- Topology N
9 View s Search by Attributes
= LAN . r _ ol e %)
S
& Virtual Management v Show Logical Links
4t Settings -
£* Operations “ .

Custom Saved

® In-Sync
Pending
In Progress
Out-of-Syne
® NA

Leaf-102

Multi-select @ ‘7:

0 selected

© 2022 Cisco and/or its affiliates. All rights reserved.

00

( Actions ~

Prauiaw Config
Deploy Config

Discovery

Leaf-101
Networks (0) VRFs (0)

Page 23 of 135



Nexus Dashboard Fabric Controller Feedback B @

Select Role X
= Fabric Controller 00
Q. Search Role
Dashboard
Data Center AZ1-Ng
Spine
& Topology View ™

Leaf (current) L Actions J

LAN

Border
Virtual Management Show Logical Links
Border Spine

Canfq\.ratlnn Border Gateway
Custom Saved n | Border Gateway Spine

Settings

Operations

Healthy SLEZTEEID
Warning Border Super Spine
Miner Border Gateway Super Spine
Major ToR b
@ Critical
® NA
Multi-select (@ -
2 selected -

Leaf-101
Networks (0) VRFs (0)

Fabric Controller

Fabric Controller o o

Dashboard
Data Center / AZ1-New-York

Topology { Y
View ~ Search by Attributes Actions ~

2

= F[=]7Jolm[x R
= LAN w [\+—"OHX:
& \Virtual Management v Show Logical Links .
it Settings v .
4
1° Operations ~
Custom Saved ~ 5-202
® Healthy
® Warning :
2 selected B
Minor ml B
Proview Config I
Maijor
Leaf-102 Deploy Config 5-201
=i Discovery
® NA
~ S| More
Multi-select (O ( ) e
0 selected N
Leaf-101
Netwaorks (0) VRFs (0)
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Select Role

Q. Search Role
Spine
Border
Border Spine

Border Gateway

Border Gateway Spine

‘Super Spine

Border Super Spine

Border Gateway Super Spine

ToR

Click Ok in the warning window that appears.

The warning window tells us to perform a Recalculate and Deploy action; however, we will create
additional configuration policies described in the next steps before performing the Recalculate and
Deploy action.

A

Warning

Please perform "Recalculate Config” in the
fabric to complete this change prior to
"Deploy"
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Step 4. Configuring vPC between leaf switches

To configure Leaf-101 and Leaf-102 as vPC Peers, right click on one of the leaf switches and select
vPC Pairing.

cisco.  Nexus Dashboard % Fabric Gontroller ~ Feedback $ @
= Fabric Controller QO
ADashEcerd Data Center / AZ1-New-York

# Topology View ~ Search by Attributes Actions ~

= LAN ~ |:/+ N ‘ ™ X.:I Deploy Config

& Virtual Management Discovery

Show Logical Links

Set Role
«

i° Operations
Custom Saved v Manage Policies fwe-202

@® In-Sync ToR/Access Pairing
Pending n

More
In Progress <

Out-of-Sy)
§] Out-otsyne Leaf-102
e nNA

Multi-select @
0 selected

Networks (0) VRFs (0)

Leaf-101

Select the peer switch to form vPC. In AZ1-New-York we don’t have a direct link between the leaf
switches, so fabric peering can be configured by selecting the “Virtual Peerlink”.

vPC Pairing 9= s

Select vPC Peer for Leaf-102

n ) Virtual Peerlink

Filter by attributes

Device Recommended Reason Serial Number IP Address
D ® Lear-101 False E:;;fgzzgxgd"es"‘lS“"po" Vit 9ZEA13L7495 100.64.254.101
) BGWS-201 False Switches have different roles 9AOZRKASIY1 100.64.254.201
BGWS-202 False Switches have different roles 9046ZFSD3G8 100.64.254.202
10 Rows Page 1 of 1 & < 1-30f3 > D

\
Po

P
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NDFC performs additional checks, such as whether vPC Fabric Peering is supported on the selected
device and verifying the minimum NX-OS version and hardware requirement for the feature to be
operational. Furthermore, NDFC recommends vPC pairing based on the overall requirement of the
feature, thus saving operating time for network admins.

Step 5. Recalculating and deploying to the fabric

At this point, we are ready to push the configuration to the AZ1-New-York fabric. Choose
“Recalculate and Deploy” as shown in the next screen.

el R Prachbocd i
cisco MNexus Dashboard Fabric Controller
= Fabric Controller (aY )
4 Dashboard
o Data Center AZ1-New-York
- Topolo 4
& g View ~ Search by Attributes ronar
= t =] lo]m|x

Detailed View

& Virtual Management | . .
Show Logical Links . it Fabric

4} Settings

ol E1E ] Configuration Add Switches
L Operations B Recalculate and Deploy
Custom Saved
More »
® In-Sync
@ Pending
In Progress
® Out-of-Sync
Leaf-101

® NA
Multi-select (3 .
0 selected a @ @

Leaf-102
MNetworks (0) VRFs (0)

We can click on the “Pending config” for each switch to view the configuration that will be provisioned
before clicking “Deploy All”.
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Deploy Configuration - AZ1-New-York

Filter by attributes

Switch Name

Leaf-102

Leaf-101

BGWS-202

BGWS-201

IP Address

100.64.254.102

100.64.254.101

100.64.254.202

100.64.254.201

Role

leaf

border gateway
spine

border gateway
spine

k|

-

Config Preview

Serial Number

99KJ3DPISIG

GZEAT3LT49S

9046ZFSD3IGE

SAOZREAINY1

Fabric Status

@ Out-Of-Sync

@ Out-Of-Syne

@ Out-Of-Sync

@ Out-Of-Sync

Deploy Progress

I 3
| Resync All )
. S

Pending Config Status Description
538 Lines Out-of-Sync
538 Lines Out-of-Sync
347 Lines Out-of-Sync
347 Lines Out-of-Sync

Wait until the “Progress” for all the switches are green before clicking “Close”.

Deploy Configuration - AZ1-New-York

Progress Resync Switch
— Resync

Resync
— Resync
— Resync

B Deploy All

Filter by attributes

Switch Name

Leaf-102

Leaf-101

BGWS-202

BGWS-201

IP Address

100.64.254.102

100.64.254.101

100.64.254,202

100.64.254.201

Fabric AZ1-New-York is deployed.

Config Preview

Status

@ SUCCESS

® SUCCESS

® SUCCESS

® SUCCESS

Deploy Progress

Status Description

Deployment completed.
Deployment completed
Deployment completed.

Deployment completed,

Progress.

Executed 538 / 538
Executed 538 / 538
Executed 347 / 347

Executed 347 / 347

D

Now all the switches in AZ1-New-York fabric are green, meaning they are “In-Sync”.

Click on Data Center to go to the data center view.
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Fabric Controller (A 1

Dashboard
Data Center / AZ1-New-York

Topology

View ~ Search by Attributes ( Actions v
e +|—|/ 0| @|x

Virtual Management Show Logical Links .

Custom Saved BGW 5-202

Settings

Operations

® In-Sync
@® Pending

In Progress
@® Out-of-Sync

® NA

Multi-select © .

0 selected

<>
«*

Leaf-101 Leaf-102  Networks (0) VRFs (0)

Creating AZ2-New-York Fabric

Creating the fabric and choosing the template

The second fabric that we will be creating is AZ2-New-York, which is a VXLAN EVPN fabri. It will
contain Leaf-111 and Leaf-112 as leaf nodes, and Spine-211 and Spine-212 as spine nodes. For this
fabric to be part of VXLAN EVPN Multi-Site, it must have BGWSs (Border Gateways) so that it can
exchange network and endpoint reachability information using the MP-BGP EVPN overlay control plan
to other fabrics. In this fabric, we will show how to use the BGW function using dedicated BGW nodes
BGW-113 and BGW-114.

AZ2-New-York will also use the Data Center VXLAN EVPN fabric template, which is the option for a
VXLAN EVPN deployment with Nexus 9000 and 3000 switches. Repeat all the steps done for AZ1-
New-York, where you make sure to choose unique BGP AS number, IP subnet, etc.
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ashboard ' Fabric Controller

= Fabric Controller O 0

# Dashboard
Data Center

% Topolagy ﬂ View ~

= LAN

Search by Attributes D { Actions ~
=S| O |8 X
Operation [EsIURTETI]

Resync vCenters

& Virtual Management

it Settings
Custom Saved
4" Operations
@® In-Sync
@ Pending
In Progress
@® Out-of-Sync

® NA

AZ1-New-York

Fabric AZ2-New-York is deployed.

After finishing all the steps, the switches in the AZ2-New-York fabric should become green, meaning

they are “In-Sync”, and we should have a Topology such as the screen below. Click on “Data Center”
to go back to main Topology.

N axus Dashboard i
cisco Nexus Dashboard Fabric Controller
= Fabric Controller 00
Dashboard
" Tt B Data Center AZ2-New-York
X Topol .
- PR View ~ Search by Attributes

- . ~
| Actions ~ )
N N N

= LAN Fl— o e x

4 Virtual Management Show Logical Links

i¥ Seftings @ @
Operation it TEE]

L' Operations Networks (0) VRFs (0)
Custom Saved

BGW-113~_ _BGW-114
® In-Sync

® Pending -
In Progress O 0
@® Out-of-Sync

Sping-241 Sping-212
e NA p

Multi-select (O

0 selected

Leaf-111 Leaf-112
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Creating Backbone Fabric

Step 1. Creating the fabric and choosing the template

The third network component that we will be creating is the Backbone. Because this fabric is a Multi-
Site Interconnect Network, we will use Route Server (Centralized EVPN peering). With this option, all
the BGW nodes deployed in different sites will peer with the same pair of Route Server devices,
usually deployed in the Inter-Site Network (ISN).

In the Backbone fabric, we will have RS-10 and RS-11 with the role of “Core Router”. Loopback IP
addresses are required on Route Servers to establish BGP EVPN full-mesh peering with the BGW
nodes that are associated with different fabrics in the Multi-Site domain.

alial Ney 3
s e Nexus Dashboard Fabric Controller

= Fabric Controller (aY 2]

# Dashboard
Data Center

Topology & f
- u View ~ Search by Attributes n Actions ~
- roosle i B A Fabr

! 1 ! L abnc

x

]

& Virtual Management Opcration Resync vCenters
4 Settings

Custom Saved
1° Operations

@® In-Sync

® Pending

In Progress
@ Out-of-Sync
@ NA
AZ1-New-York AZ2-New-York
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Create Fabric

Fabric Name

Backbone]

Pick a Fabric

D

Create Fabric )
Select Type of Fabric

Search Type of Fabric

Fabric Group

Domain the

ntain Enhanced Classic LAN, C

c LAN, and External

Connectivity Network fabrics

Classic LAN

Fabric to man

a legacy Classic LAN deploy with Nexus switches

LAN Monitor
Fabric for monitoring Nexus switches for basic discovery and inventory
management

VXLAN EVPN Multi-Site

Domain that can contain mul

s VXLAN EVPN Fabrics with Layer-2/Layer-3 Overlay

Extensions and other Fabric Types.

Muiti-Site interconnect Netwark
n Fabric to Interconnect VXLAN EVPN fabrics for Multi-Site deployments with a mix of

Nexus and Non-Nexus devices,

External Connectivity Network

Fabric for Core and Edge router deployments with a mix of Nexus and Non-Nexus

(2 3
Choose Fabric

devices.

Close
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After clicking Select, we will be presented with a screen with multiple tabs. This type of fabric only
needs one parameter, which is the BGP AS number; the rest of the parameters in all tabs are

automatically

populated.

Please note that the parameters displayed are the minimum to get the fabric up and running, and to
make it part of a Multi-Site setup. Please refer to the following link and choose the configuration guide
based on the software version being used to understand what each parameter does and to modify the
settings based on the specifics of your deployment:

https://www.cisco.com/c/en/us/support/cloud-systems-management/prime-data-center-network-

manager/products-installation-and-configuration-guides-list.html

Filling in the parameters in the “General Parameters” tab

In this tab, we will be filling in only the BGP ASN. Enter the BGP AS number that is associated with the

fabric. In this example, we will be using 65003 as the BGP ASN number.

Note: Please uncheck the “Fabric Monitor Mode” option since NDFC will be managing the devices
that belongs to the Multi-Site Interconnect Network.

Create Fabric

Fabric Name

Backbone

Pick Fabric

Muilti-Site Interconnect Network »

nceneral P
BGP AS H*

Fabric Monitor Mode

Enable Performance Monitoring (For NX-08 Switc

© 2022 Cisco and/or its affiliates. All rights reserved.

C Backup Flow Monitor

1-4294967 295 | 1-055:

¥ enabled, fabic ia only mononed. No cosfigueation wil be

hes Only

‘
KD
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Step 2. Adding switches to the Backbone Fabric

cisco  Nexus Dashboard Fabric Controller c

= Fabric Controller (a) ")

# Dashboard
Data Center

¥ Topol -
# Topology View ~ Search by Attributes (_ Actions v
= LAN b= |ola|x

& Virtual Management Operation

{+ Settings

Custom Saved

1° Operations

@® In-Sync
Pending
In Progress
@ Out-of-Sync e
® NA
Detailed View ° c,
Backb esit Fasric AZ1-New-York AZ2-New-York

Recalculate and Deploy

Mare

Use a seed IP address to discover the switches. The max hop count allows the discovery of
connected switches by the number of hops.

Add Switches - Fabric: Backbone ? X

Switch Addition Mechanism*

@ Discover Move Neighbor Switches

Seed Switch Details
Seed IP*

Authentication Protocol*

MD5

Device Type*

NX-08

Usermname* Password*

n actmin B -

Max Hops*

wer Switches
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After the switches are discovered, choose the switches to be part of the Backbone fabric and click

“Add Switches”.

Add Switches - Fabric: Backbone

Seed Switch Details

Fabric
Backbone

Password

@ Set
€ Back
Discovery Results

Filter by attributes

Switch Name

I RS-10

SB-21

BGWS-202
I RS-11
BGW-114
Leaf-101
Spine-211
SB-20

BGW-113

Serial Number

OWIALAMEBHLH

96T905DS38J

9AOZRKAIY1

9046ZFSD3G8

9ABAMSSBOXQ

SUGXZDIWIWV

9ZEA13L749S

9LE10D1ZXIZ

9K1BU3YG7MC

9GFG3KP30V6

Switch

100.64.254.10

Max Hops
2

IP Address

100.64.254.10

100.64.254.21

100.64.254.201

100.64.254,202

100.64.254.11

100.64.254.114

100.64.254.101

100.64.254.211

100.64.254.20

100.64.254.113

Model

N9K-C9300v

N9K-C9300v

NIK-C9300v

N9K-C9300v

NOK-C9300v

N9K-C9300v

N9K-C9300v

N9K-C9300v

N9K-C9300v

N9K-C9300v

Authentication Protocol

MD5

Preserve config

@ Enabled

Version
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)
10.2(5)

10.2(5)

Username

admin

Status

@ Manageable

® Manageable

@ Already Managed In AZ1-

@ Already Managed In AZ1-

@ Manageable

@ Already Managed In AZ2-

@ Already Managed In AZ1-

@ Already Managed In AZ2-

® Manageable

@ Already Managed In AZ2-

Progress

B} Add Switches

Please wait until the Progress for all of the switches being added is green, then click “Close”.

Step 3. Changing the devices’ role

After the devices are added to the Backbone fabric, they will be assigned a default role depending on
the platform. In this example configuration, we will assign RS-10 and RS-11 the “Core Router” role.
Assigning this role will push the relevant configurations to the respective devices. We can assign this
role after we double-click on the Backbone fabric, as shown in the next screen.
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slel Nexus Dashboard & Fabric Controller -

cisco

= Fabric Controller O 0
# Dashboard Data Center

¥ Topology View ~ Search by Attributes

( Actions v )

= LAN 7 }

= - =S| O | @ X
e 1 ./
\

It Settings '
Custom Saved ~
4° Operations ~
@ Pending Hih
I#I\\
In P B 4 S
n Progress 7 R
ot
20 -
@ Out-of-Sync 49?/ \\\%\\.
A Y
L3
e NA Jfﬁ'{ \&\
1y R
i ‘\!\
AZ1-New-York AZ2-New-York

We see the fabric color is red, which means that it is out of sync and the intended configuration that
we want is not yet pushed to the switches.

Enable the Multi-select option as shown below, then press Ctrl + click and drag your mouse to select
RS-10 and RS-11.

el
cisco

Nexus Dashboard % Fabric Controller Feedback 8 @

= Fabric Controller O 0

# Dashboard
Data Center Backbone

¥ Topolo N
peiogy View ~ Search by Attributes
= LN (+ — 7o |m|x)

& Virtual Management Show Logical Links

Qe Configuration

Custom Saved

1% Settings

1* Operations

® In-Sync
® Pending

In Progress

@ Out-of-Sync

EEEEASF 1 | &
0 selected -

AZ1-New-York AZ2-New-York

N
© 2022 Cisco andlor its alflates. All rights reserved. Cisco Canfidential
cIsco “

We must release the modifier keys “ctrl” before releasing mouse drag to end the switch selection.
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Nexus Dashboard Fabric Controller

edback 8 @

= Fabric Controller

@A Dashboard

Data Center / Backbone
X Topolo .
9y View A Search by Attributes
= LAN v
& Virtual Management V Show Logical Links ’
4t Settings %
( Operation [ehlil tion
1% Operations v/ :

Custom Saved v

In-Sync

Pending

In Progress
@® Out-of-Sync

@ NA

Multi-select © (/\I

0 selected

AZ1-New-York

Nexus Dashboard Fabric Controller

Select Role

= Fabric Controller
Q. Search Role

Dashboard
Data Center Backbof
Border Spine
% Topolo:
% Topology View
Border Gateway
LAN

Border Gateway Spine

Virtual Management Show Logical Links

Super Spine
Settings
( Operation [eOulsMEN Border Super Spine
Operations
Custom Saved Border Gateway Super Spine
A
In-Sync ceess
Pending Aggregation
In Progress Edge Router
Out-of-Sync
: n | Sore fouter
NA
ToR
Multi-select @ & |
0 selected

<«

select
Preview Config
Deploy Config
Discovery

Set Role

AZ2-New-York

D

AZ1-New-York
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e

00

Actions v )
S/
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Nexus Dashboard “ Fabric Controller - Feedback B @

Clsco
= Fabric Controller . 00
Dashboard i
Data Center Backbone Warnlng
w Topology ~ Please perform "Recalculate Config” in the o\
R - E | fabric to complete this change prior to L Actions v /,'
LAN ( I “Deploy" : -
(+ | o m|x) e
pRuSl R sGE et Show Logical Links n
Settings

. Operation [elile (e (—+ 1-_>
Operations . “-) "-)

Custom Saved

o R5-10 RS-

Pending
In Progress
® Out-of-Sync

e NA

Multi-select @ - )

0 selected

AZ1-New-York AZ2-New-York

After setting the device role, toggle the Multi-select option to disable the multi-select function.

To adjust the topology to look like the screenshot below, choose “Custom Saved” and move the
switches around to update the topology like below, then click the save icon as shown.

aliafi
cisco

Nexus Dashboard ' Fabric Controller Feedback 8 @

= Fabric Controller O 0

Data Center / Backbone

Topolo: "
- halogy View ~ Search by Attributes
(L4 e (+|— !N B x)

O URZEDIHEIEESS - Show Logical Links .
-
N Operation [SeLlNENTh]
Operations ~ )
D Custom Saved v

® In-Sync

# Dashboard
=

¥+ Settings v

® Pending
In Progress
Out-of-Syne

® NA

Multi-select D .

0 selected

AZ1-New-York AZ2-New-York

Step 4. Create a loopback interface per each route server

We need to create a loopback on RS-10 and RS-11, following the steps shown in the next screen
shots. Loopback IP addresses are required on Route Servers to establish BGP EVPN full-mesh
peering with the BGWs that are associated with different fabrics in the Multi-Site domain. Each AZ will
deploy dedicated BGWs that will peer with the Route Servers.
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aea]u i v
PR Nexus Dashboard bric Controller
= Fabric Controller 00
# Dashboard
Data Center / Backbone
Topoloy .
# pology View ~ Search by Attributes
= LAN
& Virtual Management ~ N N
Show Logical Links Edit Fabric
it Settings e B )
& Operations - Recalculate and Deploy
Custom Saved v
More >
® In-Sync
® Pending
In Progress

@ Out-of-Sync

NA

Multi-select @
0 selected

AZ1-New-York AZ2-New-York

Fabric Overview - Backbone

Overview Switchen Interfaces  Policies Event Analytics History Resources Virtual Infrastructure

Filter by attributes D [
- n Create Interface
Status Status Reasan Policies Overlay Netw

Actions ~

___ Device Name Interface Admin Oper.
Create Subinterface
| | rs-10 mgmt0 + Up + Up ok int_mgmt NA [} Edit
R5-10 Ethernet1/1 + Up T Up ak NA M @ Preview
[] rs-10 Ethernet1/2 + Up + Up ok NA NA o DePloy
- No Shutdown
RS-10 Ethernet1/3 + Up T Up ok NA A [ ]
Shutdown
[ ] rs-10 Ethernet1/4 + Up T Up ok NA NA [ ] Add to Interface Group
] RS-10 Ethernet1/5 + Up + Up ok NA NA @ Remaove from Interface Group
Breakout
[] rs-10 Ethernet1/6 T Up T up ok NA A @ S
UnBreakout
RS-10 Ethernet1/7 + Up T Up ok NA MA [ ]
o More >
L RS-10 Ethernet1/8 + Up T Up ok NA MA @ NA
RS-10 Ethernet1/9 T Up T Up ok NA MA ® NA
| RS-10 Ethernet1/10 + Up T+ Up ok MNA MA @ NA
: R3-10 Ethernet1/11 + Up T Up ok NA MA @ NA
[] rs-10 Ethemat1/12 1 Up T Up ak NA NA ® NA
50 v  Rows Page 1 of 3 & < 1-500f130 > B
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Create Interface

Type*

B Port Channel o~
Port Channel v

virtual Port Channel (vPC)

Stralght-through {ST) FEX

Active-Active (ML) FEX
n Loopback

Tunnel

Ethernet

Switch Virtual Interface (SV)

We need to choose one of the Route Server nodes from the drop down menu as show. The loopback
must be provisioned in the “default” VRF. Repeat for both RS-10 and RS-11.
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Create Interface

Type*®

Loopback

Select a device™

RS-10

RS-11

Policy*

int_leopback

Policy Options

Interface VRF

default

Locpback IP

B 10.254.254.10

Locpback IPvE Address

Route-Map TAG

12345

Interface Description

Freeform Config

Create Interface

Interface VRF name, cafautt VRF if not specified

Configured if VRF i ran-default. F

ult VRF canfigured orly

i unds

add confg 1o

Configured if VRF i ran-defult

e arly

i undels addd config ta

Route-klap 1sq associsted wiih interisce 1P

Acd description 10 the intertace (Mex Size 254)

Type*
Loopback

Select a device™
RS-10

Loopback ID*

0

Paolicy*

int_loopback

Policy Options

nterface VRF

default

Loopback IP

10.254.254.10

Loopback IPvG Address

Route-Map TAG

12345

nterface Description

Freeform Config
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Configured if WRF is non-default. For defaut VRF configured only
il underlay is V6, ada coafig to Feefarm If undest i
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interface (Max Size 354)
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Please repeat the the same steps for RS-11.

Create Interface

Type*

Loopback

t a device®

D S

Policy*
int_loopback >

Pol

Interface VRF
D

Loopback IP

10.254.254.11

ck IPvE A

Route-Map TAG

12345

Interface

Freeform Config
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it VRIF <
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Add description 10 the interface (Max Sz 254
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Create Interface

int_loopback

Policy Options

Interface VRF

default

Loopback IP

10.254.254.11
Loopback IPv6 Address
Route-Map TAG

12345

Interface Descriptior

Freeform Config

Step 5. Recalculate and Deploy to the fabric

Dashboard

Fabric Controller

Fabric Controller

Interface VRF name, detaull VRF if not speclied
f VIR is non-detsult F by

Va, add conbg o
ety

Rioute-Map tag associated with interface IP

Add description 1o the irterface (Max Size 254)

# Dashboard

Data Center Backbone

: T
. Topology View N

= N sl lolalx
& Virtual Management

Show Logical Links

it Settings

Operation
L' Operations

Custom Saved

® In-Sync
@ Pending
In Progress

® Out-of-Sync

® NA

Multi-select O
0 selected
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Detailed View
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Add Switches

D Recalculate and Deploy

More 2

AZ1-New-York AZ2-New-York
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Deploy Configuration - Backbone 2 — X

ro' N
| | | 2 )
- A

Config Preview Deploy Progress
. —_—
Filter by attributes \\ Rasync All )
Switch Name IP Address Role Serial Number Fabric Status Pending Config Status Description Progress Resync Switch
RS-10 100.64.254.10 core router SWIALAMEHLH @ Out-Of-Sync 5 Lines Out-of-Sync — Resync
RS-11 100.64.254.11 core router SABAMSSBOXO @ Out-Of-Sync 5 Lines Qut-of-Sync ——— Resync

n Deploy All

We can click on the “Pending config” for each switch to view the configuration before clicking
“Deploy All”.

Deploy Configuration - Backbone ? — X

N R
C -1
g -

Config Preview Deploy Progress
Filter by attributes
Switch Name IP Address Status Status Description Progress
RS-10 100.64.254.10 @ SUCCESS Deployment completed.
Executed 5/ 5
RS-11 100.64.254.11 @ SUCCESS Deployment completed.

Executed 5/ 5

Backbone Fabric is deployed.

Now all of the switches in the “Backbone” fabric are green, meaning they are “In-Sync” with the
intended configuration on NDFC. Click on “Data Center” to go back to main Topology.
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e hoard Fabric Controller
cisco

Fabric Controller 00

# Dashboard nDala Center | Backbone

¥ Topology View ~ Search by Attributes (\_- LGB -)
= N + =[]0/ x |
& Virtual Management Show Logical Links ()

i} Settings

. Operation (euiggNEih]
1" Operations

Custom Saved

@® In-Sync

® Pending
In Progress
Qut-of-Sync

® NA

Multi-select (O .

0 selected

AZ1-New-York AZ2-New-York

Creating Shared-Border Fabric

Step 1. Creating the fabric and choosing the template

The fourth fabric that we will be creating is Shared-Border, which is a VXLAN EVPN fabric containing
SB-20 and SB-21 with the role of “Border”.

The shared border acts as a common external connectivity point for multiple VXLAN BGP EVPN
fabrics that are part of the same EVPN Multi-Site architecture. Unlike the BGW, the shared border is
completely independent of any VXLAN EVPN Multi-Site software or hardware requirements. It is solely
a border node topologically residing outside of a VXLAN EVPN fabric. The shared border operates like
a traditional VTEP, but unlike the site-internal VTEPs discussed previously, the shared border is a site-
external VTEP.
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alitls Nayus Fabric Controller

Cisco

= Fabric Controller O o
o LR Data Center

+ Topology View ~ Search by Attributes

= uw +]=|v]o|m x

& Virtual Management el Configuration

Resync vCenters

i+ Settings
Custom Saved

A" Operations
@ In-Sync

@ Pending
In Progress
@ Out-of-Sync

® NA

AZ1-New-York AZ2-New-York

Create Fabric |
Select Type of Fabric

Q. Search Type of Fabric

D Data Center VXLAN EVPN

Fabric for a VXLAN EVPN deployment with Nexus 9000 and 3000 switches.

Campus VXLAN EVPN
Fabric for a VXLAN EVPN Campus deployment with Catalyst 2000 switches.

BGP Fabric
Fabric for an eBGP based deployment with Nexus 9000 and 3000 switches.
Optionally VXLAN EVPN can be enabled on top of the eBGP underlay.

Flexible Network
Fabric for flexible deployments with a mix of Nexus and Non-Nexus devices.

Fabric Group
Domain that can contain Enhanced Classic LAM, Classic LAN, and External
Connectivity Network fabrics.

Classic LAN
Fabric to manage a legacy Classic LAN deployment with Nexus switches.

LAM Monitor

Fabric for menitorina Nexus switches for basic discovery and inventory

After clicking Select, we will be presented with a screen with multiple tabs. The overlay and underlay
network parameters are included in these tabs.

=
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Please note that the parameters displayed are the minimum to get the fabric up and running and to
make it part of a multi-site setup. Please refer to the following link and choose the configuration guide
based on the version that you will be using to understand what each parameter does and to make
changes based on our design:

https://www.cisco.com/c/en/us/support/cloud-systems-management/prime-data-center-network-
manager/products-installation-and-configuration-guides-list.html

Filling in the parameters in the “General Parameters” tab

In this tab, we will be entering information only in the BGP ASN field. Enter the BGP AS number that
the fabric is associated with. In this example, will be using 65004 as the BGP ASN.

Fabric Mame

Shared-Border

Pick Fabric
Data Center WXLAN EVPM >

B General Parameters  Replication WVPC  Protocols  Adwanced Resources  Manageability Bootstrap  Configuration Backup  Flow Monitor

BGF ASN*
65004 1-A294557295 | 1-B5436[.0-65535] # = & good practice to
have & wniqua A5 far aach Fabric,

Enable IPvE Underlay
J I# At pnabled, IPe4 underay is used

Enable |Py6 Link-Local Address
1¥ not enabled, Spine-Lasf mterfaces will use global v
atkiesses

Fabric Interface Numbering*

p2p w Murribsred|Paint-to-Poit} o Unaurikersd

Underlay Subnet IP Mask*

30 o Idask Tor Underlay Subnet 12 Range

Underlay Subnet IPvE Mask

Select an Option R Iask for Underlay Subnet Pl Range

Underlay Routing Pratocol™

nspf R Llsed fror Spine-Leaf Coorectivity

Route-Reflectars®

2 A3 Mumber of smines acting &s Foute-Hefactors

Filling in the parameters in the “Replication” tab

Replication Mode: This is the mode of replication that is used in the fabric for BUM (Broadcast,
Unknown Unicast, Multicast) traffic. The choices are Ingress Replication or Multicast. We will be using
the Multicast replication mode.
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abric Name

Shared-Border

Pick Fabric

Data Center VXLAN EVPN >

General Pn Replication VPC
Replication Mode*

Multicast Group Subnet*

239.1.1.0/25

Enable Tenant Routed Multicast (TRM

Default MDT Address for TRM VRFs

RP Mode*

asm

Underiay RP Loopback Id*

254

Underlay Primary RP Loopback Id

Filling in the parameters in the “Protocols” tab

Protocols

Advanced

Resources Manageability Bootstrap Configuration Backup

Replication Mode for BUM Trafhc

Muticast pool prefix between 8 1o 30, A mulicast group P from

this pool is esed for BUM trafic for each overlay network

For Overtay Multicast Suppoet In VXLAN Fabrics

Detault Underlisy Muticast group IP sssigned for every overley

VRS

Number of spines acting as Rendozvous-Port (RP)

Musicast RP Made

Min0, Max:1023)

Jsed for Bicie-PIM Phastomn RP (Minc0, Max:1023)

Flow Monitor

The Protocol tab is mostly for the parameters used in the underlay. Most of the parameters are
automatically generated. For the purpose of this setup, we will leave everything with the default

settings.
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Fabric Name

Shared-Border

k Fabric

Data Center VXLAN EVPN >

General Parameters Repl:cannprotocols Advanced Resources Manageability Bootstrap Configuration Backup Flow Monitor

Underiay Routing Loopback Id*
0 (L
Underlay VTEP Loopback Id
1 Min
Underlay A t Loopback Id
Lse pering n VXLANVG Fadwics (Min 0, Max:1023)
Underiay Routing Protocol Tag*
UNDERLAY Undertay Routng Process Tag
OSPF Area Id*
0.0.0.0 OSPF Area & in P ackdress format
Enable OSPF Authenticatior
)SPF Authentication Ke
M

°F Authentication Key

Filling in the parameters in the “Advanced” tab

In the Advanced tab, everything is automatically populated. We will only change the setting in the

Overlay mode field.

Overlay Mode: We can create a VRF or network in CLI or config-profile mode at the fabric level. We

will be using CLI for this example configuration.
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Fabric Name

Shared-Border

Pick Fabric

Data Center VXLAN EVPN

General Parameters  Replication WVPC n Advanced Resources Manageability Bootstrap Configuration Backup  Flow Monitor

—
VRF Template®

Default_VRF_Universal Dxefault Overlay VRF Template For Leafs

Metwork Template®

Dafault_Network _Universal Diefault Cherlay Network Template For Leats

VRF Extension Template®

Default_VRF_Extension_Universal Defaull Overay VAF Template For Berders
MNetwork Extension Template®
Default_Network _Extension_Universal Diedault Cheeerliny Notwork Templste For Borders

Owverlay Mode
WRF MNetwaork configuration using config-peofiie or CLL default 5

cli
conhg-protle

config-profile

Enably PYLAN on swiiches sxcopt spines and super spines
cli v

PVLAN Secondary Network Template

Select an Option Diedault PULAN Secondary Metwork Template
Site Id
Feor EVPN Muli-Sie Support (Min:1, Max: 91474976710655)
65004

Dedaulis: oo Fabeic ASN

Filling in the parameters in the “Resources” tab

By default, Nexus Dashboard Fabric Controller dynamically allocates the underlay IP address
resources (for loopbacks, fabric interfaces, and so on) from the defined pools. Please make sure to
choose a unique pool per fabric.
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Edit Fabric :

Shared-Border

abric Name
T Bord
Pick Fabric

Data Center VXLAN EVPN &

General Parameters  Replication VPC  Protocols

1y P Addre

wal Underls

Underlay Routing Loopback IP Range™

10.41.0.0/22

Underlay VTEP Loopback IP Ra

10.42.0.0/22

Underlay RP Loopback IP Range*

10.254.40.0/24

t IP Rar

10.43.0.0/16

Edit Fabric : Shared-Border

Auto Deploy Default

VT

Deplo

Burto y Dafaul for Pear

VRF Lite Subnet IP Range*

VRF Lite =

et Mask®

30

Service Ne

3000-3199

Route Map Seque

1-65534
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B Resources Manageability Bootstrap Configuration Backup  Flow Monitor

Checking thés will disable Dyramic Underay §

AlGCatgns

Typicaly Loopback | B Address Rangs

Amyeast of Phariom RP [P Address Renge

Address range bo assign Numbered and Peer Link SV IPs

WWiEThET 12 AUN0 Geneate Delauln VIRF meftate and BGP Desfing

configuration on VRF LUITE IFC auto deployment, ¥ set. auto

created VRF Lite IFC Bnks will hinve 'Auto Deploy Default VRF

enabled

YWhaiher io auvto genewate Delaul Wi

niierface ang porineg

confguration on mansged neighbar devices auto created

VRF Lite IFC links will have "Auto Deploy Default VRF for Pe
enabled.
Rt used 10 redistribute BGP routes 1o IGP in default wil in

g created VRF

Lité IFC links

Agdness range o sasign F2P inlsfabeis Connecions

(M, Max: 31)

Por Sw Ovarlay Serdce Network
M 400
{MEn: 1, Max:65534)

Page 51 of 135



Filling in the parameters in the “Manageability”, “Bootstrap”, “Configuration Backup” and “Flow Monitor” tabs

We will use the defaults for all these tabs, so all what we need to do is to click Save in each window.

Step 2. Adding switches to the Shared-Border Fabric

cisco  Nexus Dashboard Fabric Controller

= Fabric Controller 00

# Dashboard
Data Center
X Topology

View 7 Search by Attributes [ Actions v
\

o

= LN + | = | |O || X

& Virtual Management Operation

£+ Settings
Custom Saved

L Operations
® In-Sync
® Pending

Detailed View

In Progress
Shared-: et
EcSt Fabri
® Out-of-Sync i
® NA n il
Recalculate and Deploy 7 Y
YN
27 N
More ON S
Z
y \§\§\\
2 W
//i, S8
AZ1-New-York AZ2-New-York

Use seed IP address to discover the switches. We will use the admin username and password to
discover the switches. Uncheck the “Preserve Config” option to clear the switch configuration and to
reload the devices. Max hop count allows for the discovery of connected switches by the number of
hops.
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Add Switches - Fabric: Shared-Border

Switch Addition Mechanism®
Discover

Seed Switch Details

Seed IP*

100.64.254.20

Authentication Protocol*

MDS

Username* Password"®

D admin B ‘‘‘‘‘‘‘‘ “

Max Hops*

2

Preserve Canfig

Add Switches - Fabric: Shared-Border

@ I:m‘.r;-.-p.-l o Wa m | n g

All switch configuration other than
Seed Switch Details managernent, will be removed immediately
after import. Do you want to procead?

100,64.254.20 Cancel

admin

X1

After the switches are discovered, add these switches to be part of the Shared-Border fabric, then
click “Add Switches”.
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Add Switches - Fabric: Shared-Border

(®) Discover
Seed Switch Details

Fabric

Shared-Border

€« Back
Discovery Results
Filter by attributes
Switch Name
RS-10
| $B-21
RS-11
BGWS-201
BGWS-202
BGW-114

| 5B-20

BGW-113

Serlal Number

IWIALAMEHLH

96T905DS3B.J

SABAMSSBOXQ

SADZRKAIIY

S046ZFSD3IG8

BUGXZDIWIWY

SK1BUIYGTMC

9GFG3KP3I0OVE

Switch

100.64.254.20

Max Hops
2

IP Address

100.64.254.10

100.64.254.21

100.64.254.11

100.64,254.201

100.64.254.202

100.64,254.114

100.64.254.20

100.64.254.113

Model

N9K-C9300v

NIK-CI300v

NSK-C9300v

NIK-CO300v

NIK-C9300v

NOK-C9300v

IN9K-CS300v

NOK-C9300v

Authentication Protocol

MD5

@ Disabled

Version

10.2(5)

10.2(5)

10.2(s)

10.2(5)

10.2(5)

10.2(5)

10.2(s)

10.2(s)

Usemame
admin

Status

@ Already Managed In Back

@ Manageable

@ Already Managed In Back¥

@ Already Managed In AZ1-

@ Already Managed In AZ1-

@ Already Managed In AZ2-

@ Manageable

@ Already Managed In AZ2-

Please wait until the Progress for all switches being added is green, then click Close.

Add Switches - Fabric: Shared-Border

Progress

n: Add Switches

@ Discover
Seed Switch Details

Fabric
Shared-Border

Password
@ Set

4 Back
Discovery Results
Filter by attributes
Switch Name

R5-10

sB-21

R5-11
BGWS-201
BGWS-202

BGW-114

SB-20

Switch

100.64.254.20

Max Hops

2
Serial Number IP Address
SWIALAMEBHLH 100.64.254.10
96T905DS3BY 100.64.254.21
SAB4AMSSBOXQ 100.64.254.11
SAOZRKASIYT 100.64.254.201
S046ZFSDIGE 100.64.254.202

AUGKZDIWIWY

9K1BU3YGTIMC

100.64.254.114

100.64.254.20
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Model

NIK-C9300v

NIK-C9300v

N9K-C9300v

NSK-C9300v

N9K-C9300v

NSK-C9300v

IN9K-C9300v

Authentication Prot

MD5

Preserve config
® Disabled

Version

10.2(5)

10.2(5)

10.2(5)

10.2(5)

10.2(5)

10.2(5)

10.2(5)

Username

admin

Status

@ Already Managed In Back

@ Switch Added

@ Already Managed In Back

@ Already Managed In AZ1-

@ Already Managed In AZ1-

@ Already Managed In AZ2-

@ Switch Added

Progress

n} Add Switches
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Step 3. Changing the devices’ role

After the devices are added to the Shared-Border fabric, they will be assigned a default role
depending on the platform. SB-20 and SB-21 will get the “Border” role, which will push the relevant
configuration to the respective devices. We can assign this role after we double-click on the Shared-
Border fabric as shown in the next screen.

m
clsco

Nexus Dashboard ' Fabric Controller

= Fabric Controller

# Dashboard

Data Center
- Topolo .
ay View ~ Search by Attributes
F— s |
= LN . (+]=]<]lo|m x)

e S G on
it Settings A4
Custom Saved o

¥ Operations £

i
Sharecjll{?ﬁorder
II

® In-Sync

® Pending

In Progress
® Out-of-Sync

o NA

AZ1-New-York AZ2-New-York

We see the fabric color is red, which means that it is out of sync and the intended configuration that
we want is not yet pushed to the switches.

Enable Multi-Select as shown and press Ctrl + click, then drag the mouse to select SB-20 and SB-21.
You must release the modifier key “ctrl” before releasing the mouse drag to end the switch selection.
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clseo Nexus Dashboard

Fabric Controller

Fabric Controller -

# Dashboard
n Data Center / Shared-Border
# Topolo .
= pology View ~ Search by Attributes
= LaN (4= o|m|x)
. '
& \Virtual Management b Show Logical Links
I+ Settings
S
1" Operations \
Custom Saved w7
® In-Sync
Pending
In Progress
® Out-of-Sync
Multi-select (3}
0 selected
Backbone
afa]ie 52 3
cisco Nexus Dashboard Fabric Controller
= Fabric Controller
i Hashboard Data Center / Shared-Border
X Topology View A Search by Attributes
= LAN (+ =]~ olu‘xr\:
@ Virtual Management Show Logical Links
4+ Settings N
(oversion ETTD)
1° Operations i

Custom Saved

@® In-Sync

® Pending
In Progress

Out-of-Sync

NA

Multi-select ©
0 selected
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Networks (0) VRFs (0)

Preview Config
Deploy Config
Discovery

More

Backbone
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Select Role

Q. Search Role
Spine

Leaf (current)

Border Spine

Border Gateway
Border Gateway Spine
Super Spine

Border Super Spine

Border Gateway Super Spine

ToR
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A

Warning

Please perform "Recalculate Config" in the
fabric to complete this change prior to
"Deploy”

After setting the role, toggle the Multi-select option to disable the multi-select function.

Step 4. Configure vPC between borders

To configure SB-20 and SB-21 as vPC Peers, click on one of the leaf switches and select vPC
Pairing.

Note: The Shared-Borders are independent Layer 3 VTEPs. The vPC pairing is optional and only
required for connecting Site-External service nodes, such as firewall, load balancer, TCP
Optimizers, and so on.
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e MNexus Dashboard Fabric Controller

CIsco

= Fabric Controller

# Dashboard

Data Center / Shared-Border
- Topolo .
p.3 pology View
= LAN v

(+ | —

M

El
'

& Virtual Management Show Logical Links

Custom Saved

It Settings s

1¥ Operations N

In-Sync

Pending

In Progress
@® Out-of-Sync

® NA

Multi-select (@)

0 selected

Select the peer switch and click Save.
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Detailed View
SE Preview Config

Deploy Config

Discovery

Set Rola

Wanage Interfaces
IManage Palicies

n vPC Pairing

IMaore
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vPC Pairing

Select vPC Peer for SB-20

Wirtual Peerlink

Filter by attributes

Device Recommended

n @® s8-n True

10 ~  Rows

Step 5. Recalculate and Deploy to the fabric

Reason

Switches are connected and have
same role

Serial Number IP Address

96TI05DS3B] 100.64.254.21

Page 1 of 1€ < 1101 > B

At this point, we are ready to push the configuration to the Shared-Border fabric. Choose
“Recalculate and Deploy” as shown in the next screen.

il Neyus Dashboard

Fabric Controller

cisco

= Fabric Controller

# Dashboard

Data Center Shared-Border

* Topol
i Topology View

= LAN

F | =S O @ X

4 Virtual Management Show Logical Links

Operation (eI TTETT)

Custom Saved

i} Settings

£° Operations

® In-Sync
Pending
In Progress
Out-of-Sync

e NA

Multi-select O

0 salectad
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n Recalculate and Deploy
More >
MNetworks (0)
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We can click on the “Pending config” for each switch to view the configuration before clicking
“Deploy All”.

Deploy Configuration - Shared-Border

o
- "
Config Preview Deploy Progress

—_—

Filter by attributes { Resync All )
. "

Switch Name 1P Address Role Serial Number Fabric Status Pending Config Status Description Progress Resync Switch

58-21 100.64.254.21 border 96T905DS3B) @ Out-Of-Sync 355 Lines Out-of-Sync — Resync

SB-20 100.64.254.20 border SK1BU3YGTMC @ Out-Of-Sync 355 Lines Qut-of-Sync — Resync

1 Deploy All

Wait until the “Progress” for each of the switches shows green before clicking “Close”.

Shared-Border Fabric is deployed.

Now all of the switches in the Shared-Border fabric are green, meaning they are “In-Sync”.

Click on “Data Center” to go back to the main topology view.
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Tk Nexus Dashboard Fabric Controller

= Fabric Controller

# Dashboard
Data Center Shared-Border

# Topology

View ~ Search by Attributes
= LAN Fl—| |0 m|x

& Virtual Management Show Logical Links .

¥ Settings

Operation (Rl
1° Operations

Custom Saved

® In-Sync
Pending
In Progress
® Out-of-Sync

® NA

Multi-select () .

0 selected

Backbone

Creating New-York MSD Fabric

Step 1. Creating the fabric and choosing the template

The third fabric that we will be creating is the New-York Multi-Site Domain (MSD) fabric. A Multi-Site
Domain is a multi fabric container that is created to manage multiple member fabrics.

An MSD is a single point of control for the definition of overlay networks and VRFs that are shared
across member fabrics. When we move fabrics that are designated to be part of the Multi-Site overlay
network domain under the MSD as member fabrics, these member fabrics share the networks and
VRFs created at the MSD level. This way, we can consistently provision network and VRFs for different
fabrics at one go. It significantly reduces the time and complexity involving multiple fabric
provisioning.

As server networks and VRFs are shared across the member fabrics as one stretched network, the
provisioning function for the new networks and VRFs is provided at the MSD fabric level. The creation
of any new network or VRF is only allowed in the MSD. All member fabrics inherit any new network
and VRF created for the MSD.

The topology view for the MSD fabric displays all member fabrics and how they are connected to
each other in one view. We can deploy overlay networks and VRFs on member fabrics from a single
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topology deployment screen instead of visiting and deploying from each member fabric deployment
screen separately.

l::lllgtl:lc;' Nexus Dashboard ¥ Fabric Controller Feedback B @
= Fabric Controller O o
Ly BT Data Center

X Topology

= LAN v

e N
(+[-[-folmx)
( ° Resync vCenters

[H1]

Add Fabric

View ~ Search by Attributes n [ Actions ~ |

ir Settings v

Custom Saved N
L° Operations N 1
)
® In-Sync Shareciﬁ?order
® Pending i
it
[}
In Progress i

@® Out-of-Sync

® NA
VAN
A 3
27 2
2 S
f/o/"’ \T\
AZ1-New-York AZ2-New-York
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Select Type of Fabric

Q. Search Type of Fabric

TOLARAR B DAL 1B e e e P D B e WRILE L G IR ] ] Nt LT | AR ] MR Rl W e

Fabric Group
Dromain that can contain Enhanced Classic LAN, Classic LAMN, and External
Connectivity Network fabrics.

Classic LAN
Fabric to manage a legacy Classic LAN deployment with Nexus switches.

LAN Maonitor
Fabric for monitoring Mexus switches for basic discovery and inventory
management.

Multi-Site Interconnect Network
Fabric to interconnect VXLAN EVPM fabrics for Multi-Site deployments with & mix of
MNexus and Non-MNexus devices.

External Connectivity Network
Fabric for Core and Edge router deployments with a mix of Mexus and Mon-MNexus

B El::lclft

Filling in the parameters in the “General Parameters” tab

All the parameters in the General Parameters tab will be automatically populated.
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Create Fabric

Fabric Name

Mew-York

Pick Fabric
WXLAN EVPN Multi-Site >

n General Parameters DCl Resources Configuration Backup

Layer 2 VXLAN VNI Range*

30000-49000 Owerlay Metwork identiier Range (Min?, Max 16777214)

Layer 3 WXLAN VNI Range*

50000-58000 Owiariay VRF [dentifer Hange (Min21, Max16777214)

VRF Template®

Default_VRF_Universal v Detault Quertay WRF Template For Leats

Metwork Template™

Default_Netwark_Universal e Diafault Overlay Metwork Template For Leafs

VRF Extension Template*®

Default_VRF_Extension_Universal v Default Overlay WRF Template For Barders

Metwork Extension Template®

Default_MNetwaork_Extension_Universal s Drefault Overlay Metwerk Template For Borders

Enable Private VLAM (PVLAN)
[ Enable PYLAN on MSD and its child fabrics

Pyl AN Serondary Metwork Temnlate

Filling in the parameters in the “DCI” tab

Since we will be employing the Route Server design using RS-10 and RS-11, we need to the change
the “Multi-Site Overlay IFC Deployment Method” to the “Centralized_To_Route_Server” option. We
need to supply the Loopback IP addresses as well as the BGP AS number for RS-10 and RS-11 that
we created in the Backbone fabric as shown in the next screen shot.
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Edit Fabric : New-York

Fabric Name

New-York

Pick Fabric
VXLAN EVPN Multi-Site >

Generalpn DCI Resources Configuration Backup

Multi-Site Overlay IFC Deployment Method*

D Centralized_To_Route_Server

Multi-Site Route Server List*

B 10.254.254.10, 10.254.254.11

Multi-Site Route Server BGP ASN List*

65003,65003

Enable 'redistribute direct’ on Route Servers

Route Server IP TAG

D Multi-Site Underlay IFC Auto Deployment Flag

Filling in the parameters in the “Resources” tab

Manual, Auto Overlay EVPN Peering to Route Servers, Auto

Overlay EVPN Direct Peering to Border Gateways

Multi-Site Router-Senver peer list, e.q. 128.89.0.1, 128.89.0.2

1-4294967295 | 1-65535(.0-65535), e.g. 65000, 65001

For auto-created Multl-Site averiay IFCs In Route Sensers
Applicable only when Multi-Site Overiay IFC Deployment Method

is Centralized_To_Route_Server,

Routing tag associated with Route Server IP for redistribute

direct. This is the IP used in eBGP EVPN peering.

In the Resources tab, we need to supply the Multi-Site routing loopback IP range and the DCI subnet

IP range.
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Create Fabric ?2 — X

Fabric Name

New-York

Pick Fabric

VXLAN EVPN Multi-Site >

General Paramen Resources  Configuration Backup

Multi-Site Routing Loopback IP Range*

10.254.0.0/24 Typically Loopback100 IP Address Range:

DCI Subnet IP Range*

10.254.1.0/24 Address range 10 assign P2P DCI Links

Subnet Target Mask*

30 Target Mask for Subnet Range (Min:2, Max:31}

Step 2. Moving Fabrics Under the MSD Fabric as a Member

Double-click on the New-York MSD fabric, then click Actions > Add Child Fabric and start adding all
the fabrics as member fabrics.

We can also click Detailed View > Actions > Add Child Fabrics to add member fabrics to the MSD. A
list of child fabrics that are not part of any MSD appears. Member fabrics of other MSD container
fabrics are not displayed here.

As AZ1-New-York fabric is to be associated with the New-York MSD fabric, select the AZ1-New-
York fabric, and click Select.

We can see that AZ1-New-York is now added to the MSD fabric and is displayed in the Child
Fabrics in the Fabrics list table.
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M m o
Ak Ne: Dashboard

= Fabric Controller

# Dashboard
¥ Topology
= LAN b4
& Virtual Management s
1t Settings v
L% Operations v
Data Center / New-York
View ~
./'- .\.
(+ —|slo|m|[x)

Show Logical Links .

| Operation [

Custom Saved ~
® In-Sync
— Fedien

abric Controller -

Data Center
View ~
(+]= 7|0 m|x)

Custom Saved e

@® In-Sync

@ Pending
In Progress
Out-of-Sync

NA

Search by Attributes

© 2022 Cisco and/or its affiliates. All rights reserved.

Search by Attributes

Fabric: New-York

@

I
Sharec!}ilborder

AZ1-New-York AZ2-New-York
W |
n Actions .
Detailed View
Edit Fabric

nAdd Child Fabric

Remaove Child Fabric
Recalculate and Deploy

More >
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I m P .
EIEES Nexus Dashboard ' Fabric Controller

Select Child Fabrics X

Q. Search Child Fabrics

= Fabric Controller

Dashboard e —"
B n | AZ1-New-York
= Tol
#t Topology View
AZL2-New-York
e (+] =] o|m
: - - | Backbone

Virtual Management Show Logical Links

Settings _
|, Operation (ehRITENT]

Operations

Shared-Border

Custom Saved

In-Sync

Pending

In Progress
@® Out-of-Sync

o M 3Fs (0)

D

Repeat these steps for all the fabrics until all the fabrics are part of the New-York MSD fabric. Click on
Hierarchical view and click Save. We can also drag and move the fabrics around with the mouse
cursor to achieve the view that we want.

Step 3. Recalculate and Deploy to the fabric

i exus Dashboard # Fabric Controller
CiSeo Nexus Dashboard = i
= Fabric Controller 00
# Dashboard

Data Center / New-York

Topolo .

= palogy View A Search by Attributes i Actions ~
= © G e

- - Detailed View

S

4 Virtual Management ' .

Show Lagical Links . ? ? Edit Fabric
4 Settings v . |

-;’W L | Add Child Fabric
L - = ) Remave Child Fabric

Hierarchical v e tasion

0_4_0 ! p Recalculate and Deploy
In-Sync ) / | ° 9 s More >
® Pending
In Progress

@® Out-of-Sync

® NA
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Deploy Configuration - New-York

L) ©)

Config Preview Deploy Progress
e
Filter by attributes \\ Resync All )
Switch Name IP Address Role Serial Number Fabric Status Pending Config Status Description Progress Resync Switch
RS-10 100.64.254.10 core router 9WIAIAMEHLH [ OuI-OT-SyrD1 Lines Out-of-Sync B — Resyne
RS-11 100.64.254.11 core router SABAMSSBOXQ @ Out-Of-Sync 101 Lines Out-of-Sync —— Resync
BGW-114 100.64.254.174 border gateway JUGXZDIWIWY @ Out-Of-Sync 90 Lines Out-of-Syne — Resync
BGW-113 100.64.254,113 border gateway 9GFG3KP30VE ® Out-Of-Sync 90 Lines Out-of-Sync — Resync
BGWS-202 100.64.254.202 :;i:’jr GAWA ¥ goaszrsD3cs @ Out-Of-Sync 92 Lines Out-of-Sync — Resyhe
bord e
BGWS-201 100.64.254,201 i 9AQZRKAIYT ® Our-Of-Syne 92 Lines Out-of-Sync —_— Resync

In the next few screens, we will go through a sample CLI on RS-10 and BGW-114.

RS-10 Sample CLI (Route Server)

[ nv _overlay evpn ] Extend the capability of VXLAN with EVPN
feature nv overlay {nv overlay evon).

interface ethernetl/3
no switchport
ip address 10.254.1.2/30 tag 54321
mtu 9216

no shutdown

interface ethernetl/4
no switchport
ip address 10.254.1.14/30 tag 54321
mtu 9216 Assigning IPv4 addresses to
no shutdown interfaces between RS-10 and
remote devices.
interface ethernetl/5
no switchport
ip address 10.254.1.18/30 tag 54321
mtu 9216

nc shutdeown

interface ethernetl/6
no switchport

ip address 10.254.1.30/30 tag 54321

mtu 9216

no shutdown
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router bgp 65003

address-family ipv4 unicast
maximum-paths &4
maximum-paths ibkgp &4
network 10.254.254.10/32
exit

address—-family ipvé unicast
maximum-paths &4
maximum-paths ibgp 64
exit

address-family Layver Zvpn evpn

[rEtain route-target all ] Retain and advertise all EVPN routes when

there are no local VNI configured with
matching import route targets

exit
template peer OVERLAY-PEERING
update-scurce locopback(
ebgp—multihep 3
address—family Layer 2vpn evpn

[ route-map unchanged out ]

The route map enforces the policy to leave
the overlay next hop unchanged when the
route server is used

send-community koth
exit
exit
neighber 10.254.1.1
remote—as 63001
update-source Ethernetl/3
address—family ipv4 unicast
next-hop-self
exit
exit
neighber 10.234.1.13
remote—as 63001
update-scurce Ethernetl/4
address-family ipv4 unicast
next-hop-self
exit
exit
neighber 10.254.1.17
remote—as 65002
update-scurce Ethernetl/5

address-family ipv4 unicast
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next-hop-self
exit
exit
neighbor 10.254.1.28
remote—as 65002
update-source Ethernetl/6
address-family ipv4 unicast
next-hop-self
exit
exit
neighbor 10.11.0.3
remote—-as 63001
inherit peer OVERLAY-PEERING
address-family Layer Zvpn evpn
rewrite—evpn—rt—asn
exit
exit
neighbeor 10.11.0.4

remote—as 63001

inherit peer OVERLAY-PEERING

address-family Layer Zvpn e

[ rewrite—evpn—-rt-asn ]

exit
exit
neighbor 10.21.0.3
remote—as 65002
inherit peer OVERLAY-PEERING
address-family Layer Zvpn evp
rewrite—evpn—rt—asn
exit
exit
neighber 10.21.0.5
remote—-as 63002
inherit peer OVERLAY-PEERING
address-family Layer Zvpn evpn

rewrite—evpn—-rt-asn

configure terminal

route-map unchanged permit 10

set ip next-hop unchanged
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BGW-114 Sample CLI (Border Gateway)

route-map rmap-redist-direct permit 10

match tag 54321

evpn multisite border—gateway 653002

delay-restore time 300

router bgp 65002
address-family ipv4 unicast
redistribute direct route-map rmap-redist-direct
maximum-paths &4
maximum-paths ibgp ©4

exit

maximum-paths 64
maximum-paths ibgp 64
exit
neighbor 10.254.1.25
remote-as 65003
update-source Ethernetl/2
address-family ipv4 unicast
next-hop-self
exit
exit
neighbor 10.234.1.30
remote-as 65003
update-source Ethernetl/1
address-family ipv4 unicast
next-hop-self
exit
exit
neighbeor 10.254.254.10
remote-as 65003
update-source loopback0

ebgp-multihop 3

Rewrite RMAC to BGW to enable Rewrite
] and Reorigination functions on BGW

[ peer—type fabric-external

address-family Layer Z2vpn evpn
send-community koth

rewrite-evpn-rt-asn
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exit

exit

neighber 10.254.254.11

remote—as 65003

update—-scurce locopback(

ebgp-multihop 3

peer—type fabric-external

address-family Layer Zvpn evpn
gsend-community both
rewrite—-evpn—-rt—asn

configure terminal

interface nwvel

[multisite border—-gateway interface loopbacklﬂﬂ]
source—interface locopbackl
host-reachakility proteocol bgp
no shutdown

interface loopbackl00

ip address 10.254.0.3/32 tag 54321
ip router ospf UWDERLAY area 0.0.0.0
ip pim sparse-mode

no shutdown

interface ethernetl/1

no switchport
ip address 10.254.1.29/30 tag 54321
[ evpn multisite deci-tracking ]
mtu 9216
nc shutdown
interface ethernetl/2
no switchport

ip address 10.254.1.26/30 tag 54321

evpn multisite deci-tracking
mtu 9216
nc shutdown
interface ethernetl/3
no switchport
ip address 10.23.0.10/30
[ evpn multisite fabric-tracking ]

description connected-to-Spine-211-Fthernetl/2

© 2022 Cisco and/or its affiliates. All rights reserved. Page 74 of 135



mtu 9216

ip router ospf UNDERLAY area 0.0.0.0
ip ospf network point—to-point

ip pim sparse-mode

no shutdown

interface ethernetl/4
no switchport
ip address 10.23.0.14/30
evpn multisite fabric—tracking
ip router ospf UNDERLAY area 0.0.0.0
ip ospf network point—to-point
ip pim sparse-mode
no shutdown
description connected-to-Spine-212-Fthernetl/2
mtu 9216

configure terminal

Note: For more information on Multi-Site designs and conflguratlons please see the foIIowmg I|nk

paper-c11- 739942 html

Step 4. Add the necessary policy to allow NDFC to deploy the VXLAN EVPN Multi-Site configuration on the shared
border switches

By default, NDFC deploys the VXLAN EVPN Multi-Site configuration on switches with the role of
border gateway or core router. NDFC does not deploy the configuration on any switch that does not
have a role of border gateway or core router, even if those devices are part of the Multi-Site domain.

In this Shared-Border use case, we want to make sure that NDFC automates the VXLAN EVPN Multi-
Site underlay and overlay configuration along with the rest of the devices. This step adds the
necessary policy so that NDFC deploys the VXLAN EVPN Multi-Site configuration on the Shared
Border switches.

Note: The Shared-Border is a normal “Border” VTEP and is independent of the VXLAN Multi-Site
capabilities of BGW (Border Gateway). The configurations shown in the subsequent steps are
necessary to enable EVPN Control Plane peering to receive the Type-2 and Type-5 routes from the
respective BGWSs.
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Data Center / New-York

View s Search by Attributes B

.1“7

L+ | — | O | ] ‘ X )
N B Detailed View
N 3 Faric: Shared-Oorder
Show Logical Links . . Edit Fabric
Configuration
e

Custom Saved ~

Actions ~

Add Child Fabric
@ Remove Child Fabric
i) Recalculate and Deploy
Healthy More >

Warning

Minor -
v

P
¥ anne: A1 New-vork

Major
@ Critical

® NA

Loat-101

Fabric Overview - New-York Actions

Overview Child Fabrics Switches Links \n Policies Networks VRFs Event Analytics History Resources

Filter by attributes B

' " ) Entity Entity - (e el
[ ] Policy ID Switch IP Address Template Descripti... 0 Type Source Priority p
Edit Policy
D POLICY-235590 BGW-113 100.64.254.113 bgp_lb_id SWITCH SWITCH 10 PYTHON
Delete Policy
[ ] POLICY-244350 BGW-113 100.64.254.113 nve_lb_id SWITCH SWITCH 10 PYTHON Generated Config
D POLICY-244360 BGW-113 100.64.254.113 switch_role_s SWITCH SWITCH 10 PYTHON Push Config
{ | POLICY-247050 BGW-114 100.64.254.114 nve_lb_id SWITCH SWITCH 10 PYTHON QUGXZDIWIW  true
[ | POLICY-247060 BGW-114 100.64.254.114 switch_role_s SWITCH SWITCH 10 PYTHON QUGXZDIWIW true
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Switch List:

n Select Switches

i

Pick a Template
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- Select Switches

L Search Switches

| | select Al

O o o

v

B B

0 O

Leaf-112

RS-10

RS-11

SB-20

10064264 20

Spine-211

Spine-212

| | Show Selected
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Switch List:

SB-20 SB-21

tH

Pick a Template

Choose Template
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Select Policy Template

| < shared

ext_base_shared_border
MaK
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Create Policy 2 — X

Switch List:

SB-20 SB-21

Priority*

500

Description

SB-20 and SB-21 Shared Border State

Template Name

shared_border_state »

Fabric Overview - New-York 1 (actions ~

Edit Fabric

Overview Child Fabrics Switches Links Interfaces Policies MNetworks VRFs Event Analytics History Resources Add Child Fabric

D Recalculate and Deploy

Filter by attributes More 3 (" Actions ~ )
- o P Entity Entity P Content Serial "

Policy ID Switch IP Address Template Descripti... Name Type Source Priority Type Number Editabl
|| PoucY-235590 BGW-113 100.64.254.113 bgp_lb_id SWITCH SWITCH 10 PYTHON 9GFGIKP3IOV true
|| PoOLICY-244350 BGW-113 100.64.254.113 nve_lb_id SWITCH SWITCH 10 PYTHON OGFGIKPIOV true
POLICY-244360 BGW-113 100.64.254.113 switch_role_s SWITCH SWITCH 10 PYTHON AGFGIKPI0V true

We can click on “Pending Config” to see the cli that will get pushed out. However, what is going to
happen is:

- The RS-10 and RS-11 interfaces facing SB-201 and SB-21 will get an IP address and vice
versa.

- The eBGP between RS-10 and RS-11, and between SB-20 and SB-21, will also be added.
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ration - New-York

() 0
- -

Config Preview Deploy Progress
Filter by attributas I'\\_ Resync All /'
Switch Name IP Address Role Serial Number Fabric Status Pending Config Status Description Progress Resync Switch
RS-11 100.64.254.11 COFe router 9ABAMSSBOXO ® Out-Of-Sync 38 Lines Out-of-Sync —— Resyne
RS-10 100.64.254.10 core router OWIALAMBHLH @ Qut-0f-Sync 38 Lines Qut-of-Sync — Resync
SB-21 100.64.254.21 border 96TA0SDS3E] [ ] Dutfoffn 54 Lines Qut-of-Sync —— Resync
SB-20 100.64.254.20 border AKIBUIYGIMC @ Out-Of-Sync 54 Lines Out-of-Sync —— Resync
BGW=-113 100.64,254,113 border gateway 9GFG3KP30VE @ In-Sync 0 Lines In-Sync T — Resyne
BGW-114 100.64.254.114 border gateway AUGKZDIWIWY ® In-5ync 0 Lines In-Sync —————— Resync
BGWS-202 100.64.254.202 TP I S046ZFSD3IGE ® In-Sync 0 Lines In-Sync — Resync

spine

border gat
BGWS-201 100.64.254.201 oroergaeway 9AOZRKAIIY 1 ® In-Sync 0 Lines In-Sync — Resync

spine

We can click on “Pending Config” to see the cli that will get pushed out, as shown in the next few
screen shots.

SB-21 Sample CLI (Shared-Border)

route-map rmap-redist-direct permit 10

match tag 54321

router bgp 65004

address-family ipv4 unicast

redistribute direct route-map rmap-redist-direct
maximum-paths 64
maximum-paths ibgp 64
exit

address-family ipv6 unicast
maximum-paths 64
maximum-paths ibgp 64
exit

neighbor 10.254.1.42
remote-as 65003
update-source Ethernetl/2
address-family ipv4 unicast

next-hop-self

© 2022 Cisco and/or its affiliates. All rights reserved. Page 82 of 135



exit
exit
neighbor 10.254.1.46
remote—-as 65003
update-source Ethernetl/1
address-family ipv4 unicast
next-hop-self
exit
exit
neighbor 10.254.254.10
remote—as 65003
update-source loopback0
ebgp-multihop 5
address-family Layer 2vpn evpn
send-community both
rewrite-evpn-rt-asn
exit
exit
neighbor 10.254.254.11
remote—as 65003
update-source loopback0
ebgp-multihop 5
address-family Layer 2vpn evpn
send-community both
rewrite-evpn-rt-asn
configure terminal
interface ethernetl/1
no switchport
ip address 10.254.1.45/30 tag 54321
mtu 9216
no shutdown
interface ethernetl/2
no switchport
ip address 10.254.1.41/30 tag 54321
mtu 9216
no shutdown

configure terminal

RS-10 Sample CLI (Route Server)

interface ethernetl/1

no switchport
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ip address 10.254.1.37/30 tag 54321
mtu 9216
no shutdown
interface ethernetl/2
no switchport
ip address 10.254.1.42/30 tag 54321
mtu 9216
no shutdown
router bgp 65003
neighbor 10.254.1.38
remote—-as 65004
update-source Ethernetl/1
address-family ipv4 unicast
next-hop-self
exit
exit
neighbor 10.254.1.41
remote-as 65004
update-source Ethernetl/2
address-family ipv4 unicast
next-hop-self
exit
exit
neighbor 10.41.0.1
remote—-as 65004
inherit peer OVERLAY-PEERING
address-family Layer 2vpn evpn
rewrite-evpn-rt-asn
exit
exit
neighbor 10.41.0.2
remote—as 65004
inherit peer OVERLAY-PEERING
address-family Layer 2vpn evpn
rewrite-evpn-rt-asn

configure terminal

Creating vPCs, VRFs, and Networks
We will be attaching four hosts to the leaf switches as follows:

- Host-1011 and Host-1031 will be connected using a vPC in the fabric AZ1-New-York to
Leaf-101 and Leaf-102
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- Host-1021 and Host-1032 will be connected using a vPC in the fabric AZ2-New-York to
Leaf-111 and Leaf-112

We will show how to create one vPC in the following steps. Please create the remaining vPCs based
on the same procedures.

Nexus Dashboard Fabric Controller Fabri
cisco : AZ1<New-York s YR
= Fabric Controller
Minor
# Dashboard o
LAN Fabrics
Topol
Syl Alarms(196)
= LAN a Z8 @® crmcaL O masor MINOR © WARNING
Filter by attributes
Fabrics a 0 0 196 0
Fabric Name Fabric Technology Fabric Type A
Switches
Toggle SortBy Fabric Info
New-York
Interfaces P, VXLAN Fabric Multi-Fabric Domain Ny  asn Fabric Technology
Hide child Fabrics v ¢
65001 VXLAN Fabric
Services -
() D AZ1-New-York VXLAN Fabric Switch Fabric 6! Fabric Type Deployment Status
& Virtual Management Switch Fabric @ Enabled
i AZ2-New-York VXLAN Fabric Switch Fabric 6!
Settings
Inventory
1 Operations { Backbone External External ¢ Switch Configuration
Shared-Border VXLAN Fabric Switch Fabric 6!
o
Switch Health
10 Rows

Fabric Overview - AZ1-New-York acionsv) O ?

Overview Switches nlnter[aces Interface Groups Policies Networks VRFs Services Event Analytics History Resources Virtual Infrastructure

. Admin Oper. o n Create Interface
Device Name Interface Status Status Reason Policies .
Create S errace
BGWS-201 mgmt0 T Up T Up ok int_mgmt Edit
Administrativel
BGWS-201 Vian1 + Down + Down ety NA N
down
Deploy
BGWS-201 Loopback0 T Up T Up ok int_fabric_loopback_11_1 N No Shutdown
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Create Interface

Type®

virtual Port Channel (vPC)

Select a vPC pair*

Leaf-101---Leaf-102

vPC ID*

E
=

Palicy™
int_wvpc_access_host »

Paolicy Options

Peer-1 Port-Channel ID*

5 Peer-1 VBT pori-channed numiber (Min:1, Maxd096)

Peer-2 Port-Channel ID*

5 Poet-2 VPG pont-channel numbes (Min:1, Maca096)

Enable Config Mirroring

Peer-1 Member Interfaces

Peer-2 Member Interfaces

A Bt of member imerfaces for Peer-2 [e.g. #1/5,8th1/7-8]

Port Channel Made®

B active Charnsl e GpEORS: on, SCive 4nd passhe
n Si-,u'_‘

After you have created the required vPC, perform a “Recalculate and Deploy” in each fabric. We will
show how to do this for the fabric AZ1-New-York; repeat the same steps for the fabric AZ2-New-
York.

Fabric Overview - AZ1-New-

Edit Fabric
Overview Switches Links Interfaces Interface Groups Policies Networks VRFs Services Event Analytics History Add Switches tructure
D Recalculate and Deploy
Filter by attributes More S ( Actions v
Device Name Interface Admin Oper. Reason Policies Overlay Network Sync Status
Status Status
Leaf-102 Port-channel6 Not discovered int_vpc_access_po_11_1 NA ® NA
Leaf-102 Port-channelS Not discovered int_vpc_access_po_11_1 NA ® NA
Leaf-101-Leaf-102 vPC6 Not discovered int_vpc_access_host NA ® NA
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Deploy Configuration - AZ1-New-York 20—

o

Config Preview Deploy Progress
Filter by attributes (Resync Al )
. . . 2 Status D, R .
Switch Name IP Address Role Serial Number Fabric Status Pending Config < Prog ync Switch
Description

bord: te

BGWS-201 100.64.254.201 S:'n:' o 9AOZRKAIIY1 @ In-Sync 0 Lines In-Sync — Resync
i

b t
BGWS-202 100.64.254.202 s:f::' galewey 90462FSD3G8 @ In-Sync 0 Lines In-Sync — Resync
Leaf-101 100.64.254.101 leaf 9ZEA13L749S ® Out-Of-Sync 27 Lines Out-of-Sync — Resync
Leaf-102 100.64.254,102 leaf 99KJ3DPIS3G @ Out-Of-Syn¢ 27 Lines Out-of-Sync e Resync

n Deploy All

In this section, we will create vPCs, VRFs and networks. The following procedures are just an example
to demonstrate the concept. Feel free to choose the VRF names and IP addresses based on our
setup.

VRF CORP (Internal private networks):
- Network 192.168.101.0/24 will contain Host-1011
- Network 192.168.102.0/24 will contain Host-1021
VRF DMZ (App that requires internet or SaaS apps):
- Network 192.168.103.0/24 will contain Host-1031, Host-1032
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Fabric
D New-vork n o X
= Fabric Controller
]
# Dashboard © Waming
LAN Fabrics
W Topol
opology Alarms(1)
= LAN ~ .
a Filter by atiributes B camecaL & masoR MINOR D wiaRsaG
Fabrics a 0 0 0 1
Fabric Name Fabric Technology Fabric Type ASN
Switchas
Child Fabrics
Interfaces Mew-ork VXLAN Fabri Multi-Fabric Dy i NA
nter & ti-Fa 2
Hide child Fabrics e Hrabre beman AZ1-New-York Minor
Services - AZZ-New-York Minor
) AZ1-New-York VXLAN Fabric Switch Fabric 65001
& Virtual Management Backbone Minor
AZZ2-New-York VXLAN Fabric Switch Fabric 65002 o iy
Settings Shared-Border Minor
1° Operations "\' _] Backbone External External 85003
Fabric Info
Q Shared-Border VXLAN Fabric Switch Fabric 65004 ASN Fabric Technology
M VXLAN Fabric
Fabric Type Deployment Status
Multi-Fabric Domain ® Enabled
Inventory
Switch Configuration
10 Rows .
4

Fabric Overview - New-

Overview Child Fabrics Switches Links Interfaces Pnl\letworks VRFs [Event Analytics History Resources

Filter by attributes
Network Status v

Network Name Network ID VRF Name 1Pud e IPve i

Import

Export

No rows found
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te Network

Metwork Mame®
n [ ByMetwork_30101 ]

Layer 2 Only

VRF Hame*

[Eefecf.._ l m G

Metwork ID*

E» (o ]
3 4

WVLAM ID
= )

Metwork Template®

Deafault_Metwaork_Universal >

Metwork Extension Template®

Default_Metwaork_Extension_Universal >»

General Parameters Advanced

Pvd Gateway/MethMask

p [192.155.101254;24 ] exampie 192.0.21/24

Note: We will be showing how to create VRFs from the Create Network tab. If you prefer to create
VREFs first, then create VRFs from the VRF tab; the VRF will then be available to select when we create
the network in this case.
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Create VRF

2000 ] Propose VLAN a

Default_VRF_Extension_Universal »

General Parameters  Advanced  Route Target

VRF VLAN Name
CORP
VRF Interface Des

Internal private networks

Internal private networks

reate Netw

Ne k Name*
MyNetwork_30101
Layer 2 Only

VRF Name*

CORP Create VRF

m Propose VLAN

k Template®

Default_Network_Universal

rk Extension Template*

Default_Network_Extension_Universal >

General Parameters  Advanced

wxample 152.0.2.1/24

fix List

eampie 2001:db8::1/64,2001 005
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Fabric Overview - New-York R

Overview Child Fabrics Switches Links Interfaces Policies MNetworks WVRFs Event Analytics History Resources

Filter by attributes

Network Name Network ID VRF Name IPva 1Pv6 y/Prefi Status VLAD Create

MyNetwork_30101 30101 CORP 192.168.101,254/24 @ NA 101

Import

Export

eate Network

Network Mame*

MyNetwaork_30102

VRF Name*
MNetwork 1ID*
B -
VLAN ID
D 102 Propase VLAN
Network Template*

Default_Network_Universal >
Network Extension Template*

Default_MNetwork_Extension_Universal

General Parameters  Advanced

B 192.168.102.254/24

PvE Gat

example 2001 :ib8::1/84,2001:db8::1 /84

Dac
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Fabric Overview - New-York Aotone s

Overview Child Fabrics Switches Links Interfaces Policies Networks VRFs Event Analytics History Resources

Filter by attributes D Actions

Network Name Network ID VRF Name Pva IPv6 y/Prefi Status vu\p Create
MyNetwork_30101 30101 CORP 192.168.101.254/24 ®NA 101
!
MyNetwork_30102 30102 CORP 192.168.102.254/24 ® NA 102 Zoec
Import
Export
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Create Network

Metwork Mamea®*

n [ MyMNetwork_30103

Layer 2 Only

VRF Mame*
| D @

Network ID*
3mMo3 ]

VLAN ID
B 103 |

MNetwork Template®

Default_Metwork_Lniversal

Network Extension Template®

Default_Metwork_Extension_Universal >

General Parameters  Advanced

IPvd Gateway/Matblask

D |192.1sa.103.254124 ] axampla 192.0.21/24
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Create VRF

VRF Mame*

-

VRE ID*

50001

VLAN ID

2001 Propose VLAN a

VRF

1 Templ

Default_VRF_Extension_Universal »

General Parameters  Advanced Route Target

VRF VLAN Name

¥ * 32 chars ena o vian long-rieme

B Apps that requires internet accesy

Create Network

N

ame*

MyNetwork_30103

ayer 2 Only

103 Propose VLAN

Network Template®

Default_Network_Universal »

Network Extension Template®

Default_Network_Extension_Universal >

General Parameters  Advanced

192.168.103.254/24

IPvG

refix List

example 2001:db8::1/64. 2001 00%:1/64
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Overview - Nev

Overview Child Fabrics Switches Links Interfaces Policies MNetworks WVRFs Event Analytics History Resources

- ~
Filter by attributes | Actions

Network Name Network ID VRF Name IPva v IPvé yiPrefi: Network Status VLANID Interface Group
MyNetwork_30101 3010 CORP 192.168.101.254/24 @ NA 101
MyNetwork_30102 30102 CORP 192.168.102,254/24 & NA 102
MyNetwork_30103 30103 DMZ 192.168.103.254/24 @ NA 103

Now we will start attaching networks to interfaces as per the lab setup.

Fabric Overview - New-York MyNetwork_30101 D

X
Overview Child Fabrics Switches Links Interfaces Policies Networks VRFs Event Analytics History Resources
Metwork Info
Metwork ID VRF Name
Filter by attributes 30m Corp
IPvd Gateway IPvE Gateway
Network Name Network ID VRF Name IPv4 G yiSuffix  IPV6 ylPrefix b Status 192.166.101.254/24 NA
Status VLAN ID
n MyNetwork_30101 30101 CORP 192.168.101.254/24 ® NA ® NA 101
MNetwork Template Kebwork Extension
MyNetwork_30102 30102 CORP 192.168.102.254/24 ® NA Default_Network_Univers  Templato
al Default_Network_Extensi
MyNetwork_30103 30103 DMZ 192.168.103.254/24 @ NA on_Universal
Interface Group Mcast Group
MA NA
Networks
Network Status
Switch Roles Association
10 ) - :
L] 2
- 2
50 Rows —
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Network Overview - MyNetwork_30101 adions > ) — X

Cn Network Attachments

Network Name Network ID VLAN ID Switch Ports Status Attachment Switch Role History
=1 gate
MyNetwork_30101 30101 BGWS-202 NA ® NA Detached order gate:
Apuve Preview
D MyNetwork_30101 30101 Leaf-101 NA o na Detached leaf Deploy
Import
MyNetwork_30101 300 Leaf-102 NA, & NA Detached leaf
Export
. border gateway
MyMNetwork_3010 3010 BGWS-201 NA ® NA Detached spine Quick Attach
Quick Detach
MyNetwork_30101 30101 Leaf-111 NA ® NA Detached leaf
MyNetwork_30101 30101 Leaf-112 NA ® NA Detached leaf AZ2-New-York
MyNetwork_30101 30101 BGW-113 NA ® NA Detached border gateway AZ2-New-York
MyNetwork_30101 30101 BGW-114 NA @ NA Detached border gateway AZ2-New-York
MyNetwaork_30101 3010 sB-21 NA ® NA Detached border Shared-Border
MyMNetwork_30101 30 SB-20 NA ® NA Detached border Shared-Border

Note: We can also double-click on “MyNetwork_30101" to go directly to the next page.

Edit Network Attachment - MyNetwork_30101

Leaf-111 (9XYGQULY6H4) - Leaf-112 (9WWES33TNY4)

Detach @ Attach ﬂ

VLAN*

0

‘Interface Attachment(s)’

Filter by attrib

Interface/Ports Switch Status Port Type Port Description Neighbor Info
D Port-channelS Leaf-111 false access
Port-channels Leaf-111 false Bccess
B Port-channelS Leaf-112 false access
Port-channel§ Leaf-112 false access
Ethernet1/7 Leaf-111 false trunk
Ethernet1/7 Leaf-112 false trunk
Ethernet1/8 Leaf-111 false trunk
Ethernet1/8 Leaf-112 false trunk
Ethemnet1/9 Leaf-111 false trunk
Ethernet1/9 Leaf-112 false trunk
Ethernet1/10 Leaf-111 false trunk
Ethernet1/10 Leaf-112 false trunk
Ethernet1/11 Leaf-111 false trunk
Ethernet1/11 Leaf-112 false trunk
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Network Overview - MyNetwork_30101 fatons~ ) — X

Overview Network Attachments

Network Name Network ID VLANID Switch Ports Status Attachment Switch Role Hislory
Ediit
MyNetwork_30101 30101 101 Leaf-101 Port-channel5 ® PENDING Attached leaf
n Preview
MyNetwork_30101 30101 101 Leaf-102 Port-channel5 » PENDING Attached leaf B _—
eploy
MyNetwork_30101 30101 BGWS-202 NA o NA Detached ?;T: gateway Import
Export
) : ) border gateway
MyNetwork_30101 30101 BGWS-201 NA ® NA Detached coine Quick Attach
Quick Detach
MyNetwork_30101 30m Leaf-111 NA ® NA Detached leat

Repeat the previous steps to attach networks for the remaining hosts.

Fabric Overview - New-York Actiona N

Overview Child Fabrics Switches Links Interfaces Policies Networks VRFs Event Analytics History Resources

Filter by attributes Actions ~

Network Name Network ID VRF Name IPv4 Gateway/Suffix IPv6 Gateway/Prefix Network Status VLANID Interface Group
MyNetwork_30101 30101 CORP 192.168.101.254/24 ® DEPLOYED 101
MyNetwork_30102 30102 CORP 192.168.102.254/24 @® DEPLOYED 102
MyNetwork_30103 30103 DMZ 192.168.103.254/24 ® DEPLOYED 103
50 Rows Page 1 of 1 € < 1-30f3 > D

In order to extend Layer 2/Layer 3 between fabrics, we need to push the VRFs CORP and DMZ to the
BGWs for type-5 routes to get extended between the fabrics. To extend type-2 routes as well, we
need to attach the networks to the BGWs.
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Fabric Overview - New-York

Overview Child Fabrics Switches Links Interfaces

Filter by attrib

VRF Name

DMZ

50 Rows

Policies D VRFs

Event Analytics History Resources

VRF Status VRF ID
® DEPLOYED 50001
® DEPLOYED 50000

Note: We can double-click on the VRF CORP to go to the next page.

VRF Overview - CORP

VRF Info

VRF ID
50000

VRF Template
Default_VRF_Universal

VLAN 1D
2000

VRF Extension Template
Default_VRF_Extension_

Universal

Internal private networks

Status VRF Description
® DEPLOYED
L3VniMcastGroup
NA
VRFs

VRF Status

10 ) -
L (€

Switch Roles Association

Actions v

o

— 2

On VRF Attachments  Networks

Filter by attributes

VRF Name VRF ID VLAN ID Switch Status Attachment Switch Role
CORP 50000 BGW-113 ® NA Detached border gateway
CORP 50000 BGW-114 ® NA Detached border gateway
E»
CORP 50000 BGWS-201 ® NA Detached border gateway spine
CORP 50000 BGWS-202 ® NA Detached border gateway spine
CORP 50000 2000 Leaf-101 ® DEPLOYED Attached leaf
CORP 50000 2000 Leaf-102 ® DEPLOYED Attached leaf
CORP 50000 2000 Leaf-111 @ DEPLOYED Attached leaf
CORP 50000 2000 Leaf-112 ® DEPLOYED Attached leaf
50 Rows
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Fabric Name

AZ2-New-
York

AZ2-New-
York

AZ1-New-
York

AZ1-New-
York

AZ1-New-
York

AZ1-New-
York

AZ2-New-
York

AZ2-New-
York

Page 1

of 1 & <

D

Loopback History

Edit
Preview
Deploy
Import

Export

Quick Attach

Quick Detach

1-100f10 > »
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VRF Overview - CORP

Overview VRF Attachments Networks

Filter by attributes

VRF Name VRF ID
CORP 50000
CORP 50000
n CORP 50000
CORP 50000
CORP 50000
CORP 50000
CORP 50000
CORP 50000
50 Rows

For the VRF DMZ, Host-1031 and Host-1032 are in same VLAN, so to be able to extend Layer 2 and
send/receive TYPE-2 routes, we need to attach the network 192.168.103/24 to the BGWs in the
AZ1-New-York and AZ2-New-York fabrics.

VLAN ID

2000

2000

2000

2000

2000

2000

2000

Switch

BGW-113

BGW-114

BGWS-201

BGWS-202

Leaf-101

Leaf-102

Leaf-111

Leaf-112
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Status

©® PENDING

® PENDING

® PENDING

® PENDING

® DEPLOYED

® DEPLOYED

@ DEPLOYED

® DEPLOYED

Attachment

Attached

Attached

Attached

Attached

Attached

Attached

Attached

Attached

Switch Role

border gateway

border gateway

border gateway spine

border gateway spine

leaf

leaf

leaf

leaf

Actions

(@] — o3

D s

Fabric Name Loopback History
Edit
AZ2-New~
ork Preview
AZ2-New- D Deploy
York
Import
AZ1-New- Export
York
Quick Attach
AZ1-New-
York Quick Detach
AZ1-New-
York
AZ1-New-
York
AZ2-New-
York
AZ2-New-
York
Page 1 of1 & < 1-100f10 > D
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Network Overview - MyNetwork_30103 Actions

Overview Network Attachments “

Filter by attributes

Network Name Network ID VLAN ID Switch Ports Status Attachment Switch Role History
. Edit
MyNetwork_30103 30103 103 BGWS-202 NA ® PENDING Attached SRy
spine Preview
n MyNetwork_30103 30103 103 BGW-113 NA ® PENDING Attached border galen Deploy
Import
MyNetwork_30103 30103 103 BGW-114 NA ® PENDING Attached border gateway
Export
bord t
MyNetwork_30103 30103 103 BGWS-201 NA ® PENDING Attached S:i’n:" R Quick Attach
Quick Detach
MyNetwork_30103 30103 SB-21 NA @ NA Detached border
MyNetwork_30103 30103 SB-20 NA ® NA Detached border Shared-Border
MyNetwork_30103 30103 103 Leaf-111 Port-channelé @ DEPLOYED Attached leaf AZ2-New-York
MyNetwork_30103 30103 103 Leaf-112 Port-channel6 @ DEPLOYED Attached leaf AZ2-New-York
MyNetwork_30103 30103 103 Leaf-101 Port-channelé @ DEPLOYED Attached leaf AZ1-New-York
MyNetwork_30103 30103 103 Leaf-102 Port-channelé @ DEPLOYED Attached leaf AZ1-New-York
50 Rows Page 1 of 1 & < 1-100f10 > D
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Deploy Configuration - New-York ? X
Filter by attributes
Network Name Fabric Name Switch Name Serial Number IP Address Role Network Status Pending Config Progress
MyNetwork_30103  AZ1-New-York BGWS-202 9046ZFSD3G8 100.64.254.202 ::::' E ® PENDING 13 Lines —_—
border gat
MyNetwork_30103  AZ1-New-York BGWS-201 9AOZRKADIY1 100.64.254.201 s;_;:' gateway ® PENDING 13 Lines —_—
MyNetwork_30103 AZ2-New-York BGW-113 9GFG3KP30V6 100.64.254.113 border gateway @ PENDING 13 Lines ————
MyNetwork_30103 AZ2-New-York BGW-114 SUGXZDIWIWY 100.64.254.114 border gateway @® PENDING 13 Lines —
50 Rows Page 1 of 1 & < 1-40fa > D
m

VXLAN Multi-Site: Special Considerations for Layer 3 Extensions

Nexus 9000 switches, using the Border Gateway (BGW) functionality, allows Layer 2 and Layer 3 DCI
Extensions across multiple sites running VXLAN EVPN. The BGW performs VXLAN packet re-
origination to represent itself as the next hop to reach an endpoint that is locally connected to the
VXLAN fabric. Today, the commonly deployed Layer 3 extension service is the Inter-AS option (VRF
Lite), where the BGW can terminate VXLAN traffic and advertise the site's local networks to the
external domain using Native IP (IPv4, IPv6). However, we can still leverage a BGW's inbuilt
functionality to extend Layer 3 services using VXLAN EVPN.

When we use BGWs to extend Layer 3 only or to have a Shared-Border architecture where the
Shared-Borders are only running Layer 3 services, it becomes crucial to understand and enable
specific configurations for end-to-end traffic flow.

Before we look into the special conditions, let’s first understand the native VXLAN EVPN data plane
security.

The VXLAN traffic originating from a remote VTEP is only accepted when sourced from a VTEP IP
address that is an "NVE Peer." The NVE Peer's IP address is added to the local table based on the
reception of EVPN updates carrying that specific IP address as the Next-Hop.
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The following diagram shows a VXLAN EVPN fabric with two legitimate VTEPs and one rogue VTEP.
An endpoint connected to VTEP-1 is being advertised as EVPN Type-2 (MAC and IP) to a remote
VTEP. Therefore, VTEP-2 updates its NVE Peer table by listing the VTEP-1 IP address as a legitimate
peer IP. At the same time, the rogue VTEP is trying to establish a VXLAN data plane tunnel towards
VTEP-2, but as VTEP-2 does not recognize the VTEP-3 IP address in the NVE Peer list, it will drop the
traffic. Hence, in the Nexus 9000 VTEP, we implement the SRC_TEP_MISS check for validating data
plane security. This prevents the insertion of rogue VTEPs in a VXLAN EVPN fabric.

Rogue VTEP

Traffic dropped as VTEP3
is not an NVE peer

Figure 6. Native VXLAN Data Plane Security
Now, let’s see what special considerations we must ensure to comply with the above implementation.

Inter-Site Layer 3 Traffic- Control Plane

By default, the Inter-Site EVPN Type-2 (MAC only, MAC + IP) and Type-5 (Prefix) updates always
carry the local Multi-Site VIP as the Next-Hop address. The exceptions are Type-5 updates for Layer
3 networks and prefixes locally connected to the BGWs.

It is important to note that Multi-Site VIP (Virtual IP address) only applies to devices running with
Border Gateway (BGW) roles. Hence, the Shared-Border (Border role) does not carry the Multi-Site
VIP. It instead uses a regular VTEP IP (typically Primary Lo1 in the case of a standalone Border, or
Shared vPC secondary IP in the case of a vPC Border).

The following diagram shows that from the Control Plane perspective, the BGWSs act as the next hop,
and the appropriate NVE Peer IP list is also updated with the Multi-Site VIP.

© 2022 Cisco and/or its affiliates. All rights reserved. Page 102 of 135



MP-BGP EVPN Table
10.10.2.0/24 < 10.10.0.1

EVPN Multi-Site Overlay
NVE Peers
10.10.0.1

EVPN Update l WAN
MP-BGP EVPN Table INTERNET
— 0.0.0.0/0 > 10.10.0.1 BACKBONE
—_ NVE Peers
‘*EJ \ 10.10.0.1
EF1
10.10.2.1

Figure 7. Layer 3 Traffic - Control Plane

Inter-Site Layer 3 Traffic- Data Plane

From a data plane point of view, the Inter-Site Layer 3 traffic is always sourced by the local BGWs
using their specific PIP address. This also applies to Shared-Border architecture, where we extend
Layer 3 services on the Border devices for North-to-South traffic.

As shown in the following diagram, the BGWSs use the Outer SRC IP of the NVE IP address, while, by
default, the Shared-Borders will only learn and form NVE Peering with the Multi-Site VIP of the BGWs.
Hence, if a VXLAN packet comes to the Shared-Border with an Outer SRC IP address of the BGW, the
packet will be dropped due to the SRC_TEP_MISS check.
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EVPN Multi-Sité Overlay ™
/ S

@,

EP1
10.10.2.1

Figure 8. Layer 3 Traffic - Data Plane

To address the above situation in a Shared-Border architecture and deployments, the most common
approach is to define and advertise a loopback in a Tenant-VRF (VXLAN VRF L3VNI) on every BGW,
and then advertise to Shared-Borders as part of BGP EVPN updates. Once the EVPN update arrives at
the Shared-Border, it will form the NVE Peering with the BGW Primary IP address.

Starting with NDFC release 12.1.3b, a new feature is introduced to simplify the configuration to
address the special handling of Layer 3 communication between BGWs and Shared-Border. Following
are the steps required to enable this feature:

Step 1. Navigate to the respective Data Center VXLAN EVPN fabric settings.

Step 2. Under the Resources tab, enable the flag for Per VRF Per VTEP Loopback Auto-
Provisioning. Once the flag is enabled, NDFC proposes the IP subnet pool.

Step 3. Save the fabric setting and perform a Recalculate and Deploy.
Step 4. Navigate to VRF Attachments and select the VRF.

Step 5. Click Actions > Quick Attach.

Step 6. Click Deploy.

Note: The VRF is already attached and deployed on the BGWSs, but you must perform Quick Attach
one more time for the Resource Manager to assign and allocate unique IP addresses on the devices.

© 2022 Cisco and/or its affiliates. All rights reserved. Page 104 of 135



MP-BGP EVPN Table
10.10.2.0/24 & M5 VIP1

EP1
10,1021

Figure 9. Installing PIP Addresses as NVE Peers

External Network IP Handoff Use-Cases

Typically, workloads often require communication with services outside of the Data Center domain in
a Data Center fabric. This also includes users accessing applications and services from the Internet
and WAN. The VXLAN EVPN Border devices are considered a handoff point for North-to-South
communication. The Shared Border is a Site External VTEP to perform VXLAN EVPN to IP handoff. The
Shared Border optimizes the traffic flows and reduces natural traffic hair-pinning. Also, it provides a
deterministic handoff point in a VXLAN Multi-Site environment where multiple sites can rely on these
Shared Borders to communicate with the External network such as WAN, Backbone, and Internet.

From the connectivity point of view, the Shared Borders supports Inter-AS option A (VRF Lite) and
seamless VXLAN-MPLS gateway (Border-PE). Thus, a network admin can adopt different options
based on the overall scale, configuration management, and operations.

Furthermore, NDFC fully supports the VRF Lite provisioning of Nexus and non-Nexus devices using a
single plane of glass solution.
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Separated Border + PE
(Inter-AS Option A)

' MPLS-LDP or SR-MPLS VPNv4/VPNv6

Edge Router || === | | =] (BGP 65099

IPv4/IPv6
Sared | | = }{=| (scr 65004
[ ]
EVPN Multi-Site Overlay
| Border | Border |
\ Gateway (BGP 65001)  Cateweay BGP 65002
EVPN
(_spine ] (sene =) }E
) =S (ot N=E]IE] 1=
¢

AZ-1 AZ-2

Region: US-East New York

Figure 10. IP handoff using VRF Lite (2-box solution)

VRF-LITE Handoff
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Clear separation of Autonomous Systems

Simple, Straight forward, and Commonly used

No need for redistribution

Easy and Flexible BGP route-filtering mechanisms
BGP natural loop avoidance

Structured handoff between the VXLAN BGP EVPN fabric and the external
routing domain (Backbone, WAN, Campus, etc.)

Pp L ALK

Not ideal for High scale VRF handoff deployment

Peering Type = Sub-interfaces on physical routed (or L3 Port-channel)
V interfaces

- Sub-interface with dot1q tag to mark the traffic to a specific VRF
- Sub-interface used for eBGP peering and as next-hop
- Per VRF, Per Sub-interface eBGP session
& Peering Type = L2 Trunk Interfaces with SVIs
- Physical interface configured as 802.1Q trunk port
- SVI peers per VRF basis

- SVI serves as next hop routing
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Figure 11. Considerations for VRF Lite Handoff

Seamless Stitching between
VXLAN, MPLS, and SR

External Network
Remote PE 11

MPLS-LDP or SR-MPLS

Shared — —
Border-PE (=

EVPN Multi-Site Overlay

/

L Leaf ] :::

| Border | Border
|_Gateway ) (BGP 65001] _ Gateway
[ Spine

» L

Region: US-East New York

Figure 12. IP handoff using VPN (Single-box solution)

VPN Handoff
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Combines two different encapsulations and Address Family, using a
“single-box (Border-PE)” instead of a “two-box (CE-PE)” model

VXLAN VTEP Border nodes also becomes a MPLS L3VPN Provider Edge
(PE), resulting in a role called Border-PE

Best suited for high scale VRF deployment

Saves CAPEX and OPEX

Seamless stitching between L2VPN EVPN and VPNv4/v6 Address Family
BGP route-filtering mechanisms available

Specific Hardware support

- MPLS LDP: Nexus 3600-R, Nexus 9500-R

- SR MPLS: Nexus 9300 FX2/FX3/GX/GX2, Nexus 9500-R

8 5 N Sh NI N S

Figure 13. Considerations for VPN Handoff
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Check compatibility matrix 12.1.3b
Nexus and Non-Nexus support
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(= ==, (S5
(Data Center VXLAN EVPN) (Data Genter VXLAN EVPN) (Data Center VXLAN EVPN)
NX-0OS as Edge Router IOS—XR as Edge Router IOS-XE as Edge Router
«  — Nexus 9000 « - Cisco 8000 « - Catalyst 9000
«  — Nexus 7000 « - ASR 9000 « - Catalyst 8000
« - NCS 5500 « - ASR 1000
& - CSR1000

Figure 14. Edge Router options with NDFC
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VREF Lite to External Edge Router

Step 1. Change the VRF Lite settings in Shared-Border Fabric

In this step, we will specify the VRF Lite method for extending inter fabric connections. The VRF Lite
Subnet IP Range field specifies resources reserved for IP addresses used for VRF Lite when VRF Lite
IFCs are auto created. When we select Back2Back&ToExternal, then VRF Lite IFCs are automatically
created.

The Auto Deploy for Peer check box is applicable for VRF Lite deployments. When we select this
checkbox, auto-created VRF Lite IFCs will have the Auto Generate Configuration for Peer field in the
VREF Lite tab set.

alialn . - %
cISCo Nexus Dashboard Fabric Controller
= Fabric Controller (A) 2]
# Dashboard
Topology
% Topology
Learn More
B an Data Center
& Virtual Management
. ¢ View A Search by Attributes
B
-l lofu]x)
+ Opestene aperaion Fabric: New-York
[ Custom Saved . ] 9 n o
® in-sync i

11yl
Pending Shareﬂﬁml?order External-Edge
il
In Progress LI

[
®
@® Out-of-Sync
[

NA

P S
%‘ﬁﬁ%ckbo%

-)

AZ1-New-York AZ2-New-York
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2isco Nexus Dashboa

Fabric Controller

= Fabric Controller

# Dashboard

Topology
= Topology
Learn More
= AN Data Center New-York Shared-Border
& Virtual Management n
View A Search by Attributes
Settings
to3 [} Detailed View
¢ { " :
1° Operations Show Logical Links C’ Edit Fabric
Add Switches
Recalculate and Deploy
// \,
[ Custom Saved J Qeternal—!':"dgg Mera
e N,
7
® In-Sync
Networks (5) VRFs (2)
@ Pending
@ InProgress
@® Out-of-Sync
® NA
Multi-select © o
0 selected
Backbone
Edit Fabric : Shared-Border ?2 — X

Fabric Name

Shared-Border

Pick Fabric

Data Center VXLAN EVPN >

General Parameters Replication vPC Protocols n Resources Manageability Bootstrap Configuration Backup Flow Monitor
Manual Underlay IP Address Allocation
Checking this wil disable Dynamic Underlay IP Address Allocations

Underlay Routing Loopback IP Range*
{ 10.41.0.0/22 ] Typically Loopbackd IP Address Range

Underlay VTEP Loopback IP Range*

{ 10.42.0.0/22 ] Typically Loopback] IP Address Range

Underlay RP Loopback IP Range*

[ 10.254.40.0/24 ] Anycast or Phantom RP IP Address Range

Underlay Subnet IP Range*

[ 10.43.0.0/16 ] Address range to assign Numbered and Peer Link SVI IPs

Underlay MPLS Loopback IP Range

Usad for VXLAN to MPLS SR/LDP Handoff

Underlay Routing Loopback IPv6 Range

Typically Loopback( IPvE Address Range

Underlay VTEP Loopback IPvé Range
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Edit Fabric : Shared-Border ? — X
Layer 2 VXLAN VNI Range*
[ 30000-ag000 | ovetyMetworont ange
Layer 3 VXLAN VNI Range*
[ 50000-59000 ] Overlay VRF Identifier Range (Min:1, Max:16777214)
Network VLAN Range*
[ 2300-2999 ] Per Switch Overlay Network VLAN Range (Min:2, Max:4094)
VRF VLAN Range*
[ 2000-2299 ] Per Switch Overlay VRF VLAN Range (Min:2, Max.4094)
Subinterface Dot1q Range*
[ 2-511 ] Per Border Dotlq Range For VR Lite Connectivity (Min:2, Max:4083)
VRF Lite Deployment*
- [ Back2Back&ToExternal v ] et
s selected, VRF Lite IFCs are auto created between
border davices of two Easy Fabrics, and between border devices in Easy Fabric
The IP addres: VRF Lite
‘Subnet IP Range pool.
Auto Deploy for Peer
B' Whether 10 auto generate VRF LITE sub-interface and 8GP peering

configuration on managed neighbor devices. If set, auto created VRF Lite IFC
links will nave ‘Auto Deploy for Peer’ enabled.

Auto Deploy Default VRF
Whether 1o auto generate Default VRF interface and BGP peering configuration
on VR LITE IFC I set, v 0
have "Auto Deploy Default VRF' enabled.

Auto Deploy Default VRF for Peer

Whether ge VRF inter BGP peering
dovices. If set, VRF L
“Auto Deploy Default VRF for Peer’ enabled.

A

Warning

Please perform "Recalculate and Deploy", if there are any switches in the fabric prior to "Deploy’
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Step 2. Creating the External fabric and adding the devices

= Fabric Controller

~ Search by Attributes

# Dashboard
Topology
% Topology
Learn More
= LaN Data Center
& Virtual Management
View
e
r

Operations Operation | Configuration

Fabric: New-York

[ Custom Saved

*J

® n-Sync

@ Pending

@ InProgress
@ Out-of-Sync
® nNA
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AZ1-New-York

Select Type of Fabric

Resync vCenters

[Q Search Type of Fabric

Cumnie wivup
Domain that can contain Enhanced Classic LAN, Classic LAN, and External
Connectivity Network fabrics.

Classic LAN
Fabric to manage a legacy Classic LAN deployment with Nexus switches.

LAN Monitor
Fabric for monitoring Nexus switches for basic discovery and inventory
management.

VXLAN EVPN Multi-Site
Domain that can contain multiple VXLAN EVPN Fabrics with Layer-2/Layer-3
Overlay Extensions and other Fabric Types.

Multi-Site External Network

Network infrastructure attached to Border Gateways to interconnect VXLAN EVPN

fabrics for Multi-Site and Muiti-Cloud deployments.

External Connectivity Network
Fabric for Core and Edge router deployments with a mix of Nexus and Non-Nexus

devices,

External-Edge

AZ2-New-York
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Create Fabric

Fabric Name

[ External-Core

Pick Fabric

External Connectivity Network

DGeneraIParamelers Advanced Resources ig

BGP AS #*

(-
n Fabric Monitor Mode

ation Backup B Flow Monitor

J 1-4294967295 | 1-6553500-655351 It is  good practice o have a unique ASN

for each Fabic

It enabled, fabric is only monitored. No configuration will be deployed

Enable Performance Monitoring (For NX-OS and I0S XE Switches Only)

After clicking Save, double-click on the “External-Core” fabric.

i m = = -
e Nexus Dashboard

= Fabric Controller
# Dashboard

- Topology

E LAN

& Virtual Management

i+ Settings

A Operations

Topology

Learn More

Data Center

View

A~ Search by Attributes

[ Custom Saved

@® In-Sync

@ Pending

@ InProgress
@ Out-of-Sync
® nNA

=0

External-Core
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Nexus Dashboar Controller ~

= Fabric Controller

# Dashboard

Topology
i Topology
Learn More
= LAN Data Center External-Core
4 Virtual Management
View ~ Search by Attributes
Settings
= : Detailed View
o
X% Operations Show Logical Links C’ Edit Fabric
Add Switches
Recalculate and Deploy
[ Custom Saved ] More
@® In-Sync
@ Pending
In Progress
@ Out-of-Sync
® nNA
Multi-select O O
0 selected
Add Switches - Fabric: External-Core ? »

Switch Addition Mechanism*
@ Discover O Move Neighbor Switches

Seed Switch Details

ps

- [ 100.64.254.31 }

o Ex: "2.2.2.20" or "10.10.10.40-60" or "2.2.2.20,
2.2.2.21"

Authentication Protocol*

{ MD5 J

Username*

2 ) 3 3 = 2

ax Hops* (7] set as individual device write credential
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Add Switches - Fabric: External-Core

tch Addition Mechanism*

S
@ Discover O Move Neighbor Switches

Seed Switch Details

Fabric Switch Authentication Protocol Username

External-Core 100.64.254.31 admin

Password Max Hops Preserve config

2 @ Enabled
D Set as individual device write credential
€ Back
Discovery Results
Filter by attributes
= Switch Name Serial Number IP Address Model Version Status Progress
n Core-31 9IKJIWYRPGM 100.64.254.31 N9K-C9300v 10.3(3) @ Manageable

SB-21 9DNMFIODOIX 100.64.254.21 N9K-C9300v 10.3(3) @ Already Managed In Shared-
SB-20 9NLE6XBODR3X 100.64.254.20 N9K-C9300v 10.3(3) @ Already Managed In Shared-
RS-10 9HPQ7WQSH6E0 100.64.254.10 NYK-C9300v 10.3(3) @ Aiready Managed In Backbo)
RS- 9QJSI4EIVPR 100.64.254.11 N9K-C9300v 10.3(3) @ Aiready Managed In Backbor

Add Switches a

After clicking “Add Switches”, wait until the progress bar is green, then click Close.

We will be using a Nexus device for this configuration, so right-click on “Core-31” and choose Set
Role, then select “Edge Router” as the role for this device.

cisco Nexus Dashboard Fabric Controller

= Fabric Controller

# Dashboard

Topology
= Topology
Learn More
&= LAN Data Center External-Core

& Virtual Management

i+ Settings

Operation | Configuration

Operations Show Logical Links ()

[ Custom Saved

@® In-Sync
Pending
In Progress

®

®

@® Out-of-Sync
® NA

Multi-select © ()

0 selected
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Select Role

[Q_ Search Role

Border Spine

Border Gateway

Border Gateway Spine
Super Spine

Border Super Spine

Border Gateway Super Spine
Access

Aggregation

Edge Router

Core Router

ToR

= Fabric Controller

# Dashboard

Topology
 Topology

Learn More
= LAN

Data Center / External-Core

& Virtual Management View P Search by Attributes n
o sowos aEREn

Detailed View
& Opamtnon Show Logical Links () ERER
Operation Add Switches
D Recalculate and Deploy
[ Custom Saved v ] Vore 5
@ n-Sync . <>
@ Pending <>

In Progress

A Shared-Border Core-31

®
@ Out-of-Sync
L]

Multi-select © ()

0 selected
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Deploy Configuration - External-Core

i/ 7\‘|
-

Config Preview

Filter by attributes

Switch Name IP Address Role Serial Number

®

Deploy Progress

Resync All

Fabric Status Pending Config Status Description Progress Resync Switch

Core-31 100.64.254.31 edge router SIKJIWYRPGM

@ out-of-sync 5Lines Out-of-Sync Resync

Step 3. Checking links between Shared-Borders and Edge Router

cisco Nexus Dashboard Fabric Controller

= Fabric Controller

# Dashboard
Topology
# Topology

Learn More

SRLES DataCenter /|  External-Core

& Virtual Management .
View ~

Gl=lslelu]
a»

Operation | Configuration

[ Custom Saved

1# Settings

° Operation: . .
& RCRSISCES Show Logical Links

7

® In-Sync

@ Pending

@ InProgress

@® Out-of-Sync

® nNa
Multi-select @ ()
0 selected

Double-click on the “Shared-Border” fabric.
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Nexus Dashboard Fabric Controller

"
cisco

= Fabric Controller

# Dashboard
Topology
& Topology
Learn More
LA Data Center New-York Shared-Border
& Virtual Management
View A Search by Attributes

Settings
1 g Detailed View

Show Logical Links () Edit Fabric

Add Switches

1° Operations

Recalculate and Deploy

[ Custom Saved ]

Externa‘ﬁg\@e\\ More
\

@® In-Sync

Pending Networks (5) VRFs (2)

In Progress

Out-of-Sync

NA

Multi-select © O

0 selected

Backbone

The “Links” tab will show the Core-31-to-SB-20 link and the Core-31-to-SB-21 link, and the policy
should be “ext_fabric_setup” as shown below. We can refine the search using “Policy contains
ext_fabric_setup”.

Fabric Overview - Shared-Border m O '7 — X

Overview SnLinks Interfaces Interface Groups Policies Networks VRFs Services Event Analytics History Resources VirtualInfrastructure

Links Protocol View

B Policy contains ext_fabric_setup > Edit  Clear All

() Fabric Name 4 Name Policy Info Admin State Oper State
External-Coree—
Hemal-Core Core-31~Ethernet1/1---SB-20~Etheret1/6 ext_fabric_setup Link Present T up T up
>Shared-Border
Shared-Bordere— SB-21~Ethernet1/6---Core-31~Ethernet1/2 ext_fabric_setup Link Present T up 1+ up
>External-Core

2 items found Rows per page B
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Fabric Overview - Shared-Border o 9 — X

Overview Switches Links Interfaces Interface Groups Policies MNetworks VRFs Services EventAnalytics History Resources Virtual Infrastructure

Links Protocol View

Palicy contains ext_fabric_setup > Edit Clear All

Create
= Fabric Name *  Name Policy Info Admin State
Delete
External-Cores— q -
n >Shared-Border Core-31~Ethernet1/1---SB-20~Ethernet1/6 ext_fabric_setup Link Present T up Import
Export
Shared-Border<«— N
B-21~| - -3~ U,
D sExternal-Core SB-21~Ethernet1/6---Core-31~Ethernet1/2 ext_fabric_setup Link Present +up
2 items found Rows per page @

Repeat the same step for SB-21 to Core-31.

Link Management - Edit Link : LINK-UUID-627460 ?7 — X
Source Fabric Destination Fabric
[ External-Core ] [ Shared-Border ]
Source Device* Destination Device*
’ Core-31 ] [ SB-20 ]
Source Interface* Destination Interface*
[ Ethernet1/1 ] [ Ethernet1/6 ]

General Parameters  Advanced Default VRF

Source BGP ASN*

[ 65099 ] BGP Autonomeus System Number in Source Fabric

Source IP Address/Mask

{ 10.44.01/30 ] 1P ackiess fo sub-interface in each VAF in Source Fabric

Destination IP Address*

{ 10.44.0.2 ] 1P ackivess for sub-interface in each VRF n Destination Fabric

Source IPv6 Address/Mask

] IPv8 address for sub-interface in each VRF in Source Fabric

Destination IPv6 Address

] IPv6 address for sub-interface in each VRF in Destination Fabric

Destination BGP ASN*

(5004 ] s
Link MTU
[ 9216 ] Interface MTU on both ends of VRF Lite IFC

Auto Generate Configuration for Peer
W enaied, st generae VAF Lt confurtion for manoged N-0S nelghbor

devices.
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Step 4. Attach VRF Extension

Note: Before doing this step, please make sure that the interfaces between Shared borders SB-20,
SB-21, and Core-31 are routed ports and not trunk ports.

Go to the “VRF” tab and double-click on the “CORP” VRF.

Fabric Overview - Shared-Border o ') — X

Overview Switches Links Interfaces Interface Groups Policies n VRFs Services EventAnalytics History Resources Virtual Infrastructure

= VRF Name VRF Status VRF ID

0 om

2 items found Rows per page E]

VRF Overview - CORP Refresh — X

Overview VRF Attachments Networks

B VRFName VRFID VLANID Switch Status Attachment  SwitchRole  FabricName  LoopbackiD  LoopbackIPVA Address  Loopt History
Edit
D CORP 50000 2000 $8-20 Attached border :"a'ed
orler Preview
O core 50000 2000 sB-21 Attached border :::;::‘ Deploy
Import
Export
Quick Attach
Quick Detach

2 items found Rows per page @
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Edit VRF Attachment - CORP 72 — X
SB-20(9NL ) - SB-21( )
vetscn @D Attach
VLAN®
[ 2000 |
Extend*
[ VRF_LITE J
SB-20(9NLEXBIDR3X) $B-21(9DNMFIODOIX)
Freafarm Config CLI Freeform Config
Edit > Edit >
All configs should strictly match the ‘show run’ output, including cases and new line All configs should strictly match the ‘show run’ sutput, including cases and new line
Any mismatches will yield unexpected diffs during deploy Any mismatches will yield unexpected diffs during deploy

oopback Id

back IPv4 Address

Loopback IPv6 Address l

Import EVPN Route Target [m‘m t EVPN Route Target ]

Export EVPN Route Target [‘“ ort EVPN Route Target ]
Extension

Source Dest. Dest.

Action Attached L0 Type IF_NAME Switch Interface  DOTIOID  IP_MASK IP_TAG NEIGHBO.. NEIGHBO.. IPV6_MA.. PV
Edit @ Detached  SB-20 VRF_LITE Ethernet1/6  Core-31 Ethernetifi 2 10.44.0.2/30 10.44.01 65089

Edit @ Detached  58-21 VRF_LITE Ethemnetl/s  Core-31 Ethemetl/2 2 10.44.05/30 10.44.06 65099

Nexus Dashboa

= Fabric Controller (4] 2]
# Dashboard

Topology
 Topology

Learn More
= LAN Data Center New-York Shared-Border
& Virtual Management

View A Search by Attributes
Settings

o Gl=lslo]u]x Detaed View
X° Operations Show Logical Links () Edit Fabric

Add Switches

Configuration

AN, Recalculate and Deploy
NS
Custom Saved ExternalAEdge~~__ xterhal-Core i
\ o~
\
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Warning Networks (5) VRFs (2)
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Major

Critical
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o000 000

Multi-select © ()

0 selected
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© 2022 Cisco and/or its affiliates. All rights reserved. Page 122 of 135



Deploy Configuration - Shared-Border ? — X

@)
p

Config Preview Deploy Progress

Filter by attributes Resync All

Switch Name IP Address Role Serial Number Fabric Status Pending Config Status Description Progress Resync Switch
5B-20 100.64.254.20 barder INLEXBIDR3X @ out-of-Sync. 21Lines Out-af-Sy Resync
5B-21 100.64.254.21 border 9DNMFIODOIX @ out-of-Sync 21Lines QOut-of-Sync —— Resync

Close [l c

After we finish the deployment in the “Shared-Border” fabric, double-click on the “External-Core”
fabric and perform a “Recalculate and Deploy”.

Nexus Dashboard Fabric Controller

= Fabric Controller a n

# Dashboard

Topology
# Topology
Learn More
= LAN Data Center New-York Shared-Border
& Virtual Management 3
View A Search by Attributes

i Gl=l-Jolul

L Operations show Logical Links ()

Operation | Configuration
Custom Saved

@ In-Sync
Pending Networks (5) VRFs (2)

In Progress

Out-of-Sync

NA

Multi-select © ()

0 selected

Backbone

© 2022 Cisco and/or its affiliates. All rights reserved. Page 123 of 135



Nexus Dashboard

alvalie
cisco

= Fabric Controller O ﬂ

# Dashboard

Topology
 Topology

Learn More

= LaN Data Center External-Core Shared-Border

& Virtual Management . T
View A earch by Attributes
4t Settings P :
! Gl=l<Jolul etated View
o
A2 Operations Show Logical Links o Edit Fabric
Add Switches
Recalculate and Deploy
@® In-Sync
@ Pending
@ InProgress
@® Out-of-Sync
® NA
w0 @ ohared-Border Core-31

0 selected

By now we have implemented VRF Lite between Shared-Border and External-Core for the CORP VRF.

Note: The VRF Lite deployment option shown above gives an example of one way to extend IP
handoff services between VXLAN EVPN and external networks. The deployment of Shared-Borders
can be Layer 3 independent devices (no vPC) or part of a vPC domain. By default, the Shared-
Borders extend Layer 3 services across different routing domains. The VXLAN EVPN traffic behavior
changes based on the deployment model. For example, Shared-Borders running as Layer 3
independent devices use its Primary VTEP IP as the BGP NH (next-hop) to advertise the Site-External
prefixes to VXLAN EVPN fabrics. However, Shared-Borders that are part of a vPC domain will use the
Secondary known as VIP VTEP IP as the BGP NH to advertise the Site-External prefixes to VXLAN
EVPN fabrics.

To handle specific traffic and link failure scenarios, the following is recommended:

- Use “Advertise-PIP” of vPC Border devices when doing VXLAN EVPN to IP handoff. For more
information, see:

https://www.cisco.com/c/en/us/td/docs/dcn/nx-
0s/nexus9000/104x/configuration/vxlan/cisco-nexus-9000-series-nx-o0s-vxlan-
configuration-quide-release-104x/m_configuring vpc multihoming.html

- Starting with the NDFC 12.1.3b release, the “Advertise-PIP” option is enabled by default for
vPC Border devices.

- In unique failure scenarios, such as a Zig-Zag failure where the Shared-Border-1 loses all of
its links towards Edge and the Shared-Border-2 loses all of its links towards the VXLAN EVPN
fabric, special considerations must be accounted for, such as the deployment of Layer 3
Underlay link across the Shared-Border for continuous connectivity across VXLAN EVPN and
External IP networks, and a per-VRF iBGP session for handling locally attached EPs, service
nodes, or external devices.
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Service Node Peering Use-Cases

In earlier sections, we discussed how Shared-Border can be implemented in the vPC domain to
connect with Layer 4 to Layer 7 service nodes, such as firewalls, load balancers, TCP Optimizers, and
more.

While this document does not cover details about Layer 4 to Layer 7 design, best practices, and use
cases, it is important to highlight two common use cases with Shared Border as follows:

Layer 2 Extension for DMZ:

Typically, data center applications such as SaaS and other critical customer-facing applications
require Internet connectivity. In the data center, the network admin deploys a perimeter firewall for
traffic inspection, especially for traffic traversing between untrust and trust zones. Therefore, service
nodes such as firewalls host network gateway services for these applications. In such circumstances,
the VXLAN EVPN fabric acts as a Layer 2 bridging domain between endpoint applications and the
firewall.

In a Shared-Border architecture, the placement and connectivity of Layer 4 to Layer 7 services
become crucial to avoid traffic hair pinning and to achieve deterministic traffic flows. When we have
multiple Availability Zones (AZs), the Shared-Border becomes a natural choice to connect with the
service nodes.

It is also important to note that Layer 2 BUM and bridging traffic must flow across these fabrics. The
site/AZ-specific Border Gateway (BGW) is responsible for distributing the Layer 2 information of
endpoints within and across the fabrics. At this time, Cisco NDFC supports Ingress-Replication (IR) as
the replication method for DCI (VXLAN Multi-Site). The BGWSs advertise EVPN Type-3 (IMET) routes to
form an IR table with the L2VNI and the VTEP information. Therefore, we must ensure that Layer 2
VXLAN traffic arrives at the Shared Border to process and forward to the service nodes. Hence, the
replication method for the Shared-Border fabric must be set to Ingress-Replication during the Day-0
fabric configuration using NDFC. From a configuration point of view, we must create and deploy Layer
2 only VNI across Leaf, BGW, Shared-Border, and the interface connecting between the Shared-
Border and the service node.
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Figure 15. Layer 4-7 Use-Case for DMZ
Inter-Tenant VRF (VRF Fusion)

Another popular use-case for firewall peering in a VXLAN EVPN environment is implementing Inter-
Tenant VRF connectivity for Layer 3 communications across different VRFs. By default, a VRF signifies
unique and separate control and data plane functionality on a VTEP. One of the advantages of the
VXLAN EVPN environment is to achieve Secure Multi-Tenancy and Mobility at scale. Hence, if an
endpoint is part of VRF X, the same endpoint can’t communicate with another endpoint that is part of
VRF Y.

Due to different data center use cases such as migration, mergers, and inter-domain connectivity,
traffic is expected to leak across other tenants. While various methods such as EVPN RT
import/export, Downstream VNI, and Centralized Route Leaking are available to perform the route
leaking on Cisco Nexus 9000 and NX-OS devices, one of the other standard methods is to rely on an
external service node to inspect and perform these additional functionalities.

Therefore, a service node such as a firewall acts as a fusion stitching point to enable communication
between VRF X and VRF Y. From a configuration point of view, Cisco NDFC supports static routing or
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dynamic routing using BGP between the Shared-Border and the service node. The example in this
document is based on static routing, but the same can be implemented using BGP.

Static or eBGP

'. Border

| Border
\ Gateway | : Gateway
- (" L2VNI W ( T L2VNI W
( 30101 /i : 30103 |
_ = e BN W . = EIEYE (e
[ Leaf n=l=l1=11= L so000 i | Leaf )| 59 | =9 | b= | =S 50001
‘( D — — — — A : — — — —
———1IP: 192.168.101.10 | ' : ——— IP: 192.168.103.10 | '
—1 GW: 192.168.101.254 (MLAN 101 ) 1 GW: 192.168.103.254 | = 103 )
AZ-1 AZ-2

Region: US-East New York

Figure 16. Layer 4-7 Use-Case for Inter-Tenant
In this example, we need to connect the firewall to SB-20 and SB-21 using vPC.
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Create Interface
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We must create an external fabric and specify that a service node resides in that external fabric during
the service node creation. NDFC does not auto-detect or discover any service nodes. We must also
specify the service node name, type, and form factor. The name of the service node must be unique

within a fabric. NDFC does not define a new switch role for a service node.

NDFC manages the switches that are attached to a service node. It also manages the interfaces of
these attached switches. Ensure that the interfaces that the service node is attached to are in trunk
mode and do not belong to any Interface Group. When the attached switches are forming a vPC pair,

the name of the attached switch is a combination of both switches.

Note: Navigate to Data Center VXLAN EVPN fabric overview (in our case Shared-Border) and the

Services tab to make these configurations.

Create New Service Node X

[ ] O, O,

Create Service Node Create Route Peering Create Service Policy

Service Node Name*

External-Firewall

Service Node Type*

Firewall

Form Factor*

Physical
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SB-20 - SB-21

Attached Switch Interface*

vPC5 x

Link Template*
service_link_vpc

We will need to enter information for the inside network and the outside network.
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External-Firewall Detail
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Final NDFC Topology
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Conclusion

Shared-Border, which is a site external VTEP, interconnects VXLAN EVPN Multi-Site domains to
provide a deterministic connectivity point for Layer 3 IP services and handoff. Flexbile deployment
models and architecture of Shared-Border allows a network admin to optimize Layer 2 and Layer 3
DCI traffic flows by interconnecting various Availability Zones and extending the connectivity to
shared services.

Additional Information

Configuration Guides and White Papers

https://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/white-
paper-c11-739942.html#Verificationandshowcommands
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https://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-switches/white-paper-c11-739942.html#Verificationandshowcommands

https://www.cisco.com/c/en/us/products/collateral/switches/nexus-9000-series-
switches/whitepaper-c11-742114.html

https://www.cisco.com/c/en/us/products/cloud-systems-management/prime-data-center-network-
manager/white-paper-listing.html

https://www.cisco.com/c/en/us/products/switches/nexus-9000-series-switches/white-paper-
listing.html

https://www.cisco.com/c/en/us/support/cloud-systems-management/prime-data-center-network-
manager/products-installation-and-configuration-guides-list.html
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