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   Introduction 
 
   In 2016, Cisco made its debut of the Cisco Nexus® 9000 Series Switch line with products built on the revolutionary Cisco® Cloud Scale intelligent Application-Specific Integrated Circuits (ASICs). These initial Cloud Scale platforms enabled customers to establish high-performance, cost-effective data center networks, offering a transition from 10G and 40G Ethernet to more robust 25G and 100G connectivity options. Over the following years, Cisco continued to expand and enhance the product family with additional platforms, introducing numerous innovations to address the evolving demands of Cloud Scale data centers, converged and hyperconverged infrastructure, and virtualized and containerized applications.
 
   The inclusion of 400G Ethernet technology further enriches the Cloud Scale portfolio by providing platforms that deliver high-density, top-of-rack aggregation, spine aggregation, and backbone connectivity options. These platforms utilize the GX, GX2A, GX2B, and the latest additions, H2R and H1 Cloud Scale ASICs. With 400G options available for both top-of-rack and modular systems, the Nexus 9000 series chassis stand at the forefront of the industry, incorporating innovations such as 400G QSFP-DD (double density) transceivers that offer full backward compatibility with existing QSFP28 (100G) and QSFP+ (40G) transceivers.
 
   Cisco Nexus 9000 switches equipped with Cloud Scale ASICs operate in either NX-OS mode, based on Cisco NX-OS Software, or ACI mode, based on Cisco Application Centric Infrastructure (Cisco ACI™). This remarkable flexibility allows customers to deploy Cisco Nexus 9000 platform switches in the mode that best aligns with their current operational model. Additionally, it leaves the option open to migrate smoothly to the other mode without requiring additional hardware investment or replacement.
 
   This comprehensive document provides an in-depth explanation of Cisco Cloud Scale ASIC ternary content-addressable memory (TCAM) carving in conjunction with the Nexus 9000 switch. It encompasses essential concepts, configurations, and error messages commonly encountered in this context. The primary aim of this document is to enable users to grasp the workings of TCAM allocation, facilitating the creation of customized configurations that align precisely with their requirements.
 
   In situations where you need non-default features for the Nexus 9000, you must manually carve out TCAM space to accommodate these features. By default, the entire TCAM space is allocated, and this document equips users with the knowledge to optimize and tailor their TCAM usage for enhanced performance and functionality.
 
   [bookmark: _Toc143870063]Target Audience
 
   This document is for planning, implementation, and maintenance in DevOps teams.
 
   [bookmark: _Toc143870064]CloudScale ASIC Family
 
   The Cisco Nexus 9000 platform switches are equipped with cutting-edge Cisco Custom CloudScale technology ASICs. This unique approach of designing and owning both the silicon, Software SDK, and operating system confers significant competitive advantages to the Nexus 9000 series. It serves as a powerful vehicle for delivering an array of advanced features and functions.
 
   Leveraging the advantages of the latest semiconductor device fabrication, these ASICs boast higher transistor density and lower power consumption. These features are crucial in enabling the creation of ASICs with increased bandwidth, a higher number of ports, larger forwarding tables, generous buffers, and the opportunity to implement novel, advanced capabilities.
 
   Cisco's cloud-scale ASICs introduce a wide range of Ethernet speeds, including 25, 50, 100, 200, and 400 Gigabit Ethernet (GE), to data center networks at a cost point optimized for optimal performance. See Table 1 for the specific Cloud Scale ASICs used in each Cisco Nexus 9000 Switch Family. Table 2 highlights the major feature sets associated with each Cloud Scale ASIC.
 
   [bookmark: _Ref143690048]Table 1 Cisco Could Scale ASIC family with their corresponding Nexus 9000 switch
 
    
     
      
       
       	 CloudScale ASIC
  
       	 Nexus 9000 Family
  
       	 Platforms and Line Cards
  
      
 
      
      
       
       	 LS 1800 EX
  
       	 9300-EX, X9700-EX (LCs)
  
       	 C93180YC-EX, C93108TC-EX, C93180LC-EX, X9732C-EX, X9736C-EX, X97160YC-EX
  
      
 
       
       	 LS 1800 FX
  
       	 9300-FX, X9700-FX (LCs)
  
       	 C93180YC-FX, C93108TC-FX, C9348GC-FXP, X9732C-FX, X9736C-FX, X9788TC-FX
  
      
 
       
       	 LS 3600 FX2
  
       	 9300-FX2
  
       	 C9336C-FX2, C9336C-FX2-E, C93240YC-FX2, C93360YC-FX2, C93216TC-FX2
  
      
 
       
       	 LS 1800 FX3
  
       	 9300-FX3
  
       	 C93180YC-FX3, 93180YC-FX3S, C93108TC-FX3P, C93108TC-FX3, C9348GC-FX3, C9348GC-FX3PH
  
      
 
       
       	 S 6400
  
       	 9300C, FM-E2 (FMs)
  
       	 9364C, 9332C,9508-FM-E2, 9516-FM-E2
  
      
 
       
       	 LS 6400 GX
  
       	 9300-GX, X9700-GX (LCs)
  
       	 C9316D-GX, C93600CD-GX, C9364C-GX, X9716D-GX, 9504-FM-G, 9508-FM-G
  
      
 
       
       	 LS 25600 GX2A
 LS 12800 GX2B
  
       	 9300-GX2A, 9300-GX2B, 9408
  
       	 9364D-GX2A, 9348D-GX2A, 9332D-GX2B, C9400-SW-GX2A
  
      
 
       
       	 LS 12800 H2R
 LS 6400 H1
  
       	 9300-H2R, 9300-H1
  
       	 9332D-H2R, 9364C-H1, C93400LD-H1
  
      
 
      
    
 
   
 
   [bookmark: _Ref143690084]Table 2 Cisco Could Scale ASIC family features
 
    
     
      
       
       	 ASIC Feature
  
       	 LS 1800 EX
  
       	 LS 1800 FX
  
       	 LS 3600 FX2
  
       	 LS 1800 FX3
  
       	 S 6400
  
       	 LS 6400 GX
  
       	 LS25600 GX2A
  
       	 LS12800 GX2B
  
       	 LS12800 H2R
  
       	 LS6400 H1
  
      
 
      
      
       
       	 Bandwidth (Tbps)
  
       	 1.8T
  
       	 1.8T
  
       	 3.6T
  
       	 1.8T
  
       	 6.4T
  
       	 6.4T
  
       	 25.6T
  
       	 12.8T
  
       	 12.8T
  
       	 6.4T
  
      
 
       
       	 No. of Die/Slices
  
       	 1 Die
 2 Slices
  
       	 1 Die
 1 Slices
  
       	 1 Die
 2 Slices
  
       	 1 Die
 1 Slices
  
       	 1 Dies
 4 Slices
  
       	 2 Dies
 4 Slices
  
       	 1 Die
 8 Chiplets
 8 Slices
  
       	 1 Die
 4 Chiplets
 4 Slices
  
       	 2 Dies
 4 Slices
  
       	 1 Die
 2 Slices
  
      
 
       
       	 Fabrication node
  
       	 16nm
  
       	 16nm
  
       	 16nm
  
       	 14nm
  
       	 16nm
  
       	 14nm
  
       	 7nm
  
       	 7nm
  
       	 7nm
  
       	 7nm
  
      
 
       
       	 Max Ports
 (400/200/
 100/50 GE)
  
       	 0/0/
 18/72
  
       	 0/0/
 18/72
  
       	 0/0/
 36/72
  
       	 0/0/
 18/72
  
       	 0/0/
 64/0
  
       	 16/32/
 64/128
  
       	 64/128/
 256/256
  
       	 32/64/
 128/128
  
       	 32/64/
 128/128
  
       	 16/32/
 64/128
  
      
 
       
       	 Buffer/Max-per-port (MB)
  
       	 37.4/18.7
  
       	 40/40
  
       	 40/30
  
       	 40/40
  
       	 40/10
  
       	 80/20
  
       	 120/30
  
       	 120/60
  
       	 80/40
  
       	 40/40
  
      
 
       
       	 External Deep Buffer
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 N/A
  
       	 8G HBM
  
       	 N/A
  
      
 
       
       	 Telemetry
  
       	 FT
  
  
       	 FT, FTE
  
       	 FT, FTE, SSX
  
       	 FT, FTE, SSX
  
       	 SSX
  
       	 FT, FTE, SSX, INT-XD, INT-Transparent
  
       	 FT, FTE, SSX, INT-XD
  
       	 FT, FTE, SSX, INT-XD
  
       	 FT, FTE, SSX, INT-MX, INT-MD, INT-XD
  
       	 FT, FTE, SSX, INT-MX, INT-MD, INT-XD
  
      
 
       
       	 Hardware Entries/Tiles
  
       	 544K/17
  
       	 1088K/34
  
       	 544K/17
  
       	 1088K/34
  
       	 352K/11
  
       	 1088K/34
  
       	 640K/20
  
       	 1280K/40
  
       	 1280K/40
  
       	 1280K/40
  
      
 
       
       	 Classification TCAM (Ingress/
 Egress) Per Slice
  
       	 4K/2K
  
       	 5K/2K
  
       	 5K/2K
  
       	 5K/2K
  
       	 4K/2K
  
       	 5K/2K
  
       	 6K/3K
  
       	 6K/3K
  
       	 14K Shared
  
       	 14K Shared
  
      
 
      
    
 
   
 
   [bookmark: _Toc143870065]CloudScale ASIC Classification TCAM Architecture
 
   [bookmark: _Toc143870066]CloudScale ASIC Ingress Forwarding Controller
 
   The ingress forwarding controller operates as follows: when a packet is received from the MAC layer, it parses the packet headers and conducts several lookups to determine whether the packet should be accepted and how it should be forwarded to its intended destination. Additionally, the controller generates instructions for the data path to handle the storage and queuing of the packet. For a visual representation of this process, see Figure 1, showcasing the CloudScale ASIC ingress forwarding controller.
 
   
 
   [bookmark: _Ref143689444]Figure 1 Cisco Could Scale ASIC ingress forwarding controller
 
   After forwarding lookups, the packet undergoes ingress classification processing. The ingress matches are verified against the classification TCAM. These ACLs comprise various types, such as Routed ACLs (RACLs), VLAN ACLs (VACLs), Port ACLs (PACLs), Quality of Service (QoS), Network Address Translation (NAT) ACLs, and others.
 
   [bookmark: _Toc143870067]CloudScale ASIC Egress Forwarding Controller
 
   The egress forwarding controller is tasked with receiving packets from the buffer manager, along with their corresponding metadata, for transmission purposes. Its primary responsibilities include egress classification and managing all packet rewrites. You can observe the representation of the "Egress Forwarding Controller" in Figure 2, where the egress classification takes place. Egress RACLs and VACLs are the most commonly allocated TCAM resources for egress classification. Additionally, starting with LS25600 GX2A CloudScale ASICs, Egress PACLs are also supported.
 
   [image: A diagram of a systemDescription automatically generated]
 
   [bookmark: _Ref143689508]Figure 2 Cisco Could Scale ASIC egress forwarding controller
 
   The classification entries are confined to individual ASIC slices and are programmed only where required. This approach optimizes the utilization of the classification TCAM in Cisco Nexus 9000 platform switches. In Figure 3, you can see that each ASIC is equipped with TCAM to support both system internal ACLs and user-defined ingress ACLs.
 
   With the exception of LS12800 H2R and LS6400 H1, all Cloud Scale ASICs have dedicated ingress and egress TCAM space. On the other hand, LS12800 H2R and LS6400 H1 share a 14K TCAM space, which serves for both ingress and egress classifications.
 
   
 
   [bookmark: _Ref143689621]Figure 3 Cisco Could Scale ASIC ACL TCAM architecture
 
   The carving of any region size is limited to values only in multiples of 256 entries, except for the SPAN region and NAT regions, which can only be carved in multiples of 512 entries. Notably, the "ing-sup" region requires a minimum size of 512 entries, while the "egr-sup" region necessitates a minimum size of 256 entries. You cannot configure these regions with lower values.
 
   The Cisco CloudScale-based Nexus 9000 TCAM boasts a simplified design as compared to Merchant Silicon-based platforms. See Figure 4 for the ACL types supported by Cisco CloudScale ASICs.
 
   [image: A close-up of a signDescription automatically generated]
 
   [bookmark: _Ref143689769]Figure 4 Cisco CloudScale ASIC supported ACL types
 
   The TCAM regions can handle entries of IPv4, IPv6, or MAC types, without the need for single- or double-wide configurations. Additionally, there is no requirement for QoS-lite regions. This approach significantly simplifies the ACL TCAM configuration for users of Nexus 9000 switches. For a visual comparison of the classification TCAM regions between the merchant silicon-based Nexus 9000 and the CloudScale-based Nexus 9000, see Figure 5.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Ref143689811]Figure 5 Classification TCAM regions between merchant silicon-based Nexus 9000 and the CloudScale based Nexus 9000
 
   [bookmark: _Toc143870068]CloudScale ASIC TCAM Scalability
 
   The Cloud Scale ASIC TCAM is optimized for scalability through slice-aware policy programming. PACL and RACLs are programmed only on slices where ports with these ACLs are present, and port channel ACLs are programmed solely on slices where the respective members exist. Similarly, VLAN ACLs are programmed exclusively on slices where the corresponding VLAN is present. To enable policy sharing, labels are used with label space localized to each slice. For specific Cisco CloudScale ASIC ACL TCAM scalability numbers, see Table 3. It's important to note that the TCAM scalability numbers were verified with all TCAM regions freed up except for the 'ing-sup' and 'egr-sup' regions.
 
   [bookmark: _Ref143690006]Table 3 Cisco Cloud Scale ASIC ACL TCAM scalability numbers
 
    
     
      
       
       	 ASIC
  
       	 Ingress PACL
  
       	 Egress PACL
  
       	 Ingress RACL
  
       	 Egress RACL
  
       	 Ingress VACL
  
       	 Egress VACL
  
      
 
      
      
       
       	 Name/Slices
  
       	 Per Slice
  
       	 Total
  
       	 Per Slice
  
       	 Total
  
       	 Per Slice
  
       	 Total
  
       	 Per Slice
  
       	 Total
  
       	 Per Slice
  
       	 Total
  
       	 Per Slice
  
       	 Total
  
      
 
       
       	 LS1800 EX (2 slices)
  
       	 3584
  
       	 7168
  
       	 1792
  
       	 3584
  
       	 3584
  
       	 7168
  
       	 1792
  
       	 3584
  
       	 1792
  
       	 3584
  
       	 1792
  
       	 3584
  
      
 
       
       	 LS1800 EX (1 slice)
  
       	 4608
  
       	 4608
  
       	 1792
  
       	 1792
  
       	 4608
  
       	 4608
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
      
 
       
       	 LS3600 FX2 (2 slices)
  
       	 4608
  
       	 9216
  
       	 1792
  
       	 3584
  
       	 4608
  
       	 9216
  
       	 1792
  
       	 3584
  
       	 1792
  
       	 3584
  
       	 1792
  
       	 3584
  
      
 
       
       	 LS1800 FX3 (1 slice)
  
       	 4608
  
       	 4608
  
       	 1792
  
       	 1792
  
       	 4608
  
       	 4608
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
       	 1792
  
      
 
       
       	 S 6400 (4 slices)
  
       	 3584
  
       	 14336
  
       	 1792
  
       	 7168
  
       	 3584
  
       	 14336
  
       	 1792
  
       	 7168
  
       	 1792
  
       	 7168
  
       	 1792
  
       	 7168
  
      
 
       
       	 LS 6400 (4 slices)
  
       	 4608
  
       	 18432
  
       	 1792
  
       	 7168
  
       	 18432
  
       	 1792
  
       	 1792
  
       	 7168
  
       	 1792
  
       	 7168
  
       	 1792
  
       	 7168
  
      
 
       
       	 LS25600 GX2A (8 slices)
  
       	 5632
  
       	 45056
  
       	 2816
  
       	 22528
  
       	 5632
  
       	 45056
  
       	 2816
  
       	 22528
  
       	 2816
  
       	 2258
  
       	 2816
  
       	 22528
  
      
 
       
       	 LS12800 GX2B (4 slices)
  
       	 5632
  
       	 22528
  
       	 2816
  
       	 11264
  
       	 5632
  
       	 22528
  
       	 2816
  
       	 11264
  
       	 2816
  
       	 11264
  
       	 2816
  
       	 11264
  
      
 
       
       	 LS12800 H2R (4 slices)
  
       	 13568
  
       	 54272
  
       	 13568
  
       	 54272
  
       	 13568
  
       	 54272
  
       	 13568
  
       	 54272
  
       	 13568
  
       	 54272
  
       	 13568
  
       	 54272
  
      
 
       
       	 LS6400 H1 (2 slices)
  
       	 13568
  
       	 27136
  
       	 13568
  
       	 27136
  
       	 13568
  
       	 27136
  
       	 13568
  
       	 27136
  
       	 13568
  
       	 27136
  
       	 13568
  
       	 27136
  
      
 
      
    
 
   
 
   [bookmark: _Toc143870069]CloudScale ASIC Default ACL TCAM Allocation
 
   The allocation of both ingress and egress ACL TCAM to different ACL types is user configurable. Each ACL type requires its dedicated bank/banks, and ACL programming is localized on a per ASIC basis. ACL entries are programmed into the TCAM only where they are required. By default, all available TCAM regions are allocated, except for Nexus 9300-GX2 and Nexus 9408 chassis.
 
   In the case of Cisco Nexus 9300-H2R and 9300-H1, they are the only Nexus platforms with shared TCAM space for both Ingress and Egress slices. The default assignment is 10K for ingress and 4K for egress, although any bank can be reconfigured to function as either ingress or egress.
 
   To illustrate the default classification TCAM regions for the Nexus 9300 series switches, see Figure 6 for 9300-EX and 9300C, Figure 7 for 9300-FX/FX2/FX3/GX, Figure 8 for 9300-GX2A/GX2B and 9408, and finally, Figure 9 for 9300-H2R/H1.
 
   [bookmark: _Toc143870070]Nexus 9300-EX, Nexus 9364C, nexus 9332C (4K ingress, 2K Egress)
 
   [image: A screenshot of a documentDescription automatically generated]
 
   [bookmark: _Ref143690254]Figure 6 Default classification TCAM regions for Cisco Nexus 9300-EX and 9300C
 
   [bookmark: _Toc143870071]Nexus 9300-FX, Nexus 9300-FX2, Nexus 9300-FX3, Nexus 9300-GX (5K Ingress,2K Egress)
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690413]Figure 7 Default classification TCAM regions for Cisco Nexus 9300-FX/FX2/FX3/GX chassis
 
   [bookmark: _Toc143870072]Nexus 9300-GX2A, 9300GX2B, 9408 (6K Ingress, 3K Egress)
 
   [image: A screenshot of a computer screenDescription automatically generated]
 
   [bookmark: _Ref143690497]Figure 8 Default classification TCAM regions for Cisco Nexus 9300-GX2A/GX2B and Cisco Nexus 9408 chassis
 
   [bookmark: _Toc143870073]Nexus 9300-H2R, 9300-H1 (14K Shared)
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690563]Figure 9 Default classification TCAM regions for Cisco Nexus 9300-H2R/H1 chassis
 
   [bookmark: _Toc143870074]CloudScale ASIC TCAM Carving
 
   If a non-default feature is required for Nexus 9000, you must manually allocate TCAM space for those features. By default, all TCAM space is allocated, except for Nexus 9300-GX2 and Nexus 9408 chassis. If you wish to assign more banks to a specific region, you must first free up an equal number of banks from other regions before allocating them to the targeted region.
 
   For example, in Figure 10, we can observe the TCAM carving for Cisco Nexus 9300-FX3, where no entries are initially allocated to NAT. However, for NAT, a minimum of 512 entries in TCAM will be needed to accommodate the required functionality.
 
   [image: A close-up of a messageDescription automatically generated]
 
   [bookmark: _Ref143690653]Figure 10 TCAM carving for NAT
 
   Modifications to ACL TCAM region carving necessitate a switch/line card reload. When configuring the "hardware access-list tcam region" command, the changes only apply to the software allocation. To enforce the reallocation of regions in the hardware, you must reload the system, as depicted in Figure 11.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Ref143690797]Figure 11 Software and hardware show commands for NAT TCAM allocation
 
   The distinction between single- and double-wide regions does not apply to Cloud Scale ASICs. For examle, the ing-ifacl region is capable of accommodating IPv4, IPv6, or MAC type entries. IPv4 and MAC types occupy one TCAM entry, whereas IPv6 types occupy two TCAM entries. When using the "show system internal access-list globals" command, all allocated regions display a single width, as illustrated in Figure 12.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690820]Figure 12 Simplified TCAM regions with Cisco CloudScale ASIC
 
   [bookmark: _Toc143870075]CloudScale ASIC TCAM Regions
 
   [bookmark: _Toc143870076]Security ACL Regions
 
   The security Access Control Lists (ACLs) are divided into three distinct categories, namely PACL, VACL, and RACL. Table 4 clearly defines each category, along with providing a configuration example. Policy-based routing (PBR) also makes use of the ingress RACL region.
 
   It is essential to emphasize that traditionally, PACL has been utilized in the ingress direction with Cisco Nexus 9000 switches, making the PACL TCAM region applicable solely for ingress operations. However, with the advent of Cisco NX-OS release 10.2(1)F, egress PACL is now supported on the Nexus 9364D-GX2A and 9332D-GX2B platform switches. Moreover, the support for egress PACL has been extended to the Nexus 9348D-GX2A with 10.2(3)F and Nexus 9408 running 10.3(2)F release.
 
   [bookmark: _Ref143769241]Table 4 Cisco Cloud Scale ASIC security ACL TCAM regions
 
    
     
      
       
       	 Name
  
       	 Description
  
       	 CLI Configuration
  
       	 Region Name
  
      
 
      
      
       
       	 PACL
  
       	 ACL applied to a Layer 2 switchport interface. It cannot be applied on any other type of interface, and it works only in the ingress direction with exception of 9300-GX2 where an egress PACL is also supported. The security boundary is to permit or deny traffic within a VLAN. PACL TCAM is automatically shared when the same PACL is applied to multiple ports on the same ASIC. Only supported in the ingress direction.
  
       	 ip access-list pacl permit tcp any any
 interface Ethernet 1/1 switchport ip port access-group pacl in
  
       	 
         
         ●   
         ing-ifacl: For ingress IPv4, IPv6, and MAC port ACLs. 
        
 
         
         ●   
         egr-ifacl: For ingress IPv4, IPv6, and MAC port ACLs. Only supported with 9300-GX2 and Nexus 9408 chassis. 
        
  
      
 
       
       	 VACL
  
       	 ACL that is applied to a VLAN. It can be applied only to a VLAN, not any other type of interface. The security boundary is to permit or deny moving traffic between VLANs and permit or deny traffic within a VLAN.
  
       	 ip access-list vacl permit ip any 10.1.1.0 0.0.0.255
 vlan access-map myvacl 10 match ip address vacl action forward
 vlan filter myvacl vlan-list 10-15
  
       	 
         
         ●  vacl: The same TCAM size is allocated to both ingress and egress. 
        
  
      
 
       
       	 RACL
  
       	 ACL that is applied to an interface that has a Layer 3 address assigned to it. It can be applied to any port that has an IP address, such as routed interfaces, loopback interfaces, and VLAN interfaces. The security boundary is to permit or deny traffic moving between subnets or networks.
  
       	 ip access-list racl permit ip host 1.1.1.1 host 2.2.2.20
 interface e1/1 no switchport ip address 2.2.2.1 255.255.255.0 ip access-group racl in
  
       	 
         
         ●  ing-racl: For ingress IPv4 and IPv6 RACLs and PBR. 
        
 
         
         ●  egr-racl: For egress IPv4 and IPv6 RACLs. 
        
  
      
 
      
    
 
   
 
    
 
   When configuring the VACL region, the same value is allocated for both ingress and egress. As a result, you must ensure that both the ingress and egress TCAM regions have sufficient space. If the specified region size cannot fit in either direction, the configuration is rejected, as shown in Figure 13.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690850]Figure 13 VACL region need to match for both ingress and egress
 
   After reloading the chassis, both ingress and egress VACL regions undergo modifications, as illustrated in Figure 14.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690875]Figure 14 Hardware entries for both ingress and egress VACL after system reboot
 
   For IPv4 RACLs, each Access Control Entry (ACE) occupies one entry in TCAM. Additionally, a single entry is utilized for the implicit deny all clause based on the ACL logic. Figure 15 illustrates this utilization for both a single line and a two-line ACL.
 
   [image: A screenshot of a cloud computing programDescription automatically generated]
 
   [bookmark: _Ref143690898]Figure 15 RACL utilization for one and two ACE entry RACLs
 
   In cases where you configured a Layer 4 match within the ACL, an additional fragment ACE per Layer 4 match is introduced. Figure 16 illustrates this utilization for a single-line ACL with a Layer 4 range.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Ref143690930]Figure 16 RACL utilization for L4 port range
 
   For IPv6 RACLs, each Access Control Entry (ACE) line occupies two entries in the TCAM. For example, as shown in Figure 17, if the IPv6 RACL has only one ACE line, it utilizes (1+1 implicit deny) x 2 entries in the TCAM.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143690979]Figure 17 TCAM utilization for IPv6 RACLs
 
   [bookmark: _Toc143870077]NAT TCAM Region
 
   By default, no TCAM entries are allocated for the NAT feature, except for Nexus 9300-H2R and Nexus 9300-H1. To enable the NAT feature, you must allocate TCAM space by adjusting the TCAM size of other features. You can achieve this using the "hardware access-list tcam region nat tcam-size" command. In Cisco Nexus 9000 family switches, NAT utilizes the TCAM table for packet matching based on IP address or port. If you attempt to configure a TCAM-required feature before allocating sufficient TCAM space, the configuration is rejected when it is applied to the interface. For the specific configuration of NAT TCAM on Cisco Nexus 9300-GX, see Figure 18. As always, you must reload the system for the TCAM configuration to take effect. In the event that a required TCAM region for a particular feature is removed while the feature is in use, after the switch is reloaded, the interface-level configuration of that specific feature is also removed. Figure 19 illustrates an example of NAT configuration removal after the NAT TCAM region has been taken out.
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   [bookmark: _Ref143691009]Figure 18 TCAM allocation for NAT with Nexus 9300-GX
 
   
 
   [bookmark: _Ref143691040]Figure 19 Interface configuration removal after TCAM space deallocation
 
   In addition to the TCAM table, NAT rewrites and translations are stored in the "NAT Rewrite Table," which exists outside of the NAT TCAM region. The 'NAT Rewrite Table' has a fixed size of 2048 entries for Nexus 9300-EX/FX/FX2/9300C and 4096 entries for Nexus 9300-FX3/GX/GX2A/GX2B/H2R/H1. This table is exclusively used for NAT translations.
 
   Each Static NAT/PAT entry for inside or outside source addresses requires two NAT TCAM entries and one "NAT Rewrite Table" entry, as shown in Figure 20. Additionally, Figure 21 illustrates the NAT translation architecture with Cisco Nexus 9000.
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   [bookmark: _Ref143691066]Figure 20 Static NAT/PAT TACM utilization
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   [bookmark: _Ref143691095]Figure 21 NAT TCAM region and the "NAT Rewrite" table
 
   The utilization of NAT TCAM and the "NAT Rewrite Table" depends on the specific NAT configuration. For example, a static twice NAT configuration will allocate 6 TCAM entries and 5 "NAT Rewrite Table" entries, as depicted in Figure 22. It is important to note that all ASIC slices will have identical allocation for NAT resources.
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   [bookmark: _Ref143691299]Figure 22 Static twice NAT TCAM allocation
 
   [bookmark: _Toc143870078]Multicast NAT TCAM Region
 
   The Multicast Service Reflection feature enables you to translate externally received multicast destination addresses to addresses that conform to your organization's internal addressing policy. It is the multicast Network Address Translation (NAT) of an externally received multicast stream (S1,G1) to (S2,G2) into the internal domain. Unlike IP NAT, which only translates the source IP address, Multicast Service Reflection translates both the source and destination addresses. For Nexus 9000 to support the Multicast Service Reflection feature, you must carve the "mcast-nat" TCAM region before configuring multicast NAT. Figure 23 illustrates a sample configuration for Multicast Service Reflection.
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   [bookmark: _Ref143691555][bookmark: _Ref143848005]Figure 23 Multicast service reflection configuration
 
   [bookmark: _Toc143870079]Dynamic ACL (DACL) Region
 
   Dynamic ACL (DACL) is a single ACL that contains permissions of what users and groups can access. It restricts access to the dot1q MAB client. The DACL policy is pushed from the Cisco ISE server to block list a MAC address. It applies ACLs on the block listed MAC, enabling limited access to the MAB. A single DACL supports all block listed MAB clients. For all block listed clients, DACLs support a single global ACL on the switch. The ACL name received from the centralized ISE server should match the preconfigured ACL name on the switch. Block listed client traffic is filtered based on the fixed ACL rules applied for DNS, DHCP, and BOOTPC protocols. For the specifics of the DACL TCAM regions, see Table 5.
 
   [bookmark: _Ref143769289]Table 5 Cisco Cloud Scale DACL TCAM region
 
    
     
      
       
       	 Name
  
       	 Description
  
       	 CLI Configuration
  
       	 Region Name
  
      
 
      
      
       
       	 DACL
  
       	 Dynamic ACL (DACL) is a single ACL that contains permissions of what users and groups can access. It restricts access to the dot1q MAB client. DACLs support authentication only by MAC Authentication Bypass. In Cisco NX-OS release 9.3(5), the DACL is preconfigured on the Cisco Nexus switches.
 Beginning with Cisco NX-OS release 9.3(5), DACLs are supported on Cisco Nexus 9336-FX2, Nexus 9236C, Nexus 93108TC-EX, and Nexus 93180YC-EX switches.
 Beginning with Cisco NX-OS release 10.1(2), DACLs are supported on the N9K-C9364D-GX2A and N9K-C9332D-GX2B platform switches.
  
       	 hardware access-list tcam region ing-dacl 256
 ip access-list creative_blocklist
  
       	 ing-dacl: For ingress only. The configured ACL name on the device must match the acl-name received from the ISE server.
 The ACL policy is pushed from the ISE server.
 "show ip access-lists dynamic" displays the details.
  
      
 
      
    
 
   
 
    
 
   [bookmark: _Toc143870080]ACL TCAM Regions for QoS Policy
 
   Cisco Nexus 9000 supports three types of policy maps: network-qos, QoS, and queueing. The QoS policy map is primarily used for classification, marking, and policing, mostly on ingress, except for egress policing. The queueing policy map, on the other hand, is utilized for egress queueing and scheduling. Among these three types, only the QoS policy requires TCAM resources.
 
   QoS policies can be applied to Layer 3 interfaces, switch ports, port channels, VLANs, and logical interfaces such as Network Virtual Interface (NVE). The specific QoS TCAM region to be carved depends on where the policy is applied and which classifier is used. There are two QoS regions in the Cisco Cloud Scale ASIC:
 
   1.     The ingress Layer 2 QoS or "ing-l2-qos" region is used when classification is on a Layer 2 interface. The same TCAM bank is shared for MAC, IPv4, and IPv6 entries. IPv4 and MAC types occupy one TCAM entry, whereas IPv6 types occupy two TCAM entries.
 
   2.     The ingress Layer 3/VLAN QoS or "ing-l3-vlan-qos" is used when classification is on a Layer 3 or SVI interface. Similar to "ing-l2-qos," the TCAM bank is shared for MAC, IPv4, and IPv6 entries.
 
   For the specifics of the two QoS ACL TCAM regions, see Table 6.
 
   [bookmark: _Ref143769320]Table 6 Cisco Cloud Scale ACL TCAM regions for QoS policy
 
    
     
      
       
       	 Name
  
       	 Description
  
       	 CLI Configuration
  
       	 Region Name
  
      
 
      
      
       
       	 Ingress Layer 2 QOS
  
       	 When classification is on a Layer 2 interface. The same TCAM bank is shared for MAC, IPv4, and IPv6 entries. IPv4 and MAC types occupy one TCAM entry whereas IPv6 types occupy two TCAM entries.
  
       	 class-map type qos match-any class_dscp match dscp 18
 policy-map type qos CS_policy class class_dscp set qos-group 2
 interface Ethernet 6/3 switchport switchport mode trunk service-policy type qos input CS_policy
  
       	 ing-l2-qos: For ingress IPv4, IPv6, and MAC port ACLs.
  
      
 
       
       	 Ingress Layer 3/VLAN QOS
  
       	 When classification is on a Layer 3 or SVI interface. The same TCAM bank is shared for MAC, IPv4, and IPv6 entries. IPv4 and MAC types occupy one TCAM entry whereas IPv6 types occupy two TCAM entries.
  
       	 class-map type qos match-any class_dscp match dscp 18
 policy-map type qos CS_policy class class_dscp set qos-group 2
 interface Ethernet 6/2 service-policy type qos input CS_policy ip address 172.16.33.1/24
  
       	 ing-l3-vlan-qos: For ingress IPv4, IPv6, and MAC port ACLs.
  
      
 
      
    
 
   
 
    
 
   [bookmark: _Toc143870081]Ing-redirect, Ing-sup and Egr-sup TCAM Regions
 
   With the Cisco Nexus 9000 switch family, the "ing-redirect" TCAM region is considered as additional entries to the "ing-sup" region. Control plane traffic, such as BFD and CoPP, exclusively utilizes the "ing-sup" region. For DHCPv4/v6, the default configuration utilizes the "ing-sup" region, and no additional TCAM carving is required. However, when you enable the "ip dhcp relay subnet-broadcast" command, more TCAM entries per subnet/per interface become necessary. As a result, with the use of the "ip dhcp relay subnet-broadcast" command, DHCP also requires the "ing-redirect" TCAM region.
 
   On the other hand, the "egr-sup" region is reserved for system messages. The default TCAM entry for the "ing-sup" region is 512 for Nexus 9300 and 768 for Nexus 9500 with CloudScale ASIC LCs. For the "ing-redirect" region, the default TCAM entry is 0 for Nexus 9300 and 256 for Nexus 9500 with CloudScale ASIC line cards. You must increase the default "ing-sup" and "egr-sup" regions with large custom Control Plane Policing (CoPP) policies.
 
   It is important to note that the "ing-sup" region cannot be set lower than 512 entries, while the minimum size for the "egr-sup" region is 256 entries. For a visual representation of the required minimum entries for these regions, see Figure 24.
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   [bookmark: _Ref143691601][bookmark: _Ref143691675]Figure 24 Minimum required space for "ing-sup" and "egr-sup"
 
   [bookmark: _Toc143870082]SPAN TCAM Region
 
   SPAN TCAM entries are essential when enabling SPAN on Cisco Nexus 9000 switches for any port and any port type. However, a VLAN filter used in SPAN also utilizes the SPAN region, and no additional region is required for it. Additionally, sFlow also utilizes the TCAM SPAN region.
 
   Starting with the Cisco Nexus 9300-FX2 model, simultaneous utilization of sFlow and SPAN features becomes viable. However, for earlier Nexus 9300-EX and Nexus 9300-FX models, activating both SPAN and sFlow features concurrently is not achievable. The default allocation for the SPAN TCAM region is 512 entries, and it can only be carved in multiples of 512 entries. For a visual representation of the default SPAN region allocation, see Figure 25.
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   [bookmark: _Ref143691718]Figure 25 Default SPAN region allocation for Cisco Nexus 9408 chassis
 
   [bookmark: _Toc143870083]Layer 2 and Layer 3 SPAN Filter TCAM Regions
 
   The Layer 2 and Layer 3 SPAN filter TCAM regions come into play when configuring access group filtering in a SPAN session. This ensures that only the traffic aligning with the ACL on the source interfaces will be subjected to SPAN. The "ing-l2-span-filter" region is necessary when SPAN filtering is applied to a Layer 2 port, while the "ing-l3-span-filter" region is used when SPAN filtering is applied to a Layer 3 interface. Both Layer 2 and Layer 3 SPAN filter regions are initially allocated with 256 entries in the default configuration.
 
   When setting up an access-group filter in a SPAN session, it must be configured as a vlan-accessmap. However, the VACL region is not required for SPAN ACL filter support. To better understand the use case for these two regions, see Figure 26.
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   [bookmark: _Ref143691815]Figure 26 Ingress Layer 2 and Layer 3 SPAN filter use case
 
   [bookmark: _Toc143870084]NetFlow and Analytics TCAM Region
 
   Cisco NX-OS supports the flexible NetFlow feature that enables enhanced network anomalies and security detection by identification of packet flows for ingress IP packets and provides statistics based on these packet flows. Flexible NetFlow allows customers to define an optimal flow record for a particular application by selecting the keys from a large collection of predefined fields.
 
   By default, all Cisco Nexus 9300 switches have 512 TCAM entries allocated to the "ing-netflow" TCAM region and no additional carving is needed for NetFlow to work. This region is also used for flow table hardware telemetry that is exported to Cisco Nexus Dashboard Insights (NDI).
 
   [bookmark: _Toc143870085]Non-Blocking Multicast (NBM) TCAM Region
 
   In IT data centers, Equal-Cost Multipath (ECMP) is highly efficient due to the predominance of Transmission Control Protocol (TCP)-based traffic, which generates numerous flows and results in a more uniform distribution of the load across all paths. However, in media data centers that handle uncompressed video, audio, and ancillary flows, ECMP routing may not always be efficient. In such scenarios, there's a risk that all video flows will be hashed along the same path, causing oversubscription of that particular path.
 
   To address the limitations, Cisco developed the Non-Blocking Multicast (NBM) process on NX-OS, which enhances the intelligence of PIM. NBM introduces bandwidth awareness to PIM, allowing it to consider bandwidth availability when setting up flow paths. By combining NBM and PIM, a network can achieve intelligent and efficient multicast delivery, preventing oversubscription and ensuring sufficient bandwidth for the multicast traffic. 
 
   By default, the "ing-nbm" region is not allocated any TCAM space. Figure 27 illustrates the TCAM allocation for the "ing-nbm" region.
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   [bookmark: _Ref143691847]Figure 27 Ingress NBM TCAM allocation
 
   [bookmark: _Toc143870086]Hardware Statistics "ing-cntacl" and "egr-cntacl" TCAM Regions
 
   Starting from Cisco NX-OS release 10.1(1), the "hardware forwarding ip statistics" command allows customers to enable the Nexus 9000 Switch to export hardware forwarded IPv4/IPv6 interface statistics. These statistics include interface IPv4 and IPv6 Rx and Tx packets, as well as byte counters, which can be polled through SNMP using the ipIfStatsTable.
 
   By default, Cisco NX-OS exports only IPv4/IPv6 interface counters for the packets forwarded by the IPv4/IPv6 Netstack software running on the SUP CPU. With the introduction of the "hardware forwarding ip statistics" command, you can now retrieve additional hardware forwarded interface statistics through SNMP. To configure "hardware forwarding ip statistics" on a device, you must carve the required CNTACL TCAM region. To better understand the use case for these two regions, see Figure 28.
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   [bookmark: _Ref143691893]Figure 28 Hardware statistics configuration example
 
   [bookmark: _Toc143870087]CloudScale ASIC TCAM Sharing
 
   [bookmark: _Toc143870088]CloudScale ASIC Slice
 
   A CloudScale ASIC slice refers to a self-contained forwarding complex responsible for handling both ingress and egress functions for a specific subset of ports. Each slice is further divided into separate sections for ingress and egress functions. The ingress portion of each slice is interconnected to all egress portions of other slices via a slice interconnect, which enables non-blocking any-to-any interconnection between slices. For a visual representation of the Cisco CloudScale ASIC slice architecture, see Figure 29.
 
   When it comes to ACLs, PACL and RACLs are exclusively programmed on slices that have ports associated with these ACLs. Similarly, VLAN ACLs are programmed on slices that have the respective VLAN present. Likewise, port channel ACLs are programmed only on slices where the members of the port channel are present.
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   [bookmark: _Ref143691919]Figure 29 CloudScale ASIC slice architecture
 
   The Cisco LS1800FX ASIC, utilized in Nexus 9300-FX, and the LS1800FX3 ASIC, used in Nexus 9300-FX3, both come with a single slice. However, the Nexus X9700-FX line cards are equipped with multiple ASICs, resulting in each line card having multiple slices. For example, the X9788TC-FX line card has two ASICs, thus having a total of two slices. Similarly, the X9732C-FX and X9736-FX line cards have four slices each. For a visual representation of the single slice ASIC architecture, see Figure 30. Each slice is represented by a unique instance number, which can be obtained from the "show system internal access-list globals" command.
 
   
 
   [bookmark: _Ref143691945]Figure 30 CloudScale ASICs with single slice
 
   The Cisco LS1800EX ASIC, employed in Nexus 9300-EX, and the LS3600FX2 ASIC, used in Nexus 9300-FX2, along with the LS6400H1 ASIC utilized in Nexus 9300-H1, all come with two slices. For a visual representation of the two-slice ASIC architecture, see Figure 31.
 
   Furthermore, the X97160YC-EX line card is equipped with two ASICs, resulting in a total of four slices. Similarly, the X9732C-EX and X9736-EX line cards will have a total of 8 slices.
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   [bookmark: _Ref143692043]Figure 31 CloudScale ASICs with two slices
 
   The Cisco S6400 ASIC, utilized in Nexus 9300C, and the LS6400GX ASIC, used in Nexus 9300-GX, X9716D-GX line card, LS12800GX2B used in 9300-GX2B, and LS12800H2R used in 9300-H2R, all consist of 4 slices. However, the X9716D-GX Line card has only two LS6400GX ASICs, resulting in a total of 8 slices for that line card. For a visual representation of the 4 slice ASIC architecture, see Figure 32.
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   [bookmark: _Ref143692070]Figure 32 CloudScale ASICs with four slices
 
   Lastly, the Cisco LS25600GX2A, utilized in Nexus 9300-GX2A, and the Nexus 9408 both have 8 slices. For a visual representation of the 8 slice ASIC architecture, see Figure 33.
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   [bookmark: _Ref143692087]Figure 33 CloudScale ASICs with eight slices
 
   [bookmark: _Toc143870089]Front Panel to ASIC Slice Mapping
 
   When designing the network, understanding the linkage between front panel ports and each ASIC slice is crucial to maximize scalability, as each slice has its dedicated TCAM space. You can use the "show interface hardware-mappings" command to view the interface ASIC port mapping and its associated slice. For example, Figure 34 illustrates the port mapping for Nexus 9336-FX with a single LS3600FX2 ASIC, while Figure 35 shows the port mapping for Cisco Nexus X9732-EX with four LS1800EX ASICs.
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   [bookmark: _Ref143692108]Figure 34 Cisco Nexus 9336-FX2 with single LS3600FX2 ASIC port mapping
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   [bookmark: _Ref143692131]Figure 35 Cisco Nexus X9732-EX with four LS1800EX ASICs port mapping
 
   [bookmark: _Toc143870090]ACL Entries label Sharing
 
   When applying the same "set" of policies such as security ACLs (PACL, VACL, RACL), QoS or NAT to multiple interfaces or VLANs in a given direction (ingress or egress), only one copy is programmed in the TCAM, which is then shared among those interfaces and VLANs. To achieve this, each ACL policy is associated with a label. By assigning the same label to multiple interfaces and VLANs, the same TCAM rule can be applied to them all. However, only 62 unique ACLs can be configured per slice.
 
   If the same ACL is configured on multiple interfaces, the same label is shared among them. Conversely, if each ACL has unique entries, the ACL labels are not shared. By default, ACL statistics are disabled, but they are enabled by default for QoS policies. Under ACL configuration, individuals have the option to activate ACL statistics using the "statistics per-entry" command through the CLI.
 
   For label sharing to occur, the ACL target interfaces (such as port, VLAN, SVI) must be situated on the same slice, aside from sharing identical policies. Here's an example to illustrate this feature: Trunk ports E6/1 and E6/2 are part of Slice 3 of the LS25600GX2A ASIC. Before configuring any PACLs to these interfaces, the PACL TCAM utilization for Slice 3 is zero, as displayed in Figure 36.
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   [bookmark: _Ref143692171]Figure 36 TCAM utilization before PACLs configured under E6/1 and E6/2
 
   Once IPv4/IPv6/MAC PACLs are configured for interfaces E6/1, the PACL TCAM utilization for Slice 3 increases accordingly. To view the label allocated to interface E6/1, you can use the "show system internal access-list" command, which will display the information, as shown in Figure 37.
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   [bookmark: _Ref143692192]Figure 37 TCAM utilization after PACLs configured under E6/1
 
   When the same PACL configuration is applied to interfaces E6/2, the PACL TCAM utilization for Slice 3 will not increase. This is because the same label (Label 1) is assigned to both E6/1 and E6/2. To view the labels allocated to interfaces E6/1 and E6/2, you can use the "show system internal access-list" command, which will display the information, as shown in Figure 38.
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   [bookmark: _Ref143692212]Figure 38 TCAM utilization after same PACLs configured under E6/1 and E6/2
 
   To enable label sharing between interfaces, the ACL target (such as port, VLAN, and SVI) must belong to the same slice (in this example, Slice 3). Additionally, the same set of features and ACLs need to be configured under each interface. For example, if you remove the "mac port access-group" configuration from E6/2, the same label cannot be used for both E6/1 and E6/2, resulting in increased label/TCAM utilization, as depicted in Figure 39.
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143692231]Figure 39 TCAM utilization after configuring different PACLs under E6/1 and E6/2
 
   In this example, Label 1 currently utilizes 10 entries, and Label 2 utilizes 8 entries. When the MAC PACL was removed from E6/2, the TCAM utilization increased from 10 entries to 18 entries. Figure 40 provides a summary of this behavior.
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   [bookmark: _Ref143692255]Figure 40 TCAM utilization with single label vs two labels
 
   Table 7 illustrates the Nexus 9000 feature sets that will share the same label when applied to interfaces on the same slice.
 
   [bookmark: _Ref143769578]Table 7 Cisco Nexus 9000 TCAM label sharing features
 
    
     
      
       
       	 Ingress Layer 3
  
       	 Ingress Layer 2
  
       	 Engress Layer 3
  
      
 
      
      
       
       	 
         
         ●  Ingress RACL, VACL 
        
 
         
         ●  PBR 
        
 
         
         ●  Ingress Layer 3 QoS 
        
 
         
         ●  Layer 3/VLAN SPAN ACL 
        
  
       	 
         
         ●  Ingress PACL 
        
 
         
         ●  Ingress Layer 2 QoS 
        
 
         
         ●  Layer 2 SPAN ACL 
        
  
       	 
         
         ●  Egress RACL 
        
 
         
         ●  Egress QoS 
        
  
      
 
      
    
 
   
 
    
 
   As an example, if you configure the same ingress RACL and Ingress Layer 3 QoS policy on multiple interfaces allocated to the same slice, they all share the same label. However, if you remove QoS from one of the interfaces, it requires a new label, and this change might result in potentially utilizing more TCAM space. Figure 41 illustrates this scenario.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Ref143692281]Figure 41 Ingress RACL and Ingress L3 QoS are sharing the same label
 
   [bookmark: _Toc143870091]Maximum Label Sizes Supported for ACL Types
 
   Table 8 presents the supported label sizes for various ACL types in Cisco NX-OS switches.
 
   [bookmark: _Ref143769625]Table 8 Maximum label sizes supported for each ACL type
 
    
     
      
       
       	 ACL Types
  
       	 Platform
  
       	 Direction
  
       	 Max Label
  
       	 Reserved Label
  
       	 Size in Bits
  
       	 Label Type
  
      
 
      
      
       
       	 RACL/PBR/VACL/L3-VLAN QoS/L3-VLAN SPAN ACL
  
       	 9300/9400
  
       	 Ingress
  
       	 510
  
       	 2
  
       	 9
  
       	 BD
  
      
 
       
       	 RACL/PBR/VACL/L3-VLAN QoS/L3-VLAN SPAN ACL
  
       	 9500
  
       	 Ingress
  
       	 62
  
       	 2
  
       	 6
  
       	 BD
  
      
 
       
       	 PACL/L2 QoS/L2 SPAN ACL
  
       	 9300/9400/9500
  
       	 Ingress
  
       	 62
  
       	 2
  
       	 6
  
       	 IF
  
      
 
       
       	 RACL/VACL/L3-VLAN QoS
  
       	 9300/9400/9500
  
       	 Egress
  
       	 254
  
       	 2
  
       	 8
  
       	 BD
  
      
 
       
       	 L2 QoS
  
       	 9300/9400/9500
  
       	 Egress
  
       	 62
  
       	 2
  
       	 6
  
       	 IF
  
      
 
      
    
 
   
 
    
 
   To enhance the default label size, users can utilize the "hardware access-list tcam label" command and subsequently reboot the switch. In Figure 42, there is a depiction of the process of augmenting the allocated ingress RACL region count to 512. This is achieved by adjusting the bit size from its initial value of 6 to 9. The default setting for the Ingress BD-Label size on Cisco Nexus 9300-GX, 9300-FX3, 9300-GX2A, 9408 and 9300-H2R/H1 is 512, requiring no further adjustments.
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   [bookmark: _Ref143692320]Figure 42 The allocated label size for 9300-FX2 and 9300-GX2A
 
   [bookmark: _Toc143870092]Classification ACL Design Considerations
 
   [bookmark: _Toc143870093]Scaling TCAM Usage with Slices
 
   The CloudScale ASIC Slice mapping section notes that users have the ability to enhance the overall TCAM scale by strategically distributing the ACL policies across various front panel ports. In Figure 43, you can observe the LS25600 GX2A ASIC slices of the Cisco Nexus 9364D-GX2A, each of which is equipped with 6K ingress and 3K egress TCAM, along with 62/254/510 labels.
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   [bookmark: _Ref143692344]Figure 43 Nexus 9364D-GX2A front panel port and LS25600 GX2A ASIC slice allocations
 
   [bookmark: _Toc143870094]TCAM Sharing for QoS Policy
 
   By default, QoS TCAM sharing among interfaces or VLANs is not enabled to preserve per-policy stats. When multiple interfaces or VLANs have the same QoS policy, individual copies of the QoS policy are programmed for each interface or VLAN. However, TCAM sharing can be enabled by applying the QoS policy under interfaces or VLANs with the "no-stats" option using the configuration command "service-policy type qos input policy-name no-stats". After you enable TCAM sharing, the per-interface or per-VLAN statistics is no longer available. Figure 44 illustrates how label sharing is enabled for VLAN QoS.
 
   
 
   [bookmark: _Ref143692379]Figure 44 How to enable label sharing for VLAN QoS
 
   [bookmark: _Toc143870095]Atomic ACL Programming
 
   By default, when a Nexus 9000 switch equipped with the CloudScale ASIC updates an ACL, it performs an atomic ACL update. This type of update ensures that traffic traversing the interface where the change is being made is unaffected. However, an atomic update necessitates having enough available resources to store each updated ACL entry alongside all existing entries within the affected ACL. After the update completes, the additional resources utilized during the process are freed up.
 
   In case there are insufficient free resources, an error is generated and no changes are applied to the hardware tables. You also have the option to disable atomic programming and perform the update non-atomically. You can do this by using the command "no hardware access-list update atomic", as shown in Figure 45.
 
   When performing non-atomic programming, there will be a brief impact on the traffic, and by default, the affected traffic is dropped. However, this behavior can be changed by issuing the command "hardware access-list update default-result permit".
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   [bookmark: _Ref143692424]Figure 45 How to disable atomic update with Cisco Nexus 9000
 
   [bookmark: _Toc143870096]Cisco Nexus Dashboard Data Broker
 
   Cisco Nexus Dashboard Data Broker (NDDB) offers a straightforward, flexible, and cost-efficient solution for monitoring high-volume and mission-critical traffic. It replaces conventional, purpose-specific matrix switches by utilizing one or multiple Cisco Nexus 9000 series switches that can be interconnected to form a scalable network Test Access Port (TAP) and Cisco Switched Port Analyzer (SPAN) aggregation infrastructure, supporting data rates of 1, 10, 25/40, 100, and 400 Gbps.
 
   When deploying a Cisco Nexus 9000 as a NDDB switch, you must allocate the PACL TCAM region, which is not preallocated by default. To achieve this, you can deallocate resources from the ingress and egress RACL as well as Layer 3 QoS (Quality of Service). For a better understanding, see Figure 46, which illustrates an example of the ACL TCAM configuration for the NDDB switch.
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   [bookmark: _Ref143692457]Figure 46 Cisco Nexus Data Broker ACL TCAM configuration
 
   In scenarios where additional ACL filtering is expected with the NDDB switch, you can assign even greater TCAM entries to the 'ing-ifacl' region. Figure 47 demonstrates a 3K allocation to the 'ing-ifacl' region.
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   [bookmark: _Ref143692477]Figure 47 Cisco Nexus Data Broker ACL TCAM config for additional filtering
 
   [bookmark: _Toc143870097]ACL Label Sharing and VXLAN
 
   A label cannot be shared between a Layer 3 interface and an NVE interface even if the same policies are configured on them. Figure 48 illustrates the distinct label allocations for NVE and Layer 3 interfaces from the same slice.
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   [bookmark: _Ref143692502]Figure 48 Different label allocation for interface e6/1 and Nve1
 
   [bookmark: _Toc143870098]ACL TCAM Space Utilization with Object Groups
 
   Utilizing object groups does not result in a reduced TCAM space utilization. The extension of TCAM when using Object Groups in conjunction with ACLs depends on the number of lines present in each Object group. For a visual representation of this concept, see Figure 49, which illustrates the IPv4 RACL utilization with various object groups.
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   [bookmark: _Ref143692545]Figure 49 Object group impact on RACL TCAM utilization
 
   [bookmark: _Toc143870099]Logical Operators and Logical Operation Units (LOUs)
 
   IP ACL rules for TCP and UDP traffic can use logical operators to filter traffic based on port numbers in the ingress direction. Cisco Nexus 9000 stores operator-operand couples in registers called logical operator units (LOUs). Table 9 displays the LOU usage for each type of operator.
 
   [bookmark: _Ref143769660]Table 9 LOU usage for each type of operator
 
    
     
      
       
       	 LOU Operator
  
       	 Direction
  
      
 
      
      
       
       	 EQ (equal to)
  
       	 Is never stored in an LOU
  
      
 
       
       	 GT (greater than)
  
       	 Uses 1 LOU
  
      
 
       
       	 LT (less than)
  
       	 Uses 1 LOU
  
      
 
       
       	 NEG (not equal to)
  
       	 Uses 1 LOU
  
      
 
       
       	 Range
  
       	 Uses 1 LOU
  
      
 
      
    
 
   
 
    
 
   Within each CloudScale ASIC slice, there are a total of 15 LOU labels available, with 4 of them allocated for the default CoPP policy. Figure 50 exhibits the default LOU allocation for the NC9400-SW-GX2A model featuring the LS25600 GX2A ASIC.
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   [bookmark: _Ref143692573]Figure 50 The default LOU allocation for the NC9400-SW-GX2A
 
   The "ACE Expansion Threshold" plays a pivotal role in determining how ACEs utilizing Layer 4 operators such as "range", "gt", "lt", and "neq" are managed. There are two distinct methods by which software handles these Layer 4 operators. The first approach involves the allocation of L4op, a hardware resource, alongside programming the LOU register, which is another hardware resource. Alternatively, ACEs can be expanded into multiple "eq" entries, effectively utilizing multiple ACL TCAM entries. The command "global hardware access-list lou resource threshold" governs the decision between these two options for each ACE. The expansion threshold, a key factor in this decision-making process, governs when ACE expansion occurs. By default, the threshold is set at 5. When an ACE can be expanded into 5 or fewer ACL TCAM entries, no L4op is allocated. You must weigh the pros and cons of these approaches. While expansion conserves L4op resources, it does consume more TCAM entries. Additionally, the utilization of L4op and LOU is constrained by their respective limits which is 15 labels per slice. Figure 51 and Figure 52 provide an illustrative example of a straightforward ACE extension, showcasing the impact of modifying the default threshold.
 
   Starting from NX-OS 10.4(1)F, Layer 3 ePBR solutions will also support Layer 4 port operators such as port-range, "gt", "lt", and "neq". You can use these operators for selective redirection, load balancing, and service chaining based on the your specifications, aligning with the intended traffic filtering. Additionally, if you use ePBR you can modify the platform behavior for Layer 4 port operations by utilizing the "global hardware access-list lou resource threshold" command.
 
   [image: A screenshot of a computer programDescription automatically generated]
 
   [bookmark: _Ref143692612]Figure 51 ACE extension example with default threshold of 5
 
   [image: A screenshot of a computerDescription automatically generated]
 
   [bookmark: _Ref143692637]Figure 52 ACE extension example with modified threshold of 6
 
   [bookmark: _Toc143870100]Configuring Session Manager
 
   To ascertain the sufficiency of hardware resources (TCAM entries) prior to implementing an ACL or a QoS policy, employing a "Configuration Session" proves effective. During this process, users can set up ACLs and assign them to a designated interface. In instances where TCAM space is inadequate, the verification process will yield a failure. Referencing Figure 53 illustrates both a successful configuration session and an unsuccessful verification due to insufficient resources.
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   [bookmark: _Ref143692674]Figure 53 Configuration session examples
 
   [bookmark: _Toc143870101]Conclusion
 
   The Cisco Nexus 9000 platform switches incorporate Cisco's cutting edge CloudScale ASICs, which establish the benchmark for contemporary data center switching solutions. With simplified ACL TCAM regions and a versatile TCAM carving approach using multi-slice architecture, you can harness the full potential of classification table regions. This optimization strategy allows Nexus 9000 to leverage its TCAM space capabilities to the fullest, enabling you to achieve exceptional performance and efficiency in your data center operations.
 
   [bookmark: _Toc143870102]Additional Resources
 
   ●      Cisco Nexus 9500 Cloud Scale Line Cards and Fabric Modules White Paper
 
   ●      Cisco IP Fabric for Media White Paper
 
   ●      Flexible Forwarding Table on Nexus 9000
 
   ●      Layer 4 to Layer 7 Service Redirection with Enhanced Policy-Based Redirect White Paper
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N93320-GK28-1 (config)# interface ethernet 1/1 Normal RACL s applied
N93320-GK2B-1 (config-if) # ip access-gzoup NO_Object_group in

N9332D-GX2B-1(config-if) # show system internal access-list resource utilizatlo toel/1
[

INSTANCE 0x3

Two entries are utilized
ACL Hardware Resource Utilization (Mod 1)

Used  Frep &Rt Utilization

Ingress RACL ALL 4 1.56
Ingress RACL ALL IPvd 2 0.78
Ingress RACL ALL IPv6 0 0.00
Ingress RACL ALL MAC 0 0.00
Ingress RACL ALL ALL 2 0.78
Ingress RACL ALL OTHER 0 0.00

N9332D-GX2B-1(config) # interface ethernet 1/1
N9332D-GX2B-1(config=if)# ip access-group object_group_one in:
N9332D-GX2B-1(config-if)# show system internal access-list resoun
iy

INSTANCE 0x3

RACL with single object Group

ACL Hardware Resource Utilization (Mod 1)

Used  Free  Percent Utilization

Ingress RACL ALL 4 252 1.56
Ingress RACL ALL IPvd

Ingress RACL ALL IBv6
Ingress RACL ALL MAC
Ingress RACL ALL ALL 2
Ingress RACL ALL OTHER

Same utilization with normal
RACL
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N93320-GX2B-1 (config) # object-group ip address OG_test_destinanation
N93320-GX28-1 (conig~ipaddr-ogroup) # 60 host 172.19. 64104,
N93320-GX2B-1 (conig~ipaddr-ogroup) # exit
N93320-GX2B-1(config) # show system internal access-list resource utillTR

Adding one line in destination object
group increases the utilization by S lines

<anip>

INSTANCE 0x3

Twenty-six entries are utilized

ACL Hardvare Resource Utilization (Mod 1)

Tngress RACL ALL 2
Ingress RACL ALL Ipvi 26 10,15
Ingress RACL ALL IPv6 o 0.00
Ingress RACL ALL MAC o 0.00
Ingress RACL ALL ALL 2 0.78
Ingress RACL ALL OTHER o

Adding one line in destination object
group increases the utilization by 5 lines

N93320-GX2B-1(config) # object-group ip address OG_test_destinanation
N9332D-GX2B-1 (cont ig-ipaddr-ogroup) # 80 172.19.6:

N9332D-GX2B-1 (config-ipaddz-ogzoup) # END
N93320-GX2B-14 show system internal access-list resource utilizatio

<antp> Thirty-one entries are utilized

INSTANCE 0x3

ACL Hardvare Resource Utilization (Mod 1)

Percent Utilization

Tngress RACL ALL 33 12.89
Ingress RACL ALL IPvi 31 12,10
Ingress RACL ALL Ipvé o 0.00
Ingress RACL ALL MAC o 0.00

Ingress RACL ALL ALL 2 0.7
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N9332D-GX2B~1 (config) # interface e1/1
N9332D-GX2B-1(config-16)# ip access-group object_group_two in
N9332D-GX2B~1 (config-if)# show system internal access-list resourc
()

INSTANCE 0x3

RACLWith object groups including two
lines applied

ACL Hardware Resource Utilization (Mod 1)

Five entries are utilized

Tngress RACL ALL 7
Ingress RACL ALL IPvd 5

Ingress RACL ALL I2v6 o 0.00
Ingress RACL ALL MAC o 0.00
Ingress RACL ALL ALL 2 0.78
Ingress RACL ALL OTHER o 0.00

N9332D-GX2B-1(config)# int ethernet 1/1
N9332D-GX2B~1 (config-if)# ip access-group object_group_host in
N9332D-GX2B~1 (config-if)§ exit

N9332D-GX2B~1(config) # show system internal access-list resource utilization,

RACLWIth object groups including

lines applied
rwsTace 03

ACL Hardware Resource Utilization (Mod 1) Twenty-one entries are utilized

Ingress RACL ALL 23
Ingress RACL ALL IPvd 21 8.20
Ingress RACL ALL IBv6 o 0.00
Ingress RACL ALL MAC o 0.00
Ingress RACL ALL ALL 2 0.78
Ingress RACL ALL OTHER o 0.00
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NAT requires 512 entries

9300-FX3 (config) # hardware access-list tcam region nat 256
NAT TCAM region size should be multiple of 512 entries Error message to free up

needed TCAM bankis.

9300-FX3 (config) # hardware access-list tcam region nat 512
Aggregate TCAM region configuration exceeded the available Ingress TCAM space. Please re-configure.
9300-FX3 (config) # hardware access-list tcam region ing-racl 1792

Please save config and reload the system for the configuration to take effect De-aliocate the banks

from another region

9300-FX3 (config) # hardware access-list tcam region nat 512
Please save config and reload the system for the configuration to take effect

Message to remind a line

9300-FX3 (config) # copy running-config startup-config ‘card reload

(FEREREEREEREREREREIFEERERESRERIRREREREEE] 1008
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1PV RACL with L4 range

HCOHO0-5H-GIA (conELa)d e othesnet 6/1
NCOA00-SH-GX2A (contigHie)d 1p accass-group lourtest in

HCO400-SH-GK2A (contignif)§ show system interral scces

Liat resource utilizaion | begin INSTAICE

“After applying the RACLto the nterface,
TCAM utiizaton goes up by 3 entries.

s 0

AcL Hacavace Resassce Utilization (od 1)

Tngress RaCL ALL 1Eve B ol
ingress RACL ALL TPV La dst port o 000
Ingress RACL ALL 1C wtilzation goes up ¢ ol

o 0200

100 14 scc pore: - erERACE 11r + 0x1019
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i
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IvrReacE L1F : o019

“Tcam Label 2 resouzce usage:

110U (2 registers)
allocated
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NC9400-SH-GX2A (config) # show hardware access-list resource utilization | grep -1 lou

Loy 4 1 26.66
10U 14 src 2
10U 14 dst 2
Lou s 1 26.66

10U 14 sxc 2
10U 14 dst 2
Lou s 1 26.66

10U 14 src 2
10U 14 dst 2
Lou s 1 26.66

10U 14 src 2
10U 14 dst 2
Lou s 1 26.66

10U 14 src 2
10U 14 dst 2
Lou 4 1 26.66

10U L4 src 2
10U 14 dst 2
Lou s 1 26.66

10U 14 sxc 2
10U 14 dst 2™
Lou s 1 26.66

10U 14 sxc 2
10U 14 dst 2_J

NC9400-SH-GX2A (config) # show hardware access-list input ldops.

INSTANCE 0x0

Tcam Label 4 resource usage:
Lou usage:
Lou  sw_id

l40p bit  ref_count operation

oas) o o 3 src-port: RANGE (1024, 65535)
1(a8) 1 1 3 dest-port: RANGE(1024, 65535)
2(a8) 2 2 1 szc-port: INV_RANGE(67, 67)

3(a8) 3 3 1 dest-port: RANGE (33434, 33534)

L525600 GX2A ASIC comes.
with 8 slices whereas each slice
has 15 LOUS labels

Out of 15 LOUs labels on each slice, 4
LOUs are used by system. 2 LOUs are
allocated for L4 Source Ports and 2 LOUS
are allocated for L4 Destination ports.

System allocated LOUs by
default
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'NC9400-SH-GX2A# show run int e6/1
)
interface Ethernets/1
ipv6 traffic-filter IPV6 RACL in
ipv6 address 2001:abs::1/64
no shutdown

9400

-GK2A show system internal access-list resource utilization module 1 | begin "INSTANCE 0x3"

TNSTANCE 0x3

ACL Hardware Resource Utilization (Mod 1)

Used  Free  Percent Utilization
Current IPv6 RACL utilzation 5.

Trora maci AL Ton i sas
Ingress RACL ALL IPv4 o 0.00 over 52%

prscsechucdualioed 1 sicam Voditcationof deployed PG RACLATE
o H o 2 ystem needs and altional 1204 ACE
Ingress RACL ALL OTHER o 0.00 ‘entries, total of (1202+1202+2= 2406) for

atomic update and currently only 2304

entries are allocated for RACL
NC9400-SH-GX2A (config) # ipv6 access-list IPV6 RACL
NC9400-5H-GX2A (config-ipvé-acl) § 250 permit top 2001:0db8:8S ABETER03:2112: ¢ /64

Sufticiant fres entries aze not svailible in TOW bank

NCSAD0-SH-GXN (contLg-Pvo-ac) | 7o hardvare scoess-1ist pdate .;..:
HC3100-SH-GKA(conti3) I hardvare sccess-1ist update default-result permit

NCSAD0-5H-GHZA(conid)§ Lpvs accosa-1ist 17VE TACL

NCSAD0-SH-GXN (contig-ipvo-aciyt 350 parmit t5p 200

dbB:85a3: :/48 200

NC3400-SH-GK2A (config-ipv-acl)§ show system internal access-list resource utilization module 1
INSTANCE 0x3

ACL Hardware Resource Utilization (Mod 1)

RACL update works

Used  Free  Percent Utilization
Tngress RACL ALL 1206 1098 52.34

Ingress RACL ALL Ivd o 0.00 TCAM utilzation increases by 4

Ingress RACL ALL Ipve 1200 s52.25

Ingress RACL ALL MAC o 0.00

Ingress RACL ALL ALL 2 008

Ingress RACL ALL OTHER o 0.00
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NC9400-SW-GX2A (config) # interface ethernet 6/1
NC9400-SW-GX2A (config-if) # service-policy type qos input CS policy mo-stats >

No-stats isable

per VLAN statistics for
label sharing
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9300-EX (config)# show run

hardware
hardware
hardware
hardware
hardware
hardware
hardware

access-list
access-list
access-list
access-list
access-list
access-list
access-list

tcam
tcam
tcam
tcam
tcam
tcam
tcam

| inc
region
region
region
region
region
region
region

tcam
ing-racl 0
ing-12-gos 0

ing-13-vlan-qos 0
ing-12-span-filter 0
ing-13-span-filter 0

egr-racl 0
ing-ifacl 3072

More TCAM allocation

for Ing-ifacl region
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Deallocating from

9300-FX (config) # hardware access-list tcam region ing-racl 0
Please save config and reload the system for the configuration to

9300-FX (config) # hardware access-list tcam region ing-13-vlan-gos
Please save config and reload the system for the configuration to

9300-FX (config) # hardware access-list tcam region egr-racl 0
Please save config and reload the system for the configuration to

9300-FX (config) # hardware access-list tcam region ing-ifacl 1024
Please save config and reload the system for the configuration to

take

take

take

take

Ingress RACL
effect
Deallocating from
etfect Ingress 13 QoS
efrect

Ing-ifacl allocation
effect
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Interface E1/1 s from

N93320-GKZB-1# show interface hazdvare-mapPings h ">
e Slice 3

Name Ifindex Smod Unit HPort FPort NPort VPort Slice SPort Srcld Macld MacSP VIF Block BIKScID InFPort

Eth1/1  1a000000 1 0 120 255 O 3 o o 2 o 1 o o 1

N9332D-GX2B-1% show object-group Object Group with one line

Ipv4 address object-group OG_test_des_one

10 host. 172.19.64.168
Teva addrass objest-greup 0o test_das_tuo . ) .

zese onlect gronp o0 Object Group with two lines

20 host 172.19.64.168

IPvé address object-group 0G_test_destinanation.
10 host 172.19.64.166
20 host 172.19.64.168
30 host 172.19.64.174
10 host 172.19.64.226
50 host 172.19.64.237

Ipv4 address object-group OG_test_sou_one
10 host 172.19.64.146

IPvé address object-group 0G_test_sou_two
10 host 172.19.64.146
20 host 172.19.64.168

Ipv4 address object-group OG_test_source
10 host 172.19.64.146
20 host 172.19.64.109
30 host 172.19.64.246

40 host 172.15.64.215 — - -
50 host 172.19.64.218 Single Line ACL with no Object Group

TP access 1ist No_Object_group
10 permit ip any 142.226.252.16/28
1P access list object_group host
10 pernit ip addrgroup 0G_test_source addrgroup 0G_test_destinanation
Ip access list object_group_one
10 pernit ip addrgroup 0G_test_sou_one addrgroup 0G_test_des_one
Ip access list object_group_two
10 pernit ip addrgroup 0G_test_sou_two addrgroup 0G_test_des_two

Object Group with five lines
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NC9400-SH-GX2A (config) # sh run int nve 1 Interface E6/1 is from
=] Slice 3

interface nvel
no shutdown
host-reachability protocol bgp
source-interface loopbackd
global suppress-arp
global ingress-replication protocol bgp
member vni 10037
service-policy type qos input CS_policy no-stats

Same L3 QoS Applied to
£6/1 and NVEL

NC9400-SH-GX2A (config) # sh run int e6/1
i)
interface Ethernet6/1
sexvice-policy type qos input CS_policy
no shutdown

NC9400-SH-GX2A (config) # show system internal access-list interface nve 1 input entries | beg "INSTANCE 0x3"
INSTANCE 0x3

INTERFACE LIF : 0x1038
Tcam Label 2 resource usage

== Label n

1BL B = Ox4
Bank 0
IPv4 Class
Policies: L3 QoS (vxlan-acl-plcy) [Merged]
DCHAL ACL handle: OxSc

Entries:
17 18 19 20 21
22 23 21 25

NC9400-SH-GX2A (config) # show system internal access-list interface ethernet 6/1 input entries | beg "INSTANCE 0x3"
INSTANCE 0x3

INTERFACE LIF : 0x1010
Tcam Label 2 resource usage

== Label

IPv4 Class
Policies: L3 QoS() [Merged)
DCHAL ACL handle: Oxde

Entries:
1 2 3 4 s
6 7 16

fi=d)
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Two NAT TCAM entries
are used for ‘inside local’
and ‘inside global’
addresses

NAT TCAM Region NAT Rewrite Table

Slice

NAT TCAM Table size is

configured with ‘hardware
access-ist tcam region nat’ "NAT Rewrite Table size is 2048 for
command 9300-EX/FX/FX2/9300C or 4096 for

9300-FX3/GX/GX2A/GX28/H2R/HL
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9300-GX# sh run | in tcam
hardware access-list tcam region ing-racl 1280 Not the default config
hardware access-list tcam region nat 512
9300-GX(config) # ip nat inside source static 10.2.2.2 10.3.3.3 add-route

Tic NAT with inside Source
9300-GX (config) # show hardware access-list resource entries | inc INSTANC|NA interface

INSTANCE 0x0
NAT 0 512 0.00
NAT Rewrite Table o 4096 0.00
TCP Aware NAT

9300-GX (config) # interface el/1

9300-GX (config-if) # ip nat inside
9300-GX (config-if) # interface el/3
9300-GX (config-if) # ip nat outside

Static NAT will allocate 2 TCAM
and 1 ‘NAT Rewrite Table entries.

9300-GX (config-if) # show hardware access-list resource entries | inc INST
INSTANCE 0x0
NAT 2 510 0.39
NAT Rewrite Table 1 4095 0.02
TCP Avare NAT 0 0 0.00
i)
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9300-FX3 (config) # show system internal access-list globals

INSTANCE 0 TCAM Region Informatio

Ingress
Region TID Base size

Ingress RACL ALL 7 0 2304

Ingress PQOS 15 0 256

Ingress L3Q0S ALL 22 0 512

Ingress SUP 23 0 512

Ingress MAC SPAN 25 0 256

Ingress SPAN 28 0 512

Ingress Vlan SPAN 29 0 256

Ingress Netflow/Analytics 31 0 512

Total configured tcam size: 5120
Remaining free size: 0
Egress:

Region TID Base size
Egress RACL ALL 42 0 1792
Egress SUP ALL 62 0 256

Total configured tcam size: 2048
Remaining free size: 0






image056.png
NC9400-SW-GX2A# configure session ACL_tcp_in
Config Session started, Session ID is 1

Enter configuration commands, one per line. End with CNTL/Z

NC9400-SW-GX2A (config-s) # ip access-list ACLL
NC9400-SH-GX2A (config-s-acl) # permit tcp any any

NC9400-SW-GX2A (config-s-acl) # interface e6/1

NC9400-SH-GX2A (config-s-if) # ip access-group ACLl in
NC9400-SW-GX2A (config-s-if) # exit

NC9400-SW-GX2A (config-s) § verify Verification is
Verification Successful successful
NC9400-SH-GX2A (config-s) # commit -

Verification successful...
Proceeding to apply configuration. This might CA
buffer.
Please avoid other configuration changes during this time.
Commit Successful

IPv4 RACL is
configured under E6/1

e_depending on amount of configuration in

Configuration
is applied

NC9400-SW-GX2A# configure session ACL_ipvé_in
Config Session started, Session ID is 1
Enter configuration commands, one per line. End with CNTL/Z.
NC9400-SW-GX2A (config-s) # interface e6/2

NC9400-SW-GX2A (config-s-if) # ipvé traffic-filter IPV6 RACL in
NC9400-SW-GX2A (config-s-if) # exit
NC9400-SW-GX2A (config-s) # verify

Failed to complete Verification: Sufficient fr
NC9400-SW-GX2A (config-s) # abort
NC9400-SW-GX2A#
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9300-FX3 (config) # show hardware access-list tcam region | inc Netflow
Ingress Netflow/Analytics [ing-netflow] size = 512 Software View

9300-FX3 (config) # show system internal access-list globals | inc Netflow
[.]

Region TID Base size Width

Ingress Netflow/Analytics 31 0 512 1
Hardware
View

9300-FX3 (config) # hardware access-list tcam region nat 512
Please save config and reload the system for the configuration to take effect

9300-FX3 (config) # show hardware access-list tcam region | inc NAT
NAT ACL[nat] size = 512 Software View
TCP NAT ACL[tcp-nat] size = 0

MCAST NAT ACL[mcast-nat] size = 0

9300-FX3 (config) # show system internal access-list globals | in NAT Hardware still

9300-FX3 (config) # has no NAT entry
before the reload
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NC9400-SH-GX2A (config) ¢ hardware acces
This operation may take some time to complete

NC9400-SH-GX2A (config) # show system internal access-list resource utilization
INSTANCE 0x3

ACL Hardware Resource Utilization (Mod 1)

Ingress RACL ALL

RACL ALL IPva
RACL ALL IPV6
RACL ALL MAC
RACL ALL ALL
RACL ALL OTHER

Ingress
Ingress
Ingress
Ingress
Ingress
(i)

Lov .
LOU L4 src port:

LoU L4 dst port

1 26.66.

NC9400-SH-GX2A (config) # show hardware access-list input entries
€
VDC-1 Ethernet6/1 :
INSTANCE 0x3
INTERFACE LIF : 0x1019
Tcam Label 2 resource usage:
LBL B = 0x2
Bank 0

1Pv4 Class 8 TCAM entries are

Policies: RACL(lou-test) [Merged] utilized

DCHAL ACL handle: Oxda

Entries:

[Index] Entry [stats]

[0x0000:0x0002] permit tcp 0.0.0.0/0 0.0.0.0/0 fragment routeable Oxl [0]
[0x0001:0x0003] permit tcp 0.0.0.0/0 0.0.0.0/0 range 32768 49151 routeable Ox1 (0]
[0x0002:0x0004] permit tcp 0.0.0.0/0 0.0.0.0/0 range 16384 32767 routeable 0x1 [0]
[0x0003:0x0005] permit tcp 0.0.0.0/0 0.0.0.0/0 range 8192 16383 routeable 0x1 (0]
[0x0004:0x0006] permit tcp 0.0.0.0/0 0.0.0.0/0 range 4096 8191 routeable Ox1 (0]
[0x0005:0x0007] permit tcp 0.0.0.0/0 0.0.0.0/0 range 2048 4095 routeable Ox1 [0]
[0x0006:0x0008] permit tcp 0.0.0.0/0 0.0.0.0/0 range 1024 2047 routeable Ox1 (0]
[0x0007:0x0009] deny ip 0.0.0.0/0 0.0.0.0/0 routeable Oxl (0]

1list lou resource threshold 6

threshold increased to

from default 5
| begin "INSTANG

Ussd  Fres  Percent Urilization
0 2 o3

0 8 TCAM entries are utilizeD
0 0.00

2 ol0s

0 000

2

2
No LOU Label is allocated >
detail
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9300-FX3# reload
This command will reboot the system. (y/n)? ([n] y.
[
9300-FX3# sh system internal access-list globals

Reload is required after
“TCAM modification

INSTANCE 0 TCAM Region Information:

Ingress:

Region TID Base size Width
Ingress RACL ALL 7 [ 2304 1
Ingress VACL ALL 1 [ 256
Ingress PQOS 15 [ 256
Ingress L3Q0S ALL 22 [ 512 1 oth Ingress and Egress
Ingress SUP 23 ) 512 1 VACL regions are
Ingress SPAN 28 [ 512 1 ‘modified
Ingress Vlan SEAN 29 0 256 1
Ingress Netflow/Analytics 31 0 512 1

Total configured tcam size: 5120
Remaining free size: 0

Egress

Region TID Base size Width

Egress RACL ALL 42 [ 1536 1
Egress VACL ALL 6 [ 256
Egress SUP ALL 62 0 256

Both Ingress and Egress

Total configured team size " °
2 VACL regions are modified

Remaining free size: 0
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9300-FX3 (config)# sh run | in tcam 256 Ent "
e . ies are available
hardware access-list tcam region ing-12-span-filter 0 ‘o Ingress
9300-FX3 (config) # hardware access-list tcam region vacl 256
Aggregate TCAM region configuration exceeded the available Egress TCAM space. Please re-configure.

Please save config and reload the system for the configuration to take effect. enough TCAM space in
Ingress for VACL

9300-FX3 (config) # copy running-config startup-config
(HERRERREEERERERRREEERERERERERERREEIRERE] 1008
Copy complete, now saving to disk (please wait)...
Copy complete.
9300-FX3 (config) # show hardware access-list tcam region | exclude " 0"
VACL [vacl] size = 256
Ingress RACL [ing-racl] size = 2304
Ingress 12 Q0S [ing-12-gos] size = 256
Ingress L3/VLAN QOS [ing-13-vlan-qos] size = 512
Ingress SUP [ing-sup] size =
Ingress L3 SPAN filter [ing-13-span-filter] size = 256
span [span] size = 512
Egress RACL [egr-racl] size = 1536
Egress SUP [egr-sup] size = 256
Ingress Netflow/Analytics [ing-netflow] size = 512

Ingress and Egress VACL
regions
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10 permit tcp any any range 1024 49151

NC9400-SH-GX2A (conig) # int ethernet 6/1
NC9400-SH-GX2A (con£ig-1f) # ip access-group lou-test in

NC9400-SH-GX2A (config-if) # show system internal access-list resource utilization | begin "INSTANCE Ox3"
INSTANCE 0x3

ACL Hardware Resource Utilization (Mod 1)

Used  Free  Percent Utilization

Ingress RACL ALL
Ingress RACL ALL IBvd
Ingress RACL ALL IPv6
Ingress RACL ALL MAC
Ingress RACL ALL ALL
Ingress RACL ALL OTHER

2299
3 entries are utilized in TCAM

NC9400-SH-GX2A (config) # show hardware access-list input entries detail
[
INSTANCE 0x3

INTERFACE LIF : 0x1019
Team Label 2 resource usage:

LBL B = 0x2
Bank 0

Three entries for fragment, range
and Implict deny

Ipvs Class
Policies: RACL(lou-test) [Merged)
DCHAL ACL handle: Oxda
Entries:

[Index) Entry [stats)

[0x0000:0x0002] permit tcp 0.0.0.0/0 0.0.0.0/0 fragment routeable Oxl (0]
[0x0001:0x0003] permit tcp 0.0.0.0/0 0.0.0.0/0 range 1024 49151  routeable Ox1 (0]
[0x0002:0x0004] deny ip 0.0.0.0/0 0.0.0.0/0 routeable 0x1 (0]
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N9332D-GX2B~1(config) # show system internal access-list resource utilization module 1 | inc "Ingress RACL ALL IPvA"

Ingress RACL ALL IPvd ) 0.00
Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd o 0.00

N9332D-GX2B~1(config) # show ip access-lists CloudScale
for INSTANCE 3

where e1/1is

IP access list Cloudscale
10 permit ip 10.1.1.1/32 10.2.2.2/32
N9332D-GX2B~1(config) # show ip access-lists CloudScale2

‘Access List CloudScale
has only one ACE where
as CloudScale2 has two
12 access list Cloudscale2

10 pernit ip 10.1.1.1/32 10.2.2.2/32

20 pernit ip 10.3.3.3/32 10.4.4.4/23
N9332D-GX2B-1(config) # interface ethernet 1/1
N9332D-GX2B-1(config-if)# ip access-group CloudScale in
N9332D-GX2B-1(config-1£)# show system internal access-list resource utilization module 1 | inc "Ingress RACL ALL IPvi"

Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd 0 0.00
Ingress RACL ALL Ipvd 0 0.00
Ingress RACL ALL Ipvd 2 0.08

Wo entries for single Ace and
N9332D-GX2B-1 (config-if) # no ip access-group CloudScale in Implicit deny
N9332D-GX2B-1(config-if) # ip access-group CloudScale2 in

N9332D-GX2B-1(config-if)# show system internal access-list resource utilization module 1 | inc "Ingress RACL ALL IPvi"

Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd o 0.00
Ingress RACL ALL IPvd 3 1

Three entries for two Ace and

S Impiicit deny
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9300-GX (config) # show running-config | i tcam

9300-GX (config) # interface el/1 Configuration will get rejected with no
9300-GX (config-if) # ip nat inside TcAM allocation for a given feature
Error: Nat tcam not carved.

9300-GX (config) # hardware access-list tcam region nat 512
Aggregate TCAM region configuration exceeded the available Ingress TCAM space. Please re-configure.

9300-GX (config) # hardware access-list tcam region ing-racl 1280 Deallocation from RACL

Please save config and reload the system for the configuration to take effect

9300-GX (config) # hardware access-list tcam region nat 512
Please save config and reload the system for the configuration to take effect

9300-GX (config) # copy running-config startup-config
[FEREEERREEERERRERERREERERRERERRERIREREE) 1008
Copy complete, now saving to disk (please wait)...
Copy complete.

9300-GX (config) # reload

This command will reboot the system. (y/m)? [n] y
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NC9400-5H-GK2A (conig) # show system internal access-1ist resource utilization module 1 | in " Ingress RACL ALL IPV6"

Tngress RACL ALL TPV 0.00
Tngress RACL ALL TPV 0.00
Ingress RACL ALL TPV 0.00
Ingress RACL ALL IPV6 0.00

Ingress RACL ALL 1pv6 0.00 No Ipvé RACL
Ingress RACL ALL 1pv6 0.00
Ingress RACL ALL 1pv6 o Applied to any siice

0.00

Tngress RACL ALL TPV

NC9400-5H-GK2A (config) # sh ipvé access-list CloudscaleS

Single Line Ipvé RACL wil

12v6 access list Cloudscales ko4 ALE oniries

10 pernit top 2001:db8:85a3

/48 2001:db8:0e03:2112::/64

NC9400-5H-GK2A (config) # int e6/2
NC9400-SH-GK2A (config-if) # 1pvé traffic-filter CloudScaleS in

NC9400-5H-GK2A (config-1£) # show system internal access-list resource utilization module 1 | in " Ingress RACL ALL IPVE" | exclude "0.00"
Tngress RACL ALL TPV 4 0.17

NC9400-SH-GK2A (coneig) § sh ipv6 access-list Cloudscales
7 o 4 Entries for 1 nes (1+1)x2

T2v6 access list Cloudscales
10 pernit top 2001:db8;
20 pernit udp 2001:db8:
30 pernit top 2001:db8:
40 pernit udp 2001:dbs;

503
503
962
982,

10 Entries for 4 lines (4+1)x2
HC400-5h-G12A (conia)  Sat. e6/2

NCH400-SH-GX2A (con€ig=3)# no ipvé txatfic-filter ClovdScales in
HC3400-5H-GX2A (config-i6)# ipv6 Crateic-tilter Clowdscales in
HC400-5H-GK2A (conig-i)# show syatem internal access-list resouce u
Tngress RACL ALL 1v6 9

BTTe 1 | in " Ingress RACL AL TPVE" | exclude "0.00%
.43
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//(‘Wmnﬁg ‘with NAT TCAM space
NC9400-SH-GX2A (config) # sh run nat allocated.

[
feature nat

ip nat inside source static 10.2.2.2 10.3.3.3 add-route
interface Ethernet6/1
ip nat inside

interface Ethernet6/2
ip nat outside

NC9400-SH-GX2A (config) # sh run | i tcam Removing NAT TCAM allocation

hardware access-list tcam region ing-racl 1280
hardware access-list tcam region nat 512

NC9400-SH-GX2A (config) # no hardware access-list tcam region nat 512
Please save config and reload the system for the configuration to take effect

NC9400-SH-GX2A (config) # copy running-config startup-config
[EFREERREEREERRRERRRERRERERERREERRAERERES) 1008

Copy complete, now saving to disk (please wait)...

Copy complete.

NC9400-SH-GX2A (config) # reload

This command will reboot the system. (y/m)? ([n] y

NC9400-SH-GX2A# sh run nat
i
feature nat

ATter reload, interface NAT config
is removed

ip nat inside source static 10.2.2.2 10.3.3.3 add-route
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Single Slice for 9300-FX
and 9300-P3

Taoomriat show spvien rcereni| ase-iine sioeats 1 ine seE

how systen internal access-iist
TusTANCE 0 TCRM Ragion incormat:
MSTANCE 1 ToAN Ragion Tnformation.

ch 6788TC-FX Line card s
2K ASICs, where each FX ASIC
comes with single Slice.

Each 9732C/9736C-FX Line card
has 4 ASICs, where each FX

ASIC comes with single Slce

LS1800FX/FX3

X9700-£X modular linecards; S300-FX/FX3 TORs
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axboas 0 ST Tt

THSTANCE 1 oM Region Intormation:
usTANCE 2 oM Region Information:
TUSTANCE 3 TOMN Ragion Information:

‘TUsTANCE 0 oMM Ragion Information:
DiSTANCE 2 TOM Region Intormation:
THSTANCE 3 TOM Ragion Incormation:
IUSTANCE ¢ TONN Ragion Intormation:
TUSTANCE § oM Ragion Information:
TUSTANCE 7 oMM Region Information:

Each 97160 LC has 2 GXASICs
with four sices each

56400/ LS6400GX
LS12800GX2B/ LS12800H2R

X9700-GX modular inecard; $300-GX/GX28/H2R TORs
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Two slices for 9300-EX and
9300-X2 and 9300-H1

X97160YC-EX
Line card has 2 ASICs, where each EX
IC comes with single two i

Each 9732C/9736C-EX LC has 4
EXASIC with two slices each

LS1800EX/LS3600FX2/
LS6400H1
X6700.6X modular inecards, 9300-£X/FX2/H1 TORS
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hardware access-list toan region mcast-nat S12
mcast-nat region
allocation

Toopback 0 configured.
as the NAT source.

ip lgmp static-ott 225.1.1.1

1p xoute 30.1.1.0/24 10.1.1.1
ip pin som range 232.0.0.0/6

ip servica-reflect source-intarace loopbackd

» Lngress 235.1.1:0/2¢

ip service-raflect destination 235.1.1.1 fo 234.1.1.1 mask-len 32 soucce 30.1.1.70 to 20.1.1.70 mask-len 32

1p xoute 30.1.1.0/24 10.1.1.1
1p pin ssm range 232.0.0.0/8

ip service-reflect mod agress 225.1.1.0/2¢
ip service-reflect destination 225111 to 224.1.1.1 mask-len 32 source 30.1.1.1 o 20.1.1.1 mask-len 32 static-oif port-channeldd

ip sarvice-raflect destination 225.1.1.1 to 224.1.1.100 mask-len 32 source 30.1.1.1 to 30.1.1.100 mask-Len 32 static-olf port-channeld0
1p service-reflect destinacion 225111 1 to 22411.1.101 mask-len 32 source 30,1111 to 20.11.101 mask-len 32 static-oif port-channeld0
ip sarvice-raflect destination 235.1.1.1 to 2341.1.1 mask-len 32 soucce 30.1.1.70 to 20.1.1.70 mask-len 32

milticast service-reflect interface all map interface Etherneti/21

intortace Ethernet1/21
3ink doopback
no” shocaoun

intertace Ehernet1/21.1
encapautation dotia 10
o shotdoun

intortace Ethernet1/21.2
encapsutation dotiq 20
2o shotdoun

intertace Sthernec1/21.3
encapautation dotia 30
o shotdoun

intortace Ethernet1/21.4
encapsulation dotiq 40
26 shotdoun

Outside NAT Config
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9300-GX (contig) # sh run nat
o I, Static Twice NAT

ip nat inside source static 10.1.1.1 10.22.22.22 growp 4 add-route

ip nat outside source static 10.6.6.6 10.5.5.5 group 4 add-route

interface Ethernetl/1
ip nat inside

TFull and 2 Half NAT translation
table entries are created

interface Ethernetl/3
ip nat outside

S2-SPINE-1-DDD3GRU33 (config)# show ip mat translations

Pro Inside global Inside local Outside local Outside global
any 10.5.5.5 10.6.6.6

any 10.22.22.22 0.1.1.1 -

any 10.22.22.22 10.1.1.1 10.5.5.5 10.6.6.6

6 entries out of 512
configured NAT TCAM
region s utilized

S2-SPINE-1-DDDIERUI3 (config)# show hardware access-list resource entries | inc INSTANCIN
INSTANCE 0x0

NAT ¢
NAT Rewrite Table s 001 0.12
TCP Aware NAT o ) 0.00
INSTANCE Ox1

NAT 6 506 1.17
NAT Rewrite Table 5 091 0.12
TCP Aware NAT o 0 0.00
INSTANCE 0x2

NAT 6 506 1.17
NAT Rewrite Table 1001 0.12
TCP Aware NAT ) 0.00
INSTANCE 0x3

NAT 6 506 1.17
NAT Rewrite Table s 001 0.12
IC2 Aware NAT o ) 0.00

6 NAT TCAM and 5 ‘NAT Rewrite

Table' entries are used on all Slices
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NC3400-SW-GX2A# show hardware access-list tcam region
Ingress L2 SPAN filter [ing-12-span-filter] size
Tngress L3 SPAN filter [ing-13-span-filter] size

span [span] size

| in SeAN|span

256
256
512

Default SPAN region
allocated

interface Ethernet6/3
switchport
switchport monitor
no shutdown

monitor session 1
source interface Ethernet6/3 rx
destination interface Ethernet6/d
f£ilter vian 10

no st S

No need for ‘ing-12-span-
fiter” or “ing-13-span-fiter”

NC9400-SH-GX2A (config) # sh monitor session 1

session 1
type : local
state :up
acl-name acl-name not gpecified
source intf

x Eth6/3

tx

both

source VLANS

Only one of ACLIVLAN filter

tx g supported in a session
both

f£ilter VIANS 10

source fwd drops

destination ports : Eth6/4

source VSANs
I
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NC9400-SW-GX2A (config) # hardware access-list tcam region ing-sup O
Ingress SUP TCAM region size can't be less than 512

NC9400-SW-GX2A (config) # hardware access-list tcam region egr-sup 0
Egress SUP TCAM region size should be 256
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NC9400-SW-GX2A (config) # hardware access-list
Please save config and reload the system for

NC9400-SW-GX2A (config) ¢ hardware access-list
Please save config and reload the system for

NC9400-SW-GX2A (config) ¢ hardware access-list
Please save config and reload the system for

Deallocating from
Ingress RACL.

Deallocating from
Ingress L3 QoS
tean region ing-nbm 1536 Ing-nbm allocation
the configuration to take effect

tcam region ing-racl 256
the configuration to take effect

tcam region ing-13-vlan-qos 256
the configuration to take effect
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NC9400-SH-GKZA# show hardware access-list tcam region | in SPAN|span
Ingress 12 SPAN filter [ing-12-span-filter] size = 256
Tngress L3 SPAN filter [ing-l3-span-filter] size = 256

span (span] size = 512

teris applied on
Layer 2 switchport

interface Ethornet6/3
switchport
switchport mode Cr®
no shutdown

ing-12-span-iter”is
needed

ip access-1ist match 11
10 permit ip 10.11711.11 0.255.255.255 any

No need for "vacr when “ing:
12-span-fiter is allocated

Vian access-nap span_filter 5
mateh ip address maten 11
action forvard

monitor session 1
filter access-group span_filter
source interface Etherneté/3 rx
destination interface Bthernet6/2
no shut

NC9400-5#-GK2A (config-monitor) # sh monitor session 1
session 1

type Local
state v
acl-nane span_tilter (Rx only)
source intf

x Eehe/3

tx

both

>

source VLANs ‘Only one of ACL/ VI
x supported n a session
ex
both

£ilter viaNs
source fud drops
destination ports
source VSANs

£ilter not specifis

Bth6/2
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Ingress Slice 2

Egress Slice 2

Slice
Interconnect
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9300-FX (config) # hardware forwarding ip statistics
9300-FX (config) # hardware access-list tcam region ing-racl 512
Please save config and reload the system for the configuration to take effect,

9300-FX (config) # hardware access-list tcam region egr-racl 512
Please save config and reload the system for the configuration to take effect

9300-FX (config) § hardware access-list tcam region ing-cntacl 512

Warning: Please save config and reload the system for the configuration to take effect

9300-FX (config) § hardware access-list tcam region egr-cntacl 512

Warning: Please save config and reload the system for the configuration to take effect

9300-FX (config) # copy running-config startup-config
(HEEREEEERRREREREREERREERERREEREREERREREE) 1008
Copy complete, now saving to disk (please wait)...
Copy complete.

9300-FX (config) # reload

This command will reboot the system. (y/m? ([n]

De-allocate From Ingress

and Egress RACL

Allocate o Ingress and
Egress CNTACL
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HCO400-5H-GX2A (contig-1£)# show run int e6/1- Tnterface E6/1 and £6/2 HC3400-5H-GX2A (contig) b show system internal ac:

are from Slce 3 e-1 Eeernere/s

intortace Ethernets/:
Lpve. adacess 2001 b :1/64
no ipue redizects.

msmancs 0

intortace Eenernere/2 “Tcam Label 2 resouzce usage:

o oo Sovsne:1/64
o2 = Label

20" ipué redizects “Adding 13008 and FACL
S under both ntrfaces
HEOOD-IH-OA (contiond i a6/1-2

v class
HC3400-54-GXEA (confia-£-range)  service-policy type qos imput Ca_Peldey no-stats Folicies: RACLURVERACL) (Mexged]
NC3A00-SH-GXIR (conia-LE-rangel Lpv6 Lratéic-filtar TIVERAEL in DOBAL AL handla: O34
C3A00-SH-GH2A (contig-LE-range) b oxit 57 toum sntrins

Ttlization for Pv6 RACL
over 57%of available RACL
Space

=

53 gos) (Herged)

19v6 Class
Policies: 13 050 Herged)
b o tean antries
Trgzess RACL ALL Trvd o o 0 14 protocol cam entetes
Tngress RACL ALL TEve 11 5 0 nac'atype/proto can entries
Ingress RACL ALL AC o o 3 Tous
Tngress RACL ALL OTHER i o 0 aaiacency entrios
o
Tngress 13005 AL 15 utization PO V-1 Eeharnats/2
Tnaess 13008 AL 1eve SmallL3 QoS utizatior b
Ingess 13005 ALL TEv6 i

Ingress 13005 ALL WAC o

Ingress 13008 ALL AL 20 ¥
Ingess 13008 ALL OTHER Remoring oS o X TrEReace L1F + oxion
from e6/2 on “Team Labal 2 resoure usa
NC3A00-SH-X2A (contig-LE) 0 ine a6/2

HCO400-5H-GK2A (contig-L) | o sexvice-policy ype qos input. CS_policy no-stats
nable o pacform the action doe to inceepatibiiity: Modals 1 ratarned status “Sutficient free entries are 5

ot avaiiabla in TCN banke
RACL and QoS Conlig is not matching,
System trying to create a new labe for IPv6 RACL.
only where there is not enough TCAM space
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1p ace
10 pernit ip 192.1
20 permit ip 192.1

1ist 1p-1tst-1

Label
456 accoss-list ac1-120
10 pernic cop 2001 ane
20 pornit udp 2001

£/48 2001 :absba0:2112::/64
001 b8 03121121 1/64.

mac accoss-list aci-mac-01
10" parnit. 0060.4£00.0000 0000.00€¢. £££¢ any 0x806

1p accoss-list tp-lise-t
10 pernic ip 192.168.2.0/24 any
20 pornit 1p 192/168.2.0/24 any

196 aceoss-iist aci-i20
10 panie top 2001:ane:
20 pornit udp 2001146

Label

interface Ethernet6/1

: Label interface Bthernet6/1 Label
o switchport
switchport mode trunk 1] Ethe/1 S e (s — Ethé/1]
{p port sccess-group sp-list-1 in Ml — ericeigostlsoancnn UM
pv6 port trsttic-ilter acl-120 in ipve port traffie-filter agl-120 in
WAC POrt AcCess—group acl-mac: mac port access-group acl-mac-01
interface Ethernet6/1 .
interface Ethernet6/1
Lo SN Label switchport et
T e switchport mode trunk
ip port access-group ip-list-1 in [ Ethe/2 T evecgemn ip-tist-1 in [ — Eth62
ipv6 port traffic-ilter acl-120 in Ml — ¥ B e e
mac port access-group acl-mac-01 B0
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9300-FX2 (config) # hardware access-list tcam label ?
egr-12-qos Egress L2 qos region

ing-ifacl  Ingress PACL region
ing-qos Ingress QOS and L3 QOS region
ing-racl  Ingress RACL region

9300-FX2 (config) # hardware access-list tcam label in
Warning: This knob increases the INGR-RACL BD-Label
configuration to take effect

9 Bits will provide 510
labels (512- 2 reserved)

ize to 512. Please save config and reload the system for the

NC9400-SW-GX2A (config) # hardware access-list tcam label ing-racl 9

Enabling tcam label ing-racl is not supported on this platform

NC9400-SW-GX2A# show hardware access-list resource utilization

-]

INSTANCE 0x0

(=i
Label B is used
Label LBL A, for ing-racl
Label LBL B,
Label LBL F,
Label LBL G,
Label LBL I,
Label LBL J,
Label LBL K,
Label LBL L,
Label LBL N,
Label LBL Q,

cococorocoomo

Default Bit size is
9 by default for
9300-GX2A

510 labels
available for Ing-
racl by default

30 0.00
509 0.19
31 0.00
63 0.00
254 0.00
62 1.58
31 0.00
31 0.00
31 0.00
31 0.00
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NC9400-SH-GX2A# show run | in tcam
hardvare access-list tcam region ing-12-span-filter 0
hardware access-list tcam region ing-13-span-filter 0
hardware access-list tcam region ing-ifacl 512

Allocated none-default
region for PACL

NC9400-SH-GX2A (config) # show run int e6/1-2
)
interface Ethernet6/1

switchport

switchport mode trunk

no shutdown

interface Ethernet6/2
switchport
switchport mode trunk
no shutdown

Port E6/1 and E6/2
are from Slice 3

NC9400-SH-GX2A (config) # show interface hardware-mappings
]

Name. Ifindex Smod Unit HPort FPort NPort VPort Slice $7 «rcld Macld MacSP VIF Block BIKSrcID InFPort

]
Eth6/1  1a00a000 1 0 136 255 320 -1 3% 16 32 28 o 129 0 3 81
Etn6/2  1a00a200 1 O 138 255 324 -1 3 18 36 28 4 133 0 36 82

NC9400-SW-GX2A (config) # show system internal access-list resource utilization module 1

INSTANCE 0x3

With No PACL applied to the
interfaces TCAM utilization is zero

ACL Hardware Resource Utilization (Mod 1)

Useq e Percent Utilization

Ingress PACL ALL 2 510 0.39
Ingress PACL ALL IPvd o 0.00
Ingress PACL ALL IPV6 0 0.00
Ingress PACL ALL MAC 0 0.00
Ingress PACL ALL ALL 2 0.39
Ingress PACL ALL OTHER 0 0.00
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ip access-1ist ip-list-l
10 parai. ip 192.168.2.0/25 any
20 parnic 1p 192.168.2.0/24 any
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Label
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