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Introduction
This document describes how to upgrade Cisco Unified Communications Manager/Cisco Unity

Connection/Cisco Unified Presence Server (CUCM/CUC/CUPS) with Prime Collaboration Deployment
(PCD).

Prerequisites

Requirements

There are no specific requirements for this document.

Components Used
The information in this document is based on these software and hardware versions:

* CUCM Release 10.0
* PCD Release 10.5

The information in this document was created from the devices in a specific lab environment. All of the

devices used in this document started with a cleared (default) configuration. If your network is live, make sui

that you understand the potential impact.

Background Information

Cisco PCD is an application designed to assist in the management of Unified Communications applications.

allows the user to perform tasks such as migration of older software versions of clusters to new virtual

machines, fresh installs, and upgrades on current clusters.In summary automates upgrade and migration ta:

This document is focused on the upgrade task on PCD Release 10.5.



Supported Releases for the Upgrade Task on PCD Version 10.5
These include releases for the upgrade task on the Upgrade Application Server or Install COP files:

« Cisco Unified CM Releases Supported: 8.6(1-2), 9.0.(1), 9.1(1), 9.1(2), 10.x
« Cisco Unified Presence (CUP) Releases Supported: 8.6(3), 8.6(4), 8.6(5)
« Cisco Unified CM - IM and Presence Releases Supported: 9.0(1), 9.1(1), 10.x
« Cisco Unified Contact Center Express Releases Supported: 9.0(2), 10.x
« Cisco Unity Connection Releases Supported:
¢ From 8.6(x) to 8.6(x)
¢ From 8.6(x) to 9.x
¢ From 9.x to 9.x
¢ From 10.0(1) to 10.x

Configure

Complete these steps in order to configure your server:

1. In order for the application servers in the cluster to be upgraded, ensure that the Platform
Administrative Web Service (Release 9.x or later) or Platform Simple Object Access Protocol
(SOAP) Services (Release 8.6) runs on that server.

| Service Name | status:
Platform Administrative Web Service Running
2. From a Linux shell, enter sftp adminsftp@<Cisco Prime Collaboration Deployment server> and then
provide the password (this is the same in both the CLI and the GUI).
3. Change the directory to the upgrade directory. For example, from a Linux shell, enter cd upgrade an
press Return.

CHONS) ‘> mkhan4 — ssh — 80x24 e

Last login: Thu May 22 01:27:03 on ttys00eo 8
CISCO:~ mkhan4$ sftp adminsftp@10.106.93.23

adminsftp@10.106.93.23's password:

Connected to 10.106.93.23.

sftp> cd upgrade

sftp> pwd

Remote working directory: /upgrade

sftp> put UCSInstall_UC0S_10.0.1.11001-2.sgn.isofl

e — |
4. Upload the ISO file or COP file. For example, enter put UCSInstall UCOS_10.0.X.XxX.sgn.iso.



sftp>
sftp> 1s
UCSInstall_UC0S_10.0.1.11001-2.sgn.iso UCSInstall_UC0S_8.6.2.24900-17.sgn.iso
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp>
sftp> I

5. Log into the PCD administration page.

Cisco Prime
Collaboration Deployment
N—
Unnnmelaammsnmw '.‘
Password Im
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6. Choose Inventory > Clusters from the menu of the Cisco PCD application in order to access the
Clusters page.



GX Monitoring  Task | ¥ Inventory | v | Administration | ¥

Elo Refresh: Enable | Disable] Task Status _lt""‘"”"
% Task List Totslo Step  Description ESX: Hosts |
Show | Upgrade Tasks || B No data available
Status  Task Start Time
No data available

7.Click Discover Cluster at the top of the Clusters page in order to discover current clusters.

i Monitoring  Task | ¥ Inventory | Y Administration | ¥

% Clusters .

Defete | & Discover Quster | ¢ Define Migration Destination Cluster & Define New UC Chuster
0 ; «  Product and Viersion Nodes Cluster Type Discovery Status Actions
No data aveilable

The Discover Cluster wizard appears.
8. Under Step 1 of the wizard, enter the required information and click Next.

Discover Cluster
Stepl1of3
Cluster Access

Provide a unique cluster nickname and the network information for the duster publisher. If a CUCM/IMEP cluster, use the CUCM Publisher. The node will be contacted
to identfy the cther nodes in the duster.

Chocse a Nickname for this Cluster | LAB

Hostname/P Address of Cluster Publisher | 209.165.201.5

08 Admin Usemame | administrator

OS Admin Password [ ereres

Previous m Finish

Note: For a cluster that has both CUCM and IM and Presence (IM/P) nodes, enter the CUCM
publisher.

In the process of discovery, a COP file (ciscocm.ucmap_platformconfig.cop) is installed
automatically on the active partition of all nodes in the cluster. This COP file is used strictly for the
cluster discovery process and does not otherwise impact the call manager.

9. Under Step 2 of the wizard, Cisco PCD generates a list of cluster nodes from the publisher's server
inventory. This might take several minutes to complete. Once the list has been completely generatec



the "Cluster Discovery Process is complete." message appears. Once complete, click Next to move
to Step 3 of this wizard.

Discover Cluster

Step 20f3
Cluster Access 4

During discovery, the list of cluster nodes will be retrieved, and each of the nodes contacted.

Cluster Name LAB
Iamm-amm|

Cluster Nodes
Hostname » Corttact Status Active Version
vem-pub Successhl 10.0.1.10000-24
vom-sub Successful 10.0.1.10000-24

10. Click the Assign Functions button in order to assign functions (optional) to each of the cluster nodes.
The Assign Functions dialog box appears. Once you have assigned all the functions you wish to
assign, click OK.

< Previous Node | Next Node > |

11.Click Finish.



4
4

Optional - Assign the server role(s) to each duster node to identify its functional role(s) In the duster and to help determine the proper sequence of 3 task performed
on the duster

Total 2
Show | Al | %8

Functions a Notes

Publisher, Primary TFTP, Music On Hold, Primary Call..

Secondary Call Processing, Secondary TFTP, Music ..

The cluster appears on the Clusters page, and shows the Cluster Name, Product and Version, and &
Cluster Type of "Discovered". Discovery Status should list "Successful”.

% Clusters

3 Delete &= Discover Chuster &= Define Migration Destination Chuster & Define New UC Ouster

m Cluster Name » Product and Version Nodes  CQuster Type Discovery Status Actions
O » ws CUCM - 10.0.1.10000-24 2 | Discovered Successful | Delete

12.Choose Tasks > Upgrade from the main menu.

o ]
Auto Refresh: Enable | Disable Task Status

3 Task List Total 0 Step  Descri :ibch Versiorrt\s
ver
Show | Al 5§ Nodata awailable Resta

Status  Task Start Time Install
No data available Migrate

13.Click Add Upgrade Task.



Jpgrade

) Scheduled Tasks and History

Delete | &= Add Upgrade Task
] Status Start Time + Last Status Report Time
No data available. Try adjusting the current filter or select All from the Show menu.

The Add Upgrade Task wizard displays.
14.From the Cluster drop—down list and the Product drop—down list, choose the cluster and product on
which the nodes are to be upgraded. Check the Cluster Nodes check boxes that are part of the upgr

from the list of nodes. Click Next.

Add Upgrade Task

Step 1 of 5

Choose Cluster

Choose the duster to be upgraded.The selected version will be installated over inactive version installed on the servers

Cluster [lAB vl

Product | CUCM v

Cluster Nodes: LAB

Hostname Active Version
uem-pub 10.0.1.10000-24
uem-sub 10.0.1.10000-24

Choose Upgrade File
Set Start Time & Upgrade Options
Spedify Run Sequence

Review

15.Click Browse in order to select the upgrade files from the file server.



Add Upgrade Task

Step 2of 5

Choose Cluster Y4

Choose the upgrade file for each product being upgraded.

Q The .iso and .cop images will need to be uploaded to the Jupgrade directory via the Cisco Prime Collaboration Deployment local SFTP
server using the ‘adminsftp’ account.

Unified CM Upgrade file

Set Start Time & Upgrade Options Y
Spexify Run Sequence

16.Click Choose File and Click Next.

Choose Upgrade File x

By default, only files that are valid for the selected nodes are displayed. To see the complete list of files, chocse Show All from the
menu.

File Directory: /upgrade
Available Files

Files are retrieved from SFTP server

Show | Valid Files Only

File Name - Kind
[} uCSInstall_UCOS_10.0.1.11001-2.5g0.is0 iso

Note: The Next button is disabled if no valid upgrade files are selected.



17.You have several options to schedule upgrades. Click the radio button for the appropriate option. In
this example, "Start task manually" was selected. Click Next.

Add Upgrade Task

Step 3of 5
Choose Cluster

<
Choose Upgrade File 7

Set Start Time & Upgrade Options

Select a start time for the task and set upgrade options.

@ The time zone shown here corresponds to the time zone of this Cisco Prime Collaboration Deployment server and not necessarily that of
the target servers or cluster.
Start Time
O Schedule for a specific time & (sm
() Start task manually
(O Start task immediately upon completion of this wizard
Upgrade Options
[C] Automatically switch to new version after successful upgrade

Note: The "Automatically switch to new version after successful upgrade" option is not available on
clusters which contain IM and Presence or Unity Connection nodes.

18.[Optional] Specify the sequence of steps to complete the task. If this is not specified, it uses the
default option.

19.Click Next.



Add Upgrade Task

Step 4 of 5
Choose Cluster

Choose Upgrade File
Set Start Time & Upgrade Options

Spedify the sequence in which upgrade Is processed by the servers, If there Is an error during the process, the task will be stopped. You can
optionally also pause the task when a step completes,

Step  Description Upon Completion Actions
Up?x'mhe CUCM Publisher: Continue ’
> > Upgrade the following node(s):

umesub

1

’

Continue ! o

’

Previous Finish Cancel |

v

Note: The Next button remains enabled, which allows the user to click to be informed of any
misconfiguration.

20.Use the Review section in order to verify the details of the task you created. You can add notes for tf

task if required. The notes are saved with the task and are visible if the task is edited before
completion. Click Finish in order to schedule the task.



Add Upgrade Task

Step 50f 5

Choose Cluster

Choose Upgrade File

Set Start Time & Upgrade Options
Specify Run Sequence

Review the settings summarized below and press Finish to create the task

Task type Upgrade
Cluster LAB
Unified CM upgrade file UCSInstall_UCOS_10.0.1.11001-2.sgn.iso
Nodes | uem-pub (Step 1)
ucm-sub (Step 2)

 Previous | Next 'cnmu

21.Click Start task manually in order to keep the task in a manual start.

Jpgrade
5 Schedobed Tasks and Hstary Concnc 8 | T ¢ B
o I 7%
] Swos Start T w  Last Stnus Repont Time Custer Notes Acions

© vana st w View Detals... | Ve Task [

Verify

Use this section in order to confirm that your configuration works properly.

1. Click Monitoring on the main menu in order to view the Monitoring page.
2. Click View Log.

[ —
Avo Retrwer: Badie | Dbl Upgrade LAD Cano
® na ua ) o e 0 sartes s s
s 000000 1'% The tack has startad. CLCM Upgrade Fie  UCSTastall_UCOS_10.0.1.11001-2sge.bse
S | Tk Swrt e S Toe  May 22, 2014 16:30 15T
B ugade s May 22, 2014 1658
Tonk Status
2 Descpton Upon Corpeton Sats
> lwi:::"(ll." P Contree Rurving
»2 Upgrade e fdowng n00e(s )

Y Cortree Waking




The View Task Log appears.

Timestamp ~ Type Messages

May 22, 2014 16:49 IST STATUS The task has been scheduled.

May 22, 2014 16:49 IST INFO Upgrade task action ID #311 with 1 node(s) scheduled.
May 22, 2014 16:50 IST STATUS The task has started.

May 22, 2014 16:50 IST INFO Upgrade task action ID #311 with 1 node(s) started.
May 22, 2014 16:50 IST INFO Upgrade job for node ucm-pub started.

Troubleshoot

This section provides information you can use in order to troubleshoot your configuration.

The success or failure of each step in the upgrade task depends on the PCD server being able to receive a
response from every server in the cluster in the upgrade process. In case the upgrade fails, verify the COP {
installation status directly on the Unified Communications node. A further step ahead is to collect Install and
upgrade logs and check the reason for failure.

The install logs can also be collected from the CLI with the file get install /* command.

Additionally, you can obtain PCD Main Application logs with the file get activelog
tomcat/logs/ucmap/log4j/* command.
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