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This document describes how to use Firepower Threat Defense (FTD) captures and Packet Tracer
utilities.

Prerequisites

Requirements
There are no specific requirements for this document.
Components Used

The information in this document is based on these software versions:

. ASA5515-X that runs FTD software 6.1.0
. FPR4110 that runs FTD software 6.2.2
- FS4000 that runs Firepower Management Center (FMC) software 6.2.2

The information in this document was created from the devices in a specific lab environment. All of
the devices used in this document started with a cleared (default) configuration. If your network is
live, ensure that you understand the potential impact of any command.

Background Information

FTD Packet Processing

The FTD packet processing is visualized as follows:
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1. A packet enters the ingress interface, and it is handled by the LINA engine.

2. If the policy requires the packet to be inspected by the Snort engine.

3. The Snort engine returns a verdict for the packet.

4. The LINA engine drops or forwards the packet based on Snort’s verdict.
Based on the architecture, the FTD captures can be taken in these places:
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Network Diagram
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Work with Snort Engine Captures

Prerequisites

There is an Access Control Policy (ACP) applied on FTD that allows Internet Control Message
Protocol (ICMP) traffic to go through. The policy also has an Intrusion Policy applied:
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Requirements

1. Enable capture on FTD CLISH mode without a filter.
2. Ping through the FTD and check the captured output.

Solution

Step 1. Log in to the FTD console or SSH to the brl interface and enable capture on FTD CLISH
mode without a filter.

> capture-traffic

Pl ease choose domain to capture traffic from
0 - brl
1 - Router



Sel ection? 1

Pl ease specify tcpdunp options desired.
(or enter "?" for a list of supported options)

Opti ons:

On FTD 6.0.x the command is:

> gystem support capture-traffic

Step 2. Ping through FTD and check the captured output.

> capture-traffic

Pl ease choose domain to capture traffic from
0 - bri
1 - Router

Sel ection? 1

Pl ease specify tcpdunp options desired.

(or enter '"?" for a list of supported options)

Opti ons:

12:52:34.749945 IP olab-vl1603-gw.cisco.com > olab-vl647-gw.cisco.com: ICMP echo request, id 0,
seq 1, length 80

12:52:34.749945 IP olab-vl1l647-gw.cisco.com > olab-vl1603-gw.cisco.com: ICMP echo reply, id 0, seq
1, length 80

12:52:34.759955 IP olab-v1603-gw.cisco.com > olab-vl647-gw.cisco.com: ICMP echo request, id 0,
seq 2, length 80

12:52:34.759955 IP olab-vl1l647-gw.cisco.com > olab-vl1603-gw.cisco.com: ICMP echo reply, id 0, seq
2, length 80

12:52:34.759955 IP olab-v1603-gw.cisco.com > olab-vl647-gw.cisco.com: ICMP echo request, id 0,
seq 3, length 80

12:52:34.759955 IP olab-vl1l647-gw.cisco.com > olab-vl1603-gw.cisco.com: ICMP echo reply, id 0, seq
3, length 80

12:52:34.759955 IP olab-v1603-gw.cisco.com > olab-vl647-gw.cisco.com: ICMP echo request, id 0,
seq 4, length 80

12:52:34.759955 IP olab-vl1l647-gw.cisco.com > olab-vl1603-gw.cisco.com: ICMP echo reply, id 0, seq
4, length 80

AC<- to exit press CTRL + C

Work with Snort Engine Captures
Requirements

1. Enable capture on FTD CLISH mode with the use of a filter for IP 192.168.101.1.
2. Ping through FTD and check the captured output.

Solution

Step 1. Enable capture on FTD CLISH mode with the use of a filter for IP 192.168.101.1.

> capture-traffic



Pl ease choose domain to capture traffic from
0 - bri
1 - Router

Sel ection? 1

Pl ease specify tcpdunp options desired

(or enter "?" for a list of supported options)
Options: host 192.168.101.1

Step 2. Ping through the FTD and check the captured output:

13:28:36.079982 | P ol ab-vl 647-gw. ci sco. com > ol ab- vl 603-gw. ci sco.com |CMP echo reply, id 3, seq

0, length 80
13:28:36.079982 | P ol ab-vl 647-gw. ci sco. com > ol ab- vl 603-gw. ci sco.com |CWP echo reply, id 3, seq
1, length 80
13:28:36.079982 | P ol ab-vl 647-gw. ci sco. com > ol ab- vl 603-gw. ci sco.com |CWP echo reply, id 3, seq
2, length 80
13:28:36.079982 | P ol ab-vl 647-gw. ci sco. com > ol ab- vl 603-gw. ci sco.com |CWP echo reply, id 3, seq
3, length 80

13:28:36.079982 | P ol ab-vl 647-gw. ci sco. com > ol ab- vl 603-gw. ci sco.com |CWP echo reply, id 3, seq
4, length 80

You can use the -n option to see the hosts and port numbers in numeric format. For example, the
earlier capture is shown as:

> capture-traffic

Pl ease choose donmmin to capture traffic from
0 - bri
1 - Router

Sel ection? 1
Pl ease specify tcpdunp options desired

(or enter '?" for a list of supported options)
ptions: -n host 192.168.101.1

13:29:59.599959 | P 192.168.101.1 > 192.168.103.1: I1CWP echo reply, id 5, seq 0, length 80
13:29:59.599959 | P 192.168.101.1 > 192.168.103.1: ICWP echo reply, id 5, seq 1, length 80
13:29:59.599959 | P 192.168.101.1 > 192.168.103.1: ICWP echo reply, id 5, seq 2, length 80
13:29:59.599959 | P 192.168.101.1 > 192.168.103.1: ICWwWP echo reply, id 5, seq 3, length 80
13:29:59.599959 | P 192.168.101.1 > 192.168.103.1: ICWwWP echo reply, id 5, seq 4, length 80

Tcpdump Filter Examples

Example 1:
In order to capture Src IP or Dst IP = 192.168.101.1 and Src port or Dst port = TCP/UDP 23, enter

this command:

Options: -n host 192.168.101.1 and port 23
Example 2:



In order to capture Src IP = 192.168.101.1 and Src port = TCP/UDP 23, enter this command:

ptions: -n src 192.168.101.1 and src port 23
Example 3:

In order to capture Src IP = 192.168.101.1 and Src port = TCP 23, enter this command:

Options: -n src 192.168.101.1 and tcp and src port 23
Example 4.

In order to capture Src IP = 192.168.101.1 and see the MAC address of the packets add the 'e’
option, and enter this command:

ptions: -ne src 192.168.101.1

17:57: 48. 709954 6c:41:6a:al:2b:£f6 > a8:9d:21:93:22:90, ethertype IPv4 (0x0800), |ength 58:
192.168. 101. 1. 23 > 192. 168. 103. 1. 25420:

Flags [S.], seq 3694888749, ack 1562083610, win 8192, options [nss 1380], length 0

Example 5:

In order to exit after you capture 10 packets, enter this command:

ptions: -n -c 10 src 192.168.101.1

18:03:12. 749945 | P 192.168. 101. 1. 23 > 192.168.103. 1. 27287: Flags [.], ack 3758037348, win 32768

length O

18: 03: 12. 749945 | P 192.168. 101. 1. 23 > 192.168. 103. 1. 27287: Flags [P.], ack 1, win 32768, length

2

18: 03:12. 949932 | P 192.168.101.1.23 > 192.168.103. 1. 27287: Flags [P.], ack 1, win 32768, length

10

18: 03: 13. 249971 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [.], ack 3, win 32768, length O
18: 03: 13. 249971 | P 192.168.101.1.23 > 192.168.103. 1. 27287: Flags [P.], ack 3, win 32768, length

2

18: 03:13.279969 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [.], ack 5 wn 32768, length O
18:03:13.279969 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [P.], ack 5, w n 32768, length

10

18: 03: 13.309966 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [.], ack 7, win 32768, length O
18:03: 13.309966 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [P.], ack 7, win 32768, length

12

18: 03: 13. 349972 | P 192.168.101.1.23 > 192.168.103.1.27287: Flags [.], ack 9, win 32768, length O

Example 6:

In order to write a capture to a file with the name capture.pcap and copy it via FTP to a remote
server, enter this command:

Options: -w capture.pcap host 192.168.101.1
CTRL + C <- to stop the capture

> file copy 10.229.22.136 ftp / capture.pcap
Enter password for ftp@o0.229.22.136

Copyi ng capture. pcap

Copy successful.



Work with FTD LINA Engine Captures

Requirements

1. Enable two captures on FTD with the use of these filters:

Source IP 192.168.103.
Destination IP 192'168'101'
Protocol ICMP
Interface INSIDE
Source IP 192.168.103.
Destination IP 192'168'101'
Protocol ICMP

Interface OUTSIDE

2. Ping from Host-A (192.168.103.1) to Host-B (192.168.101.1) and check the captures.

Solution

Step 1. Enable the captures:

> capture CAPI interface INSIDE match icmp host 192.168.103.1 host 192.168.101.1
> capture CAPO interface OUTSIDE match icmp host 192.168.101.1 host 192.168.103.1

Step 2. Check the captures in the CLI.

Ping from Host-A to Host-B:

G Ugepsseisco dping 192168181 .1

Pinging 192168 181 .1 with 32 bhytes of data:
Beply from 192.168.161.1 Ims

from 1%&d.168.181 .1 _. : ARG
168.1681 .1 i tima TTL
d68..1H1 . byt 2 time=Ims TTL=Z

> show capture

capture CAPlI type rawdata interface INSIDE [Capturing - 752 bytes]

match icnp host 192.168.103.1 host 192.168.101.1

capture CAPO type rawdata interface OQUTSIDE [Capturing - 720 bytes]

match icnp host 192.168.101.1 host 192.168.103.1

The two captures have different sizes due to the Dot1Q header on the INSIDE interface, as

shown in this output example:

> show capture CAPI
8 packets captured

1: 17:24:09. 122338 802.1Q vlan#1577 PO 192.168.103.1 > 192. 168. 101. 1:

i cnp:

echo request



2: 17:24:09.123071 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
3: 17:24:10.121392 802. 1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request
4: 17:24:10.122018 802. 1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
5: 17:24:11.119714 802. 1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request
6: 17:24:11.120324 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
7: 17:24:12.133660 802.1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request
8: 17:24:12.134239 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply

8 packets shown

> show capture CAPO
8 packets captured

1: 17:24:09.122765 192.168.103.1 > 192.168.101.1: icnp: echo request
2: 17:24:09.122994 192.168.101.1 > 192.168.103.1: icnp: echo reply
3: 17:24:10.121728 192.168.103.1 > 192.168.101.1: icnp: echo request
4: 17:24:10.121957 192.168.101.1 > 192.168.103.1: icnp: echo reply
5: 17:24:11.120034 192.168.103.1 > 192.168.101.1: icnp: echo request
6: 17:24:11.120263 192.168.101.1 > 192.168.103.1: icnp: echo reply
7: 17:24:12.133980 192.168.103.1 > 192.168.101.1: icnp: echo request
8: 17:24:12.134194 192.168.101.1 > 192.168.103.1: icnp: echo reply

8 packets shown

Work with FTD LINA Engine Captures — Export a Capture via HTTP
Requirements
Export the captures taken in the earlier scenario with a browser.
Solution
In order to export the captures with a browser, you need to:
1. Enable the HTTPS server

2. Allow HTTPS access
By default, the HTTPS server is disabled, and no access is allowed:

> show running-config http
>

Step 1. Navigate to Devices > Platform Settings, click New Policy, and choose Threat Defense
Settings:

l Devices Jol:jlas AMP 2 Systemm Help v mikis v

PN Platform Settings

Object Management

w Mew Policy

m -I'm mms | FlrEpﬂWEr SEttlngﬂ

Threat Defense Settings
Targeting 1 dewvice! ng

Threat NDetense




Specify the Policy name and Device Target:

New Policy

Name: FTD5515-System_Policy
Dascription:
Targeted Devices

Select devices to which you want to apply this policy.

Available Devices Selected Devices
name or value EFTDESIE

Step 2. Enable the HTTPS server and add the network that you want to be allowed to access the
FTD device over HTTPS:

Overview Analysis Policies IeUIL8 Objects = AMP

Device Managerment MAT VPN Platlarm Settings

FTD5515-System_Policy

ARF, DS pECROR Enable HTTF EuweE 2
T a8

Bariner

External Autheriiation paf

Frogment Setlings

(LI | 3

1= [ Hetwork

Secure Shel T -
INSEDE Nt _102.148, 100.0_2 &wa 4 a

SMTP Server =

Save and Deploy.

At the time of the policy deployment, you can enable debug http in order to see the start of the
HTTP service:

> debug http 255

debug http enabled at |evel 255.
http_enable: Enabling HTTP server
HTTP server starting.

The result on FTD CLl is:

> unebug all

> show run http

http server enable

http 192.168.103.0 255.255.255.0 INSIDE

Open a browser on Host-A (192.168.103.1) and use this URL in order to download the first
capture: https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap.



https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap

'{'_ hitps/ 19216810362/ capture/ CAPY peap/CAPLpcap

‘Opening CAPLpcap ==
You have chesen to open:
™ CAPLpcap

which is: Wireshark capture file (776 bytes)
from: https://192.168.103.62

What should Firefox do with this file?

& Openwith |Wireshark (defaul) -|
) 2ave File

Do this autom atically for files hke this from now on,

Ok | | Cancel

For reference:

https://192.168.103.62/capture/CAPI/pcap/C IP of the FTD data interface where

APl.pcap HTTP server is enabled
https://192.168.103.62/capture/CAPIl/pcap/C The name of the FTD capture
APl.pcap

https://192.168.103.62/capture/CAPIl/pcap/C The name of the file that is
APl.pcap downloaded

For the second capture, use https://192.168.103.62/capture/ CAPO/pcap/CAPO.pcap.



https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPI/pcap/CAPI.pcap
https://192.168.103.62/capture/CAPO/pcap/CAPO.pcap

‘i‘ hitps:// 192168103 62/ capture/CAPD peap/CAPD.pe

—
Opening CAPO.pcap (]

You have chosen to open:

% CAPO.peap
which is: Wireshark capture file (744 bytes)
frome https://192.168.103 .62

What chould Firefex do with this file?

a _ﬂpen with I'I'IrI-I'EhII"k (default) v
Save File

Do this gutomaticalby for files [ike this from now on

ok || cance |

Work with FTD LINA Engine Captures - Export a Capture via FTP/TFTP/SCP
Requirements

Export the captures taken in the earlier scenarios with FTP/TFTP/SCP protocols.

Solution

Export a capture to an FTP server:

firepower# copy /pcap capture:CAPI ftp://ftp_username:ftp_password@192.168.78.73/CAPI.pcap
Source capture nanme [ CAPI]?

Address or nanme of renote host [192.168.78.73]?

Destination usernane [ftp_usernane]?

Destination password [ftp_password]?

Destination filenanme [ CAPI.pcap]?
rrrrri

114 packets copied in 0.170 secs
firepower#

Export a capture to a TFTP server:

firepower# copy /pcap capture:CAPI tftp://192.168.78.73
Source capture nanme [ CAPI]?

Address or nanme of renote host [192.168.78.73]?



Destination filenane [CAPI]?
NEREREREREREREE

346 packets copied in 0.90 secs

firepower#
Export a capture to an SCP server:

firepower# copy /pcap capture:CAPI scp://scp_username:scp_password@192.168.78.55
Source capture nanme [CAPI]?

Address or nanme of renote host [192.168.78.55]?

Desti nati on usernane [scp_usernane] ?

Destination filename [CAPI]?

The authenticity of host '192.168.78.55 (192.168.78.55)" can't be established

RSA key fingerprint is

<cb: ca: 9f: €9: 3c: ef : e2: 4f : 20: £ 5: 60: 21: 81: Oa: 85: f9: 02: 0d: Oe: 98: dO: 9b: 6¢: dc: f9: af : 49: 9e: 39: 36: 96: 33
>( SHA256) .

Are you sure you want to continue connecting (yes/no)? yes

Warni ng: Permanently added ' 192. 168. 78.55' (SHA256) to the list of known hosts.

454 packets copied in 3.950 secs (151 packets/sec)

firepower#

Offload captures from FTD. Currently, when you need to offload captures from FTD, the easiest
method is to perform these steps:

1. From Lina - copy /pcap capture:<cap_name> diskO:

2. From FPR root - mv /ngfw/mnt/diskO/<cap_name> /ngfw/var/common/

3. From FMC Ul - System > Health > Monitor > Device > Advanced Troubleshooting and enter
the <cap_name> in field and download.

Work with FTD LINA Engine Captures — Trace a Real Traffic Packet
Requirements

Enable a capture on FTD with these filters:

Source IP 192.168.103.
Destination IP 192'168'101'
Protocol ICMP
Interface INSIDE
Packet tracing yes

Number of tracing 100

packets

Ping from Host-A (192.168.103.1) the Host-B (192.168.101.1) and check the captures.



Solution

To trace a real packet is very useful to troubleshoot connectivity issues. It allows you to see all the
internal checks that a packet goes through. Add the trace detail keywords and specify the number
of packets that you want to be traced. By default, the FTD traces the first 50 ingress packets.

In this case, enable capture with trace detail for the first 100 packets that FTD receives on the
INSIDE interface:

> capture CAPI2 interface INSIDE trace detail trace-count 100 match icmp host 192.168.103.1 host
192.168.101.1

Ping from Host-A to Host-B and check the result:

swclscoping 1%L 1b6B.1H1 .1

g 192.168.101.1 with 32 hytesz of
From 168 181 .1 £ Lmie

from g.181.1: b time
from HE.1H1 .12 hyte time
Reply 72168181 .1: i

The captured packets are:

> show capture CAPI28 packets captured

1: 18:08:04.232989 802.1Q vl an#1577 PO 192.168.103.1 > 192.168.101. 1: icnp: echo request
2: 18:08:04.234622 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
3: 18:08:05.223941 802.1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request
4: 18:08:05.224872 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
5: 18:08:06.222309 802.1Q vl an#1577 PO 192.168. 103.1 > 192.168.101.1: icnp: echo request
6: 18:08:06.223148 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply
7: 18:08:07.220752 802.1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request
8: 18:08:07.221561 802.1Q vl an#1577 PO 192.168.101.1 > 192.168.103.1: icnp: echo reply

8 packets shown
This output shows a trace of the first packet. The parts that are of interest:

- Phase 12 is where the 'forward flow' is seen. This is the LINA engine Dispatch Array
(effectively the internal order of operations).

- Phase 13 is where FTD sends the packet to the Snort instance.

- Phase 14 is where the Snort Verdict is seen.

> show capture CAPI2 packet-number 1 trace detail
8 packets captured
1: 18:08:04.232989 000c. 2998. 3f ec a89d. 2193. 2293 0x8100 Length: 78
802.1Q vl an#1577 PO 192.168.103.1 > 192.168.101.1: icnp: echo request (ttl 128, id 3346)
Phase: 1
Type: CAPTURE
output omitted ...

Phase: 12

Type: FLOW CREATI ON

Subt ype:

Resul t: ALLOW

Confi g:

Addi ti onal Infornmation:

New flow created with id 195, packet dispatched to next nodul e



Modul e information for forward flow ...
snp_fp_inspect_ip_options

snp_fp_snort

snp_fp_inspect_icmp

snp_fp_adjacency

snp_fp_fragment

snp_ifc_stat

Modul e information for reverse flow ...
snp_fp_inspect_ip_options
snp_fp_inspect_icmp

snp_fp_snort

snp_fp_adjacency

snp_ fp_fragment

snp_ifc_stat

Phase: 13

Type: EXTERNAL-INSPECT
Subtype:

Result: ALLOW

Config:

Additional Information:
Application: 'SNORT Inspect'

Phase: 14

Type: SNORT

Subtype:

Result: ALLOW

Config:

Additional Information:

Snort Verdict: (pass-packet) allow this packet

output omitted ...

Resul t:

input-interface: QUTSIDE
i nput -status: up
input-line-status: up

out put-interface: OUTSIDE
out put-status: up

out put-1line-status: up
Action: allow

1 packet shown
>

Capture Tool in Post-6.2 FMC Software Versions

In FMC Version 6.2.x, a new packet capture wizard was introduced. Navigate to Devices >
Device Management and click the Troubleshoot icon. Then choose Advanced
Troubleshooting and finally Capture w/Trace.

Overview Analysis Policies JISUTL 0 Objects AMP Intelligence

Device Management NAT VPN ¥ QoS Platform Settings FlexConfig Certificates

By Group v )
Name Group Model License Type Access Control Poli...
) FTD4110-2 ; ; R |
¥ 10.48.23.254 - Cisco Firepower 4110 Threat  C'5C0 Firepower 411( Base, Threat, Ma... ACP1 & Gffen




Choose Add Capture to create an FTD capture:

Advanced Troubleshooting
FTD4110-2
File Download Threat Defense CLI Packet Tracer Capture w/Trace
& Auto Refresh Interval (seconds): 10 Enable Auto Refresh I &) Add Capture m
Na Interface Type Trace Buffer  Buffer Packet Buffer Protocol Source Destination Status
Mode Size Length Status
Add Capture 7 X%
Name*: CAPI Interface™: INSIDE " ‘ SOU rce |nterface
Match Criteria;
Protocol *: P ar I P PrOtOCOI
Source Host*®: 192.168.0.10 Source Network:
Destinatio Destination
Destnaton 103168210 i
SGT number: (0-65535) .
AI Circular buffer
Buffer:
Packet Size: 1518 14-1522 bytes Continuous Capture @ Trace
Buffer Size: 524288 1534-33554432 ® Stop when full Trace Count:
bytes

The current FMC Ul limitations are:
- Cannot specify Src and Dst ports

- Only basic IP Protocols can be matched
- Cannot enable capture for LINA engine ASP Drops

Workaround — Use the FTD CLI

As soon as you apply a capture from the FMC Ul the capture runs:

File Download Threat Defense CLI T TC R ETC T Capture w/ Trace Clear the
€ Auto Refresh Interval (seconds): 10 Enable Auto Refresh ca ptu re & Add Capture
Na... Interface Type Trace Buffer Buffer Packet Buffer Protocol Source Destination Status

Mode  Size Length  Status

CAPI INSIDE raw-data v M 524288 1518 Capturing P 192.168.0.10 192.168.2.10 Running & a2 ii

Pause the
capture

Save the capture
in pcap format

The capture on FTD CLI:

> show capture

capture CAPI % ntf=INSIDE% type rawdata trace interface INSIDE [Capturing - O bytes]
match ip host 192.168.0.10 host 192.168. 2. 10

>



Trace a Real Packet on Post-6.2 FMC

On FMC 6.2.x, the Capture w/Trace wizard allows you to capture and trace real packets on FTD:

Add Capture 7?7 X
Name*: CAPI Interface*: INSIDE v

Match Criteria:

Protocol*: P v
Source Host*: 192.168.16.111 Source Network:

SGT number: (0-65533)
Buffer:
Packet Size: 1518 14-1522 bytes Continuous Capture @ Trace ? Trace ingreSS paCketS
Buffer Size: 524288 égg;—33554432 ® Stop when full Trace Count: | S0

You can check the traced packet in the FMC UI:

Advanced Troubleshooting

FTD4110-2

File Download Threat Defense CLI Packet Tracer Capture w/Trace

€ Auto Refresh Interval (seconds): 10 Enable Auto Refresh & Add Capture
Name Interface  Type Trace Buffer Buffer Packat Buffer Protocol  Source Destination Status

Mode Size Length Status
CAPI INSIDE raw-data 4 ] 524288 1518 Capturing 1P 192.168.16.111 192.168.17.1  Running & g8 2 0 =

(v Packets Shown: 1 / Packets Captured: 1 / Traces: 1
Cuonn Js.
Additional Information:
Mew flow created with id 78, packet dispatched to next module

Phase: 13 The packet is traced

Type: EXTERNAL-INSPECT
Subtype:

Result: ALLOW

Config:

Additional Infermation:
Application: "SNORT Inspect’

Phase: 14

Type: SNORT

Subtype:

Result: ALLOW

Config:

Additional Information:

Snort Trace:

Packet: ICMP

AppID: service ICMP (3581), application unk
Firewall: allew rule, ‘'Default Actjops
NAP id 1, IPS id 2, Verdict PASS
|Snort Verdict: (pass-packet) allow this packet

The Snort verdict

FTD Packet Tracer Utility

Requirements

Use the Packet Tracer utility for this flow and check how the packet is handled internally:



Ingress interface INSIDE

Protocol ICMP echo request
Source IP 192.168.103.1
Destination IP 192.168.101.1
Solution

Packet Tracer generates a virtual packet. As shown in this example, the packet is subject to
Snort inspection. A capture taken at the same time at Snort-level (capture-traffic) shows the
ICMP echo request:

> packet-tracer input INSIDE icmp 192.168.103.1 8 0 192.168.101.1

Phase: 1

Type: CAPTURE

Subt ype:

Resul t: ALLOW

Confi g:

Addi tional |nformation:
MAC Access |i st

Phase: 2

Type: ACCESS- LI ST

Subt ype:

Resul t: ALLOW

Confi g:

Implicit Rule

Addi tional |nformation:
MAC Access |i st

Phase: 3

Type: ROUTE- LOOKUP

Subt ype: Resol ve Egress Interface

Resul t: ALLOW

Confi g:

Addi tional |nfornation:

found next-hop 192.168.101.1 using egress ifc QUTSIDE

Phase: 4
Type: ACCESS- LI ST
Subt ype: | og
Resul t: ALLOW
Confi g:
access-group CSM FW ACL_ gl obal
access-list CSM FWACL_ advanced permit ip 192.168.103.0 255.255.255. 0 192.168.101.0
255.255.255.0 rul e-id 268436482 event-|og both
access-list CSM FWACL_ remark rule-id 268436482: ACCESS PCLI CY: FTD5515 - Mandatory/1
access-list CSM FWACL remark rule-id 268436482: L4 RULE: Allow | CWP
Additional Information:
This packet is sent to snort for additional processing where a verdict is reached

output omitted ...

Phase: 12

Type: FLOW CREATI ON

Subt ype:

Resul t: ALLOW

Confi g:

Addi tional |nfornation:

New flow created with id 203, packet dispatched to next nodul e



Phase: 13

Type: SNORT

Subt ype:

Resul t: ALLOW

Confi g:

Addi tional Information:

Snort Trace:

Packet: | CWP

Appl D: service | CWP (3501), application unknown (0)
Firewall: allowrule, id 268440225, all ow

NAP id 2, IPSid 0, Verdict PASS

Snort Verdict: (pass-packet) allow this packet

Result: input-interface: INSIDE input-status: up input-line-status: up output-interface: OUTSIDE
out put-status: up output-line-status: up Action: allow >

The Snort-level capture at the time of the packet-tracer test shows the virtual packet:

> capture-traffic

Pl ease choose domain to capture traffic from
0 - managenent 0
1 - Router

Sel ection? 1
Pl ease specify tcpdunp options desired.
(or enter "?' for a list of supported options)

Options: -n
13:27:11.939755 IP 192.168.103.1 > 192.168.101.1: ICMP echo request, id 0, seq 0, length 8

Packet Tracer Ul Tool in Post-6.2 FMC Software Versions

In FMC Version 6.2.x the Packet Tracer Ul tool was introduced. The tool is accessible in the
same way as the capture tool and allows you to run Packet Tracer on FTD from the FMC Ul



Configuration Users Domains Integration Updates Licenses » Health » Monitor

Advanced Troubleshooting

FTD4110-2

File Download Threat Defense CLI Padtet Tracer Capture w/Trace .
The source interface I—

Select the packet type and supply the packet parameters. Click start to trace the packet. ‘

Packet type: TCP N Interface™: INSIDE v
Source*: IP address (IPvd) ¥ | 192.168.0.10 Source Port™: 1111 v
Destination™: 1P address (IPv4) ¥ | 192.168.2.10 Destination Port*:  http v

SGT number: SGT number. | (0-65533) VLAN ID: |VLAN ID... | (1-4096) SEANELIER LA

Address:
Output Format: summary =
Start Clear
Output < Raw
Phase: 1
Type: CAPTURE

Subtyp.he:

Additional Information:
MAC Access list

Dhaea-

Related Information

- Firepower Threat Defense Command Reference Guide

- Firepower System Release Notes, Version 6.1.0

- Cisco Firepower Threat Defense Configuration Guide for Firepower Device Manager, Version
6.1

. Technical Support & Documentation - Cisco Systems



http://www.cisco.com/c/en/us/td/docs/security/firepower/command_ref/Firepower-Threat-Defense-Command-Reference-Guide/c1.html
http://www.cisco.com/c/en/us/td/docs/security/firepower/610/relnotes/Firepower_System_Release_Notes_Version_610.html
http://www.cisco.com/c/en/us/td/docs/security/firepower/610/fdm/fptd-fdm-config-guide-610/fptd-fdm-use-cases.html
http://www.cisco.com/c/en/us/td/docs/security/firepower/610/fdm/fptd-fdm-config-guide-610/fptd-fdm-use-cases.html
https://www.cisco.com/c/en/us/support/index.html
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