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o Frame Relay configuration

o Cisco 2600, 3600, and 7200 Series routers
e FRTS
Components Used

The configurations used in this document were captured on a Cisco 7200 Series router with the
following hardware and software:

e PA-MC-4T1 Multichannel T1 Port Adapter

o Cisco |10S® Software Release 12.2(6)
The information presented in this document was created from devices in a specific lab environment.
All of the devices used in this document started with a cleared (default) configuration. If you are
working in alive network, ensure that you understand the potential impact of any command before
using it.
Conventions

For more information on document conventions, refer to Cisco Technical Tips Conventions.

L ayers of Queues

The following figure illustrates the two layers of queues when FRTS is applied to the interface.
Applying FRTS and Frame Relay Forum Implementation Agreements (FRF.12) causes the interface-
level queue to change to dual FIFO queueing depending on the platfoms that support this queueing
technique. The two queues include a high-priority queue to carry Voice over IP (VolP) and certain
control packets and a low-priority queue to carry all other packets. For more information on dual
FIFO queueing, see the Dual FIFO section.
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Frame Relay interfaces support interface queues as well as PV C queues when FRTS and PVC
gueueing are enabled. Each PV C queue also supports a separate weighted fair queuing (WFQ)
system, if the PV C queueis configured as WFQ.

PVC Queueing

Both Frame Relay and ATM interfaces can support multiple virtual circuits (VCs). Depending on the
hardware, these interfaces support PV C queues, which ensure one congested V C does not consume
al the memory resources and impact other (non-congested) VCs.

The frame-relay traffic-shaping command enables both traffic shaping and PV C queueing for all
VCson aFrame Relay interface. PV C traffic shaping provides more control over traffic flow on an
individual VC. Traffic shaping combined with VC queueing limits the interface bandwidth
consumption for asingle VC. Without any shaping, a VC can consume all interface bandwidth and
starve other VCs.

If you do not specify shaping values, default values for average rate and burst size are applied. When
the offered load to the V C exceeds the shaping values, excess packets are stored in the VC's packet-
buffering queue. Once the packets are buffered, you can apply a queueing mechanism and effectively
control the order of packets dequeued from the VC queue to the interface queue. By default, the PVC
queues use first come, first served queueing with a queue limit of 40 packets. Use the frame-relay
holdg command in map-class configuration mode to change this value. Alternately, you can apply
low latency queueing (LL Q) or class-based weighted fair queueing (CBWFQ) using a Quality of
Service (QoS) policy configured with the commands of the modular QoS command-line interface
(CLI) (MQC). In addition, you can apply WFQ directly inside the map-class with the fair queue
command. This command configures your router to classify traffic according to flow and places
these flows in their own subqueues. Thus, the fair queue command creates a WFQ system per VC.
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Detailed queueing mechanisms for the PV C queues are described below.

1. Execute the show frame-relay pvc 20 command. The Frame Relay Data Link Connection
Identifier (DLCI) isidentified by the 20. The following output shows no queueing information

because FRTS is not enabled.

Rout er# show frame PVC 20
PVC Statistics for

DLCl = 20, DLCI

i nput pkts O
out bytes 0

in BECN pkts O
in DE pkts O
out bcast bytes 0

PVC create tine 00:00: 38,

USACE = LOCAL, PVC STATUS = DELETED,

interface Serial 6/0:0 (Frane Relay DTE)

| NTERFACE = Seri al

out put pkts O in bytes 0
dropped pkts O in FECN pkts O
out FECN pkts O out BECN pkts O
out DE pkts O out bcast pkts O

last tinme PVC status changed 00: 00: 25

2. Configure FRTS using the frame-relay traffic-shaping command in interface configuration
mode under the physical interface. Execute the show frame-relay PV C [dlci] command

again.

Rout er# show frame-relay PVC 20

PVC Statistics for

DLCI = 20, DLC

i nput pkts O
out bytes O

in BECN pkts O
in DE pkts O
out bcast pkts O

PVC create tinme 00:04:59,
cir 56000 bc 7000

Shapi ng paraneters.
m ncir 28000
pkts O

shapi ng i nactive
traffic shaping drops O
Queueing strategy: fifo
Queue mechani sm

bytes 0

Qut put queue 0/40, 0 drop

Queue si ze.

USAGE = LOCAL, PVC STATUS = DELETED,

be 0

byte increnent 875

interface Serial 6/0:0 (Frame Rel ay DTE)

| NTERFACE = Seri al

out put pkts O in bytes 0
dropped pkts O in FECN pkts O
out FECN pkts O out BECN pkts O
out DE pkts O

out bcast bytes 0

last tinme PVC status changed 00: 04: 46

byte Iinmt 875 i nterval 125

Adapti ve Shapi ng none
pkts del ayed 0O bytes del ayed 0

0 dequeued

3. By default, the PV C queues use an output queue limit of 40 packets. Use the frame-relay
holdg command to configure a non-default value.

Rout er (confi g)# map-cl ass frame-rel ay shaping
Rout er (confi g- map-cl ass)# no frame-rel ay adapti ve-shapi ng
Rout er (confi g- map-cl ass)# frane-rel ay hol dq 50

Rout er (config)# interface seria
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Rout er (confi g-subif)# frame-relay interface-dlci 20
%VC is al ready defined

Rout er (config-fr-dlci)# class shaping

Rout er (config-fr-dlci)# end

Router# sh frame PVC 20

PVC Statistics for interface Serial 6/0:0 (Frame Rel ay DTE)

DLCI = 20, DLCI USAGE = LOCAL, PVC STATUS = DELETED, | NTERFACE = Seri al

i nput pkts O out put pkts O in bytes 0

out bytes 0 dr opped pkts O in FECN pkts O

in BECN pkts O out FECN pkts O out BECN pkts O

in DE pkts O out DE pkts O

out bcast pkts O out bcast bytes 0

PVC create tine 00:11:06, last tinme PVC status changed 00:10: 53

cir 56000 BC 7000 be 0 byte linmt 875 i nterva
m ncir 28000 byte increment 875 Adapt i ve Shapi ng none

pkts O bytes 0 pkts del ayed 0 byt es del ayed

shapi ng i nactive

traffic shaping drops O

Queuei ng strategy: FIFO

Qut put queue 0/50, 0 drop, 0 dequeued
I--- Queue size.

4. The PVC queues also support CBWFQ and LLQ, which you can configure using a service
policy and the commands of the MQC. The following sample output was captured on the
Frame Relay PV C after a QoS service policy was applied.

Rout er (config)# cl ass-map gold

Rout er (config-cmap)# match ip dscp 46
Rout er (confi g-cmap) # cl ass-map sil ver
Rout er (confi g-crmap)# match ip dscp 26
Rout er (confi g-cmap)# policy-map sanpl e
Rout er (confi g- pmap) # cl ass gol d

Rout er (confi g-pmap-c)# priority 64
Rout er (confi g- pmap-c)# cl ass sil ver
Rout er (confi g- pmap-c)# bandw dth 32

Rout er (confi g)# map-cl ass frame-relay nmapl
Rout er (confi g- map- cl ass) # servi ce-policy output sanple

Router(config-if)# frame-relay interface-dlci 20

Router (config-fr-dlci)# class mapl

Rout er# show frane-rel ay PVC 20

PVC Statistics for interface Serial 6/0:0 (Frane Relay DTE)

DLCI = 20, DLCI USAGE = LOCAL, PVC STATUS = DELETED, | NTERFACE = Seri al

i nput pkts O out put pkts O in bytes 0

out bytes O dropped pkts O in FECN pkts O

in BECN pkts O out FECN pkts O out BECN pkts O

in DE pkts O out DE pkts O

out bcast pkts O out bcast bytes 0

PVC create time 00:12:50, last time PVC status changed 00: 12: 37

cir 56000 bc 7000 be 0 byte limt 875 interval 125
m ncir 28000 byte increnent 875 Adapti ve Shapi ng none

pkts O bytes 0 pkts del ayed O byt es del ayed 0

shapi ng i nactive
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traffic shaping drops O
service policy sanple

Service-policy output: sanple

Cl ass-map: gold (match-all)
0 packets, 0 bytes
5 minute offered rate O bps, drop rate 0 BPS
Match: ip dscp 46
Wei ghted Fair Queuei ng
Strict Priority
Qut put Queue: Conversation 24
Bandwi dt h 64 (kbps) Burst 1600 (Bytes)
(pkts mat ched/ bytes matched) 0/0
(total drops/bytes drops) 0/0

Cl ass-map: silver (match-all)

0 packets, 0 bytes

5 mnute offered rate 0 BPS, drop rate 0 BPS

Match: ip dscp 26
Wei ghted Fair Queuei ng

Qut put Queue: Conversation 25

Bandwi dth 32 (kbps) Max Threshol d 64 (packets)
I--- Queue information.

(pkts mat ched/ byt es mat ched)
(dept h/total drops/no-buffer drops) 0/0/0

Gl ass-map: cl ass-default (match-any)
0 packets, 0 bytes
5 minute offered rate O BPS, drop rate 0 BPS
Mat ch: any
Qut put queue size O/ nmax total 600/drops O
I--- Queue size.

Originally, the frame-relay holdg <size> map-class command was used to configure the size of
FIFO traffic shaping queues only. The maximum size was 512. In Cisco |0S Software Release 12.2,
and from 10S Software Release 12.2(4) this command also affects the maximum buffersin CBWFQ
traffic shaping queues, as enabled by the service-policy output map-class command. The maximum
sizeis now 1024. The defaults, which remain unchanged, are 40 for FIFO and 600 for CBWFQ.

Interface-L evel Queueing

After the Frame Relay frames are enqueued in a PV C queue, they are dequeued to interface-level
gueues. Traffic from all V Cs passes through the interface-level queues.

Depending on the configured features, the Frame Relay interface-level queue uses one of the
following mechanismes.

Feature Default Queueing M echanism
FRTS FIFO
FRF.12 Dua FIFO
PIPQ PIPQ
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Note: PIPQ (PVC Interface Priority Queueing) overrides FIFO and dual FIFO. In other words, if you

enable FRF.12, the interface queueing strategy remains PIPQ.

FIFO Queueing

The following steps explain how the FRTS configuration alters the applied queueing mechanism to

FIFO.

1. Create a channelized interface using the channel-group command.

Rout er (config)# controller t1 6/0
Rout er (config-controller)# channel -group 0 ?

timeslots List of tineslots in the channe

group

Rout er (config-controller)# channel -group O tineslots ?
<1-24> List of tineslots which conprise the channe

Rout er (config-controller)# channel -group O tineslots 12

2. Execute the show interface serial 6/0:0 command and confirm the T1 interface is using the
default "Queueing strategy: weighted fair”. First, a packet is enqueued to afancy queue at the
VC level. It isthen sent to the interface queue. In this case, WFQ would be applied.

Rout er# show i nterface serial 6/0:0

Serial 6/0:0 is up, line protocol is up (| ooped)

Hardware is Miulti channel T1

MIU 1500 bytes, BW64 Kbit, DLY 20000 usec,

reliability 253/255, txload 1/255, rxload 1/255
Encapsul ati on HDLC, crc 16, Data non-inverted

Keepal i ve set (10 sec)

Last input 00:00:08, output 00:00:08, output hang never
Last clearing of "show interface" counters never
| nput queue: 0/75/0/0 (sizel/max/drops/flushes); Total output drops:

Queuei ng strategy: weighted fair
I --- Queue mechani sm

Qut put queue: 0/1000/64/0 (size/max total/threshol d/ drops)

I--- Queue size.

Conversations 0/1/16 (active/ nax active/max total)

I--- Queue information.

Reserved Conversations 0/0 (allocated/ nmax all ocated)

I--- Queue information.

Avai | abl e Bandwi dth 48 kil obits/sec
I--- Queue information.

5 mnute input rate 0 bits/sec, 0 packets/sec
5 mnute output rate O bits/sec, 0 packets/sec

5 packets input, 924 bytes, 0 no buffer

Recei ved 0 broadcasts, 14 runts, O giants, O throttles

14 input errors, 0 CRC, O frame, O overrun, O ignored, O abort
17 packets output, 2278 bytes, O underruns

O output errors, O collisions, O interface resets

0 output buffer failures, 0 output buffers swapped out

O carrier transitions
no al arm present

Ti mesl ot (s) Used: 12, subrate: 64Kb/s, transnmit delay is O flags
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I--- Queue information.

3. When the queueing strategy is WFQ, you can use the show queueing and show queue
commands to confirm.

Rout er# show queueing interface serial 6/0:0
Interface Serial 6/0:0 queueing strategy: fair

| nput queue: 0/75/0/0 (sizel/max/drops/flushes); Total output drops:

Queuei ng strategy: weighted fair

Qut put queue: 0/1000/64/0 (size/max total/threshol d/ drops)
Conversations 0/1/16 (active/ nax active/max total)
Reserved Conversations 0/0 (allocated/ nmax all ocated)
Avai | abl e Bandwi dth 48 kil obits/sec

Rout er# show queue serial 6/0:0

I nput queue: 0/75/0/0 (size/max/drops/flushes); Total output drops:

Queuei ng strategy: weighted fair

Qut put queue: 0/1000/64/0 (size/max total/threshol d/ drops)
Conversations 0/1/16 (active/ nax active/ max total)
Reserved Conversations 0/0 (allocated/ nmax all ocated)
Avai | abl e Bandwi dth 48 kil obits/sec

4. Apply FRTSusing the frame-relay traffic-shaping command in interface configuration
mode.

Rout er (config)# interface serial 6/0:0
Router(config-if)# frame-relay traffic-shaping

5. Applying FRTS prompts the router to change the queueing strategy on the interface-level
queues to FIFO.

Rout er# show i nterface serial 6/0:0
Serial 6/0:0 is up, line protocol is down (Il ooped)
Hardware is Miultichannel T1
MIU 1500 bytes, BW64 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on FRAME- RELAY, crc 16, Data non-inverted
Keepal i ve set (10 sec)
LM eng sent 13, LM stat recvd 0, LM upd recvd 0, DTE LM down
LM eng recvd 19, LM stat sent 0, LM upd sent O
LM DLCI 1023 LM type is CISCO frame relay DTE

0

Br oadcast queue 0/ 64, broadcasts sent/dropped 0/0, interface broadcas

Last input 00:00:06, output 00:00: 06, output hang never
Last clearing of "show interface" counters 00:02: 16
Queuei ng strategy: FIFO I--- queue nechani sm
Qut put queue 0/40, O drops; input queue 0/75, O drops
5 mnute input rate O bits/sec, 0 packets/sec
5 mnute output rate 0 bits/sec, 0 packets/sec
19 packets input, 249 bytes, 0 no buffer
Recei ved 0 broadcasts, O runts, 0 giants, O throttles
O input errors, 0 CRC, O franme, O overrun, O ignored, 0 abort
19 packets output, 249 bytes, 0 underruns
0 output errors, 0 collisions, O interface resets
0 output buffer failures, 0 output buffers swapped out
O carrier transitions
no al arm present
Ti mesl ot (s) Used: 12, subrate: 64Kb/s, transnit delay is O flags
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6. Since the queueing strategy is now FIFO, the show queue and show queueing command
output changes.

Rout er# show queueing interface serial 6/0:0
Interface Serial 6/0:0 queuei ng strategy: none
Rout er #

Rout er# show queue serial 6/0:0
' Show queue' not supported with FI FO queuei ng.

Cisco |0S Software Release 12.2(4) T introduces the Adaptive Frame Relay Traffic Shaping for
Interface Congestion feature, which is designed to minimize the effects of delay and packet drops
caused by interface congestion. The Adaptive Frame Relay Traffic Shaping for Interface Congestion
feature helps ensure that packet drop occurs at the VC queues.

When this new feature is enabled, the traffic-shaping mechanism monitors interface congestion.
When the congestion level exceeds a configured value called queue depth, the sending rate of all
PV Csisreduced to the minimum committed information rate (minCIR). As soon as interface
congestion drops below the queue depth, the traffic-shaping mechanism changes the sending rate of
the PV Cs back to the committed information rate (CIR). This process guarantees the minCIR for
PV Cs when there is interface congestion.

Dual FIFO

Frame Relay Queueing, which appearsin the output of the show interface serial command as Dual
FIFO, uses two priority levels. The high-priority queue handles voice packets and control packets
such as Loca Management Interface (LMI). The low-priority queue handles fragmented packets
(data or non-voice packets).

The interface-level queueing mechanism automatically changes to dua FIFO when you enable one
of the following features:

o FRF.12 Fragmentation -- Thisis enabled with the frame-relay fragment command in map-
class configuration mode. Data packets larger than the packet size specified in the frame-relay
fragment command are first enqueued to a WFQ subqueue. They are then dequeued and
fragmented. After fragmentation, the first segment is transmitted. The remaining segments
wait for the next available transmission time for that VC, as determined by the shaping
algorithm. At this point, small voice packets and fragmented data packets are interleaved from
other PVCs.

e Real-time Transport Protocol (RTP) Prioritization -- Originally, small data packets were also
classified as belonging to the high-priority queue ssmply because of their size. Cisco |OS
Software Release 12.0(6) T changed this behavior using the RTP Prioritization (V ol POFR)
feature. It reserves the high-priority queue for voice and LMI control packets only. Vol PoFR
classifies Vol P packets by matching on the RTP UDP port range defined in a Frame Relay
map-class. All RTP traffic within this port range is enqueued to a priority queue for the VC. In
addition, voice packets go into the high priority queue at the interface level. All other packets
go into the non-priority queue at the interface level.

Note: Thisfunctionality assumes that FRF.12 is configured.

Use the show interface command to view the size of the two queues. The steps below show the dual
FIFO queues and describe how to change the queue sizes.
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1. Execute the show interface serial command. The high-priority queue uses a queue limit that

istwice the size of the low-priority queue limit.

Rout er# show i nterface serial 6/0:0
Serial 6/0:0 is up, line protocol is down
Hardware is Miultichannel T1
MIU 1500 bytes, BW64 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on FRAME- RELAY, crc 16, Data non-inverted
Keepal i ve set (10 sec)

LM enqg sent 236, LM stat recvd 0, LM upd recvd 0, DTE LM down

LM eng recvd 353, LM stat sent 0, LM upd sent O
LM DLCI 1023 LM type is CISCO frame relay DTE

Br oadcast queue 0/ 64, broadcasts sent/dropped 0/0, interface broadcas

Last input 00:00:02, output 00:00:02, output hang never
Last clearing of "show interface" counters 00:39: 22
Queuei ng strategy: dual FIFO

--- Queue nechani sm

Qut put queue: high size/ max/ dropped 0/ 256/ 0
l--- High-priority queue.

Qut put queue 0/128, 0 drops; input queue 0/75, 0 drops
I--- Lowpriority queue.

5 mnute input rate 0 bits/sec, 0 packets/sec
5 mnute output rate O bits/sec, 0 packets/sec
353 packets input, 4628 bytes, 0 no buffer

Recei ved 0 broadcasts, 0 runts, 0 giants, O throttles

0 input errors, 0 CRC, O frame, O overrun, O ignored, O abort

353 packets output, 4628 bytes, 0 underruns
O output errors, O collisions, O interface resets

0 output buffer failures, 0 output buffers swapped out

O carrier transitions
no al arm present

Ti mesl ot (s) Used: 12, subrate: 64Kb/s, transnit delay is 0 flags

2. Usethe hold-queue {value} out command to change the interface queue sizes.

Router(config)# interface serial 6/0:0
Rout er (config-if)# hol d- queue ?
<0-4096> Queue length

Rout er (config-if)# hol d-queue 30 ?
in | nput queue
out Qut put queue

Rout er (config-if)# hol d- queue 30 out

3. Execute the show interface serial command again and note how the "Output queue" max

values have changed.

Rout er# show i nterface serial 6/0:0
Serial 6/0:0 is up, line protocol is up
Hardware is Miultichannel T1
MIU 1500 bytes, BW64 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on FRAME- RELAY, crc 16, Data non-inverted
Keepal i ve set (10 sec)

LM eng sent 249, LM stat recvd 0, LM upd recvd 0, DTE LM down
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LM eng recvd 372, LM stat sent 0, LM upd sent O
LM DLCI 1023 LM type is Cl SCO frane relay DTE
Br oadcast queue 0/ 64, broadcasts sent/dropped 0/0, interface broadcas
Last input 00:00:02, output 00:00:02, output hang never
Last clearing of "show interface" counters 00:41: 32
Queuei ng strategy: dual FIFO
I--- Queue nechani sm

Qut put queue: high size/ max/ dropped 0/ 60/ 0
l--- High-priority queue.

Qut put queue 0/30, O drops; input queue 0/75, O drops
I--- Lowpriority queue.

5 mnute input rate 0 bits/sec, 0 packets/sec
5 mnute output rate 0 bits/sec, 0 packets/sec
372 packets input, 4877 bytes, 0 no buffer
Recei ved 0 broadcasts, 0 runts, 0 giants, O throttles
O input errors, 0 CRC, O frane, O overrun, O ignored, 0O abort
372 packets output, 4877 bytes, 0 underruns
0 output errors, 0 collisions, O interface resets
0 output buffer failures, 0 output buffers swapped out
O carrier transitions
no al arm present
Ti mesl ot (s) Used: 12, subrate: 64Kb/s, transnmit delay is O flags

PIPQ

Frame-Relay PIPQ is designed for configurations in which separate VCs are carrying a single traffic
type, such asvoice or data. This allows you to assign a priority value to each PV C. PIPQ minimizes
serialization or queueing delay at the interface level by ensuring that the high-priority VC is serviced
first. PIPQ classifies packets by extracting the DL CI and looking up the priority in the appropriate
PV C structure. The PIPQ mechanism does not ook at the packet contents. Therefore, it makes no
decisions based on packet contents.

Use the following commands to configure PIPQ.

1. Enable PIPQ with the frame-relay interface-queue priority command on the main interface.

Rout er (config)# interface serial 6/0:0
Router(config-if)# frame-relay interface-queue priority
Rout er (config-if)# end

2. Usethe show interface serial command to confirm "Queueing strategy: DLCI priority”. This
command also displays the current size and number of drops for each queue.

Rout er# show i nterface serial 6/0:0
Serial 6/0:0 is up, line protocol is up
Hardware is Miltichannel T1
MIU 1500 bytes, BW64 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsul ati on FRAME- RELAY, crc 16, Data non-inverted
Keepal i ve set (10 sec)
LM eng sent 119, LM stat recvd 0, LM upd recvd 0, DTE LM down
LM eng recvd 179, LM stat sent 0, LM upd sent O
LM DLCI 1023 LM type is CISCO frane relay DTE
Br oadcast queue 0/ 64, broadcasts sent/dropped 0/0, interface broadcas
Last input 00:00:06, output 00:00: 06, output hang never
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Last clearing of "show interface" counters 00:19: 56
| nput queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: O
Queuei ng strategy: DLCI priority

I --- Queue nmechani sm

Qut put queue (queue priority: size/ max/drops):
hi gh: 0/20/0, medium 0/40/0, normal: 0/60/0, low 0/80/0
I--- Queue size.

5 mnute input rate 0 bits/sec, 0 packets/sec
5 mnute output rate 0 bits/sec, 0 packets/sec
179 packets input, 2347 bytes, 0 no buffer
Recei ved 0 broadcasts, 0 runts, 0 giants, O throttles
O input errors, 0 CRC, O franme, O overrun, O ignored, 0 abort
179 packets output, 2347 bytes, 0 underruns
0 output errors, 0 collisions, O interface resets
0 output buffer failures, 0 output buffers swapped out
O carrier transitions
no al arm present
Ti mesl ot (s) Used: 12, subrate: 64Kb/s, transnmit delay is O flags

3. Build aFrame Relay map-class and assign a priority level to aVC using the command frame-
relay interface-queue priority {highjmedium|normal|low} . The default PV C priority is
normal. All PVCs at the same priority share the same FIFO priority queue. Apply the map-
classto the VC. In the following sample output, a PV C with DLCI number 21 is assigned to
the high-priority interface queue.

Rout er (confi g)# map-class frame-relay high_priority_class
Rout er (confi g- map-cl ass)# frame-relay interface-queue priority high
Rout er (confi g- map-cl ass) # exit
Router(config)# interface serial 6/0:0.2 point
Rout er (confi g-subif)# frame-relay interface-dlci 21
Router(config-fr-dlci)# class ?

WORD map class nane

Rout er (config-fr-dlci)# class high_priority_class

4. Usethe show frame-relay PV C [dlci] and show queueing interface commands to confirm
your configuration change.

Rout er# show franme PVC 21
PVC Statistics for interface Serial 6/0:0 (Frane Relay DTE)

DLCI = 21, DLCl USACGE = LOCAL, PVC STATUS = | NACTI VE, | NTERFACE = Seria

i nput pkts O out put pkts O in bytes 0

out bytes O dropped pkts O in FECN pkts O

in BECN pkts O out FECN pkts O out BECN pkts O

in DE pkts O out DE pkts O

out bcast pkts O out bcast bytes 0

PVC create tine 00:00:17, last time PVC status changed 00: 00: 17

cir 56000 BC 7000 be 0 byte limt 875 interval 1
m ncir 28000 byte increment 875  Adaptive Shapi ng none

pkts O bytes 0 pkts del ayed 0 byt es del ayed

shapi ng i nactive

traffic shaping drops O

Queuei ng strategy: FIFO

Qut put queue 0/40, 0 drop, 0 dequeued
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I--- Size of the PVC queue.
priority high

l--- Al frames fromthis PVC are dequeued to the high-priority queue
I--- at the interface.

Rout er# show queueing interface serial 6/0:0
Interface Serial 6/0:0 queueing strategy: priority

Qut put queue utilization (queue/count)
hi gh/ 13 nedi um O normal /162 | ow O

5. Optionaly, configure the size of each interface queue with the following command. The
default sizes of the high, medium, normal, and low priority queues are 20, 40, 60, and 80
packets, respectively. To configure a different value, use the command frame-relay interface-
queue priority [<high limit><medium limit><normal limit><low limit>] in the interface
configuration mode.

Once enabled, PIPQ overrides any other Frame Relay interface queueing mechanisms,
including dual FIFO. If you subsequently enable FRF.12 or FRTS, the interface-level

gueueing mechanism will not revert to dual FIFO. In addition, PIPQ cannot be enabled if a
non-default fancy queueing mechanism already is configured on the interface. It can be
enabled in the presence of WFQ if WFQ is the default interface queueing method. Deleting the
PIPQ configuration changes the interface-level queueing to the default or to dual FIFO, if
FRF.12 is enabled.

PIPQ applies strict priority queuing. If traffic is continuously dequeued to the high-priority
gueue, the queueing scheduler will schedule the high-priority queue and may effectively starve
lower-priority queues. Therefore, take care in assigning PV Csto the high-priority queue.

Tuning the TX Ring

The TX ring is the unprioritized FIFO buffer used to store frames before transmission. Frame Relay
interfaces use asingle TX ring that is shared by all VCs. By default, the TX ring size is 64 packets
for higher-speed serial WAN interfaces, including the PA-T3+, PA-MC-2T3+, and PA-H. Lower-
speed WAN port adapters now automatically tune down the TX ring to avalue of 2 packets. In other
words, interface drivers set unique default TX ring values based on the bandwidth amount.

http://www.cisco.com/warp/public/105/queuing_fr_interfaces.html
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gueueing
method:
o frame-
Layer 3 relay
Layer 3 | processor \T/E% holdq
gueue per | system or . Yes with
Ve interface | CEWFQ FIFO
buffers | --Q
e (ueue-
limit
with
CBWFQ

Note: Unlike ATM interfaces such as the PA-A3, Frame Relay interfaces use a single transmit ring
for the interface. They do not build a separate ring for each VC.

It isimportant to know that the TX ring is FIFO and cannot support an alternate queueing
mechanism. Thus, tuning down the TX ring to avalue of 2 on low-speed interfaces effectively
moves most of the packet buffering to the PV C queue where the fancy queueing mechanisms and
QoS service policies do apply.

The following table lists serial port adapters for the 7x00 Series for automatic tuning down of the
transmit ring.

Port Adapter Part # T,Z\(utRciq'guhiirrgt
High-Speed Serial Port Adapters
PA-H and PA-2H Yes
PA-E3 and PA-T3 Yes
PA-T3+ Yes
Multichannel Serial Port Adapters
PA-MC-2T3+ Yes
PA-MC-2T1(=), PA-MC-4T1(=), PA- Yes
MC-8T1(=), PA-MC-8DSX1(=)
PA-MC-2E1/120(=), PA-MC-8E1/120 vy
() =
PA-MC-T3, PA-MC-E3 Yes
PA-MC-8TE1+ Yes
PA-STM1 Yes
Serial Port Adapters
PA-AT, PA-4T+ Yes
PA-4E1G Yes
PA-8T-V35, PA-8T-X21, PA-8T-232 |(Yes
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The size of the transmit ring is tuned down automatically when avoice-optimizing featureis
enabled. In addition, applying PIPQ causes the transmit ring to be tuned down automatically.

The following output was captured on a 7200 Series router running Cisco 10S Software Release 12.2
(6).

7200- 16# show controller serial 6/0:0
Interface Serial 6/0:0
f/lwrev 1.2.3, h/wrev 163, PMC freedmrev 1 idb = 0x6382B984
ds = 0x62F87C18, pl x_devbase=0x3F020000, pnt_devbase=0x3F000000
Enabl ed=TRUE, DSX1 | i nest at e=0x0,
Ds>tx_limted: 1 Ds>tx_count: 0 Ds>max_t x_count: 20

al arm present

Ti mesl ot (s) Used: 1-24, subrate: 64Kb/s, transnmit delay is 0 flags

Downl oad delay = 0, Report delay = 0

| DB t ype=0xC, status=0x84208080

Pci shared nenory = 0x4B16B200

Pl x mail box addr = 0x3F020040

RxFree queue=0x4B2FA280, shadow=0x62F9FA70

Rx freeq w =256, freeq rd=256, ready wt=1, ready_rd=0

TxFree queue=0x4B2FAACO, shadow=0x62F8FA44

TX freeq_wt =4099, freeq_rd=4099, ready_wt=4, ready_rd=3

# of TxFree queue=4095

Freedm FI FO (0x6292BF64), hp=0x6292C034 i ndx=26, tp=0x6292CF5C i ndx=511
reset _count=0 resurrect_count=0

TX enqueued=0, throttled=0, unthrottled=0, started=10

tx_limted=TRUE tx_queue_limt=2

I--- Note "tx_|imted=TRUE" when PIPQ is enabled. The "tx _queue limt" val ue
l--- describes the value of the transmt ring.

7200-16(config)# interface serial 6/0:0
7200-16(config-if)# no frame-relay interface-queue priority
7200- 16(config-if)# end
7200- 16# show controller serial 6/0:0
Interface Serial 6/0:0
f/fwrev 1.2.3, h/wrev 163, PMC freedmrev 1 idb = 0x6382B984
Ds = 0x62F87Cl18, pl x_devbase=0x3F020000, pnt_devbase=0x3F000000
Enabl ed=TRUE, DSX1 |i nest at e=0x0,
Ds>tx _limted: 0 Ds>tx_count:0 Ds>max_tx_count: 20
al arm present
Ti mesl ot (s) Used: 1-24, subrate: 64Kb/s, transnit delay is O flags
Downl oad delay = 0, Report delay = 0
| DB type=0xC, status=0x84208080
Pci shared nenory = 0x4B16B200
Pl x mail box addr = 0x3F020040
RxFree queue=0x4B2FA280, shadow=0x62F9FA70
Rx freeq_wt =256, freeq_rd=256, ready_wt=1, ready_rd=0
TxFree queue=0x4B2FAACO, shadow=0x62F8FA44
TX freeq_wt =4099, freeq_rd=4099, ready_wt=4, ready_rd=3
# of TxFree queue=4095
Freedm FI FO (0x6292BF64), hp=0x6292C034 i ndx=26, tp=0x6292CF5C i ndx=51
reset _count=0 resurrect_count =0
TX enqueued=0, throttled=0, unthrottled=0, started=11
tx_|imted=FALSE
l--- Transmit ring value has changed.
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