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Introduction

This document describes what Generic Routing Encapsulation (GRE) keepalives are and how
they work.

GRE Tunnels

A GRE tunnel is a logical interface on a Cisco router that provides a way to encapsulate
passenger packets inside a transport protocol. It is an architecture designed to provide the
services in order to implement a point-to-point encapsulation scheme.

GRE tunnels are designed to be completely stateless. This means that each tunnel endpoint does
not keep any information about the state or availability of the remote tunnel endpoint. A
consequence of this is that the local tunnel endpoint router does not have the ability to bring the
line protocol of the GRE Tunnel interface down if the remote end of the tunnel is unreachable. The
ability to mark an interface as down when the remote end of the link is not available is used in
order to remove any routes (specifically static routes) in the routing table that use that interface as
the outbound interface. Specifically, if the line protocol for an interface is changed to down, then
any static routes that point out that interface are removed from the routing table. This allows for
the installation of an alternate (floating) static route or for Policy Based Routing (PBR) in order to
select an alternate next-hop or interface.

Normally, a GRE Tunnel interface comes up as soon as it is configured and it stays up as long as
there is a valid tunnel source address or interface which is up. The tunnel destination IP address
must also be routable. This is true even if the other side of the tunnel has not been configured.
This means that a static route or PBR forwarding of packets via the GRE tunnel interface remains
in effect even though the GRE tunnel packets do not reach the other end of the tunnel.

Before GRE keepalives were implemented, there were only ways to determine local issues on the



router and no way to determine problems in the intervening network. For example, the case in
which the GRE tunneled packets are successfully forwarded, but are lost before they reach the
other end of the tunnel. Such scenarios would cause data packets that go through the GRE tunnel
to be "black holed", even though an alternate route that uses PBR or a floating static route via
another interface were available. Keepalives on the GRE tunnel interface are used in order to
solve this issue in the same way as keepalives are used on physical interfaces.

Note: GRE keepalives are not supported together with IPsec tunnel protection under any
circumstances. This document discusses this issue.

How Tunnel Keepalives Work

The GRE tunnel keepalive mechanism is similar to PPP keepalives in that it gives the ability for
one side to originate and receive keepalive packets to and from a remote router even if the remote
router does not support GRE keepalives. Since GRE is a packet tunneling mechanism for
tunneling IP inside IP, a GRE IP tunnel packet can be built inside another GRE IP tunnel packet.
For GRE keepalives, the sender prebuilds the keepalive response packet inside the original
keepalive request packet so that the remote end only needs to do standard GRE decapsulation of
the outer GRE IP header and then revert the inner IP GRE packet to the sender. These packets
illustrate the IP tunneling concepts where GRE is the encapsulation protocol and IP is the
transport protocol. The passenger protocol is also IP (although it can be another protocol like
Decnet, Internetwork Packet Exchange (IPX), or Appletalk).

Normal Packet:

IP Header TCP Telnet
Header

Tunneled Packet:

IP TCP
GRE IP Header GRE Heade Heade Telnet
r r

- IP is the transport protocol.

- GRE is the encapsulation protocol.

- IP is the passenger protocol.
Here is an example of a keepalive packet that originates from Router A and is destined for Router
B. The keepalive response that Router B returns to Router A is already inside the Inner IP Header.
Router B simply decapsulates the keepalive packet and sends it back out the physical interface
(S2). It processes the GRE keepalive packet just like any other GRE IP data packet.

GRE Keepalives:

GRE IP Header GRE IP Header GRE
Source A Destination B PT=IP Source B Destination A PT=0

This mechanism causes the keepalive response to forward out the physical interface rather than
the tunnel interface. This means that the GRE keepalive response packet is not affected by any
output features on the tunnel interface, such as 'tunnel protection ...", QoS, Virtual Routing and
Forwarding (VRF), and so forth.



Note: If an inbound Access Control List (ACL) on the GRE tunnel interface is configured,
then the GRE tunnel keepalive packet that the opposite device sends must be permitted. If
not, the opposite device GRE tunnel become down. (access-1ist <nunber> permit gre host
<tunnel - sour ce> host <t unnel - desti nati on>)

Another attribute of GRE tunnel keepalives is that the keepalive timers on each side are
independent and do not have to match, similar to PPP keepalives.

Tip: The problem with the configuration of keepalives only on one side of the tunnel is that
only the router that has keepalives configured marks its tunnel interface as down if the
keepalive timer expires. The GRE tunnel interface on the other side, where keepalives are
not configured, remains up even if the other side of the tunnel is down. The tunnel can
become a black-hole for packets directed into the tunnel from the side that did not have
keepalives configured.

Tip: In a large hub-and-spoke GRE tunnel network, it can be appropriate to only configure
GRE keepalives on the spoke side and not on the hub side. This is because it is often more
important for the spoke to discover that the hub is unreachable and therefore switch to a
backup path (Dial Backup for example).

GRE Tunnel Keepalives

With Cisco 10S® Software Release 12.2(8)T, it is possible to configure keepalives on a point-to-
point GRE tunnel interface. With this change, the tunnel interface dynamically shuts down if the
keepalives fail for a certain period of time.

For more information on how other forms of keepalives work, refer to Overview of Keepalive
Mechanisms on Cisco I0S.

Note: GRE tunnel keepalives are only supported on point-to-point GRE tunnels. Tunnel
keepalives are configurable on multipoint GRE (MGRE) tunnels but have no effect.

Note: In general, tunnel keepalives cannot work when VRFs are used on the tunnel interface
and the fVRF (‘tunnel vrf ...") and iVRF (‘ip vrf forwarding ...” on tunnel interface) do not
match. This is critical on the tunnel endpoint that "reflects” the keepalive back to the
requester. When the keepalive request is received it is received in the fVRF and
decapsulated. This reveals the pre-made keepalive reply, which then needs to be forwarded
back to the sender, BUT that forwarding is in the context of the iVRF on the tunnel interface.
Therefore, if the iIVRF and the fVRF do not match then the keepalive reply packet is not
forwarded back to the sender. This is true even if you replace iVRF and/or fVRF with
"global".

This output shows the commands you use in order to configure keepalives on GRE tunnels.

Rout er #confi gure term nal
Rout er (confi g) #i nterface tunnel 0
Rout er (confi g-if)#keepalive 5 4


https://www.cisco.com/c/en/us/support/docs/content-networking/keepalives/118390-technote-keepalive-00.html
https://www.cisco.com/c/en/us/support/docs/content-networking/keepalives/118390-technote-keepalive-00.html

!--- The syntax of this command is keepalive [seconds [retries]].

!--- Keepalives are sent every 5 seconds and 4 retries.
! --- Keepalives must be missed before the tunnel is shut down.
!-—- The default values are 10 seconds for the interval and 3 retries.

In order to better understand how the tunnel keepalive mechanism works, consider this example
tunnel topology and configuration:

Router B

TuO - 10.10.10.1/28 10.10.10.2/28 — TuD
LO - 192.168.1.1/32 192.168.1.2/32 - LO

Router A

interface | oopback 0

ip address 192.168.1.1 255. 255. 255. 255
interface tunnel 0

i p address 10.10.10.1 255. 255. 255. 252
tunnel source | oopbackO

tunnel destination 192.168.1.2
keepalive 5 4

Router B

interface | oopback 0

i p address 192.168. 1.2 255. 255. 255. 255
interface tunnel 0

i p address 10.10.10. 2 255. 255. 255. 252
tunnel source | oopbackO

tunnel destination 192.168.1.1
keepalive 5 4

In this scenario, Router A performs these steps:
1. Constructs the inner IP header every five seconds where:

the source is set as the local the tunnel destination, which is 192.168.1.2the destination is set
as the local tunnel source, which is 192.168.1.1

and a GRE header is added with a Protocol Type (PT) of 0

Packet generated by Router A but not sent:



2. Sends that packet out of its tunnel interface, which results in the encapsulation of the packet
with the outer IP header where:

the source is set as the local the tunnel source, which is 192.168.1.1the destination is set as
the local tunnel destination, which is 192.168.1.2

and a GRE header is added with PT = IP.

Packet sent from Router A to Router B:

3. Increments the tunnel keepalive counter by one.

4. With the assumption that there is a way to reach the far end tunnel endpoint and the tunnel
line protocol is not down due to other reasons, the packet arrives on Router B. It is then
matched against Tunnel 0, becomes decapsulated, and is forwarded to the destination IP
which is the tunnel source IP address on Router A.

Sent from Router B to Router A:

5. Upon arrival on Router A, the packet becomes decapsulated and the check of the PT results
in 0. This signifies that this is a keepalive packet. The tunnel keepalive counter is then reset

to 0 and the packet is discarded.

If Router B is unreachable, Router A continues to construct and send keepalive packets as well as
normal traffic. If the keepalives do not come back, the tunnel line protocol stays up as long as the
tunnel keepalive counter is less than the number of retries, which in this case is four. If that
condition is not true, then the next time Router A attempts to send a keepalive to Router B, the line

protocol is brought down.

Note: In the up/down state, the tunnel does not forward or process any data traffic. However,
it does continue to send keepalive packets. On the reception of a keepalive response, with
the implication that the tunnel endpoint is again reachable, the tunnel keepalive counter is
reset to 0, and the line protocol on the tunnel comes up.

In order to see keepalives in action, enable debug tunnel and debug tunnel keepalive.

Sample debugs from Router A:

debug tunnel keepalive
Tunnel keepalive debugging is on

01:19:16.019: Tunnel 0: sendi ng keepalive,

(len=24 ttl=0), counter=15

01:19:21.019: Tunnel 0: sendi ng keepalive

(len=24 ttl=0), counter=16

01:19: 26. 019: Tunnel 0: sendi ng keepalive

(len=24 ttl=0), counter=17

192.168.1.1->192.168. 1.2

192.168.1.1->192.168. 1.2

192.168.1.1->192.168. 1.2



GRE Keepalives and Unicast Reverse Path Forwarding

Unicast RPF (Unicast Reverse Path Forwarding) is a security feature that helps detect and drop
spoofed IP traffic with a validation of the packet source address against the routing table. When
Unicast RPF is run in strict mode (ip verify unicast source reachable-via rx), the packet must be
received on the interface that the router would use in order to forward the return packet. If strict
mode or loose mode Unicast RPF is enabled on the tunnel interface of the router that receives the
GRE keepalive packets, then the keepalives packets are dropped by RPF after tunnel
decapsulation since the route to the source address of the packet (router own tunnel source
address) is not through the tunnel interface. RPF packet drops can be observed in the show ip
traffic output as follows:

Rout er#show ip traffic | section Drop

Drop: O encapsulation failed, 0 unresolved, 0 no adjacency

0 no route, 156 unicast RPF, 0 forced drop

0 options denied

As a result, the initiator of the tunnel keepalives brings down the tunnel due to missed keepalives
return packets. So Unicast RPF must not be configured in strict or loose mode for GRE tunnel
keepalives to work. For more information about Unicast RPF, refer to Understanding Unicast
Reverse Path Forwarding.

IPsec and GRE Keepalives

GRE Tunnels with IPsec

GRE tunnels are sometimes combined with IPsec because IPsec does not support IP multicast
packets. Because of this, dynamic routing protocols cannot run successfully over an IPsec VPN
network. Since GRE tunnels do support IP multicast, a dynamic routing protocol can be run over a
GRE tunnel. The GRE IP unicast packets that result can be encrypted by IPsec.

There are two different ways that IPsec can encrypt GRE packets:

- One way is with the use of a crypto map. When a crypto map is used, it is applied to the
outbound physical interface(s) for the GRE tunnel packets. In this case, the sequence of steps
is as follows:

Encrypted packet reaches the physical interface.Packet is decrypted and forwarded to the
tunnel interface.Packet is decapsulated and then forwarded to the IP destination in clear text.

- The other way is to use tunnel protection. When tunnel protection is used, it is configured on
the GRE tunnel interface. The tunnel protection command became available in Cisco I0S
Software Release 12.2(13)T. In this case, the sequence of steps is as follows:

Encrypted packet reaches physical interface.Packet is forwarded to the tunnel
interface.Packet is decrypted and decapsulated and then forwarded to the IP destination in
clear text.

Both methods specify that IPsec encryption is performed after the addition of the GRE
encapsulation. There are two key differences between when you use a crypto map and when you
use tunnel protection:


http://www.cisco.com/web/about/security/intelligence/unicast-rpf.html
http://www.cisco.com/web/about/security/intelligence/unicast-rpf.html

- The IPsec crypto map is tied to the physical interface and is checked as packets are
forwarded out the physical interface.

The GRE tunnel has already GRE encapsulated the packet by this point.
- Tunnel protection ties the encryption functionality to the GRE tunnel and is checked after the
packet is GRE encapsulated but before the packet is handed to the physical interface.

Problems with Keepalives When You Combine IPsec and GRE

Given the two ways to add encryption to GRE tunnels, there are three distinct ways to set up an
encrypted GRE tunnel:

1. Peer A has tunnel protection configured on the tunnel interface while Peer B has crypto map
configured on the physical interface.

2. Peer A has crypto map configured on the physical interface while Peer B has tunnel
protection configured on the tunnel interface.

3. Both Peers have tunnel protection configured on the tunnel interface.

The configuration described in Scenarios 1 and 2 are often done in a hub-and-spoke design.
Tunnel protection is configured on the hub router in order to reduce the size of the configuration
and a static crypto map is used on each spoke.

Consider each of these scenarios with GRE keepalives enabled on Peer B(spoke) and where
tunnel mode is used for encryption.

Scenario 1

Setting:

- Peer A uses Tunnel Protection.

- Peer B uses Crypto Maps.

- Keepalives are enabled on Peer B.

- IPsec encryption is done in tunnel mode.

In this scenario, since the GRE keepalives are configured on Peer B, the sequence events when a
keepalive is generated are as follows:

1. Peer B generates a keepalive packet which is GRE encapsulated and then forwarded to the
phyiscal interface where it is encrypted and sent on to the tunnel destination, Peer A.
Packet sent from Peer B to Peer A:

2. At Peer A, the GRE keepalive is received decrypted:

decapsulated:



Then the inner GRE keepalive response packet is routed based on its destination address
which is Peer B. That means on Peer A, the packet is immediately routed back out the
physical interface to Peer B. Since Peer A uses tunnel protection on the tunnel interface, the
keepalive packet is not encrypted.

Therefore, packet sent from Peer A to Peer B:

Note: The keepalive is not encrypted.

3. Peer B now recieves a GRE keepalive response which is not encrypted on its physical
interface, but because of the crypto map configured on the physical interface, it expects an
encrypted packet and so drops it.

Therefore, even though the Peer A responds to the keepailves and router Peer B receives the
responses, it never process them and eventually changes the line protocol of the tunnel interface
to down state.

Result:

Keepalives enabled on Peer B cause the tunnel state on Peer B to change to up/down.
Scenario 2

Setting:

- Peer A uses Crypto Maps.

- Peer B uses Tunnel Protection.

- Keepalives are enabled on Peer B.

- IPsec encryption is done in tunnel mode.

In this scenario, since the GRE keepalives are onfigured on Peer B, the sequence events when a
keepalive is generated are as follows:

1. Peer B generates a keepalive packet which is GRE encapsulated and then encrypted by the
tunnel protection on the tunnel interface and then forwarded to the physical interface.
Packet sent from Peer B to Peer A:

2. At Peer A, the GRE keepalive is received decrypted:

decapsulated:

Then the inner GRE keepalive response packet is routed based on its destination address



which is Peer B. That means on Peer A, the packet is immediately routed back out the
physical interface to Peer B. Since Peer A uses crypto maps on the physical interface, it first
encrypt this packet before it forwards it on.

Therefore, packet sent from Peer A to Peer B:

Note: The keepalive response is encrypted.

3. Peer B now recieves an encrypted GRE keepalive response whose destination is forwarded
to the tunnel interface where it is decrypted:

Since Protocal Type is set to 0, Peer B knows this is a keepalive response and processes it
as such.
Result:

Keepalives enabled on Peer B succesfully determine what the tunnel state can be based on the
availabilty of the tunnel destination.

Scenario 3

Setting:

- Both Peers use Tunnel Protection.
- Keepalives are enabled on Peer B.
- IPsec encryption is done in tunnel mode.

This scenario is similar to Scenario 1 in that when Peer A receives the encrypted keepalive, it
decrypts and decapsulates it. However, when the response is forwarded back out, it is not
encrypted since Peer A uses tunnel protection on the tunnel interface. Thus, Peer B drops the
unencrypted keepalive response and does not process it.

Result:

Keepalives enabled on Peer B cause the tunnel state on Peer B to change to up/down.

Workaround
In such situations where the GRE packets must be encrypted, there are three possible solutions:

1. Use a crypto map on Peer A, tunnel protection on Peer B, and enable keepalives on Peer B.

Since this type of configuration is mostly used in hub-and-spoke setups and because in such



setups it is more important for the spoke to be aware of the hubs reachability, the solution is
to use a dynamic crypto map on the hub (Peer A) and tunnel protection on the spoke (Peer
B) and enable GRE keepalives on the spoke. This way, although the GRE tunnel interface on
the hub remains up, the routing neighbor and the routes through the tunnel are lost and the
alternate route can be established. On the spoke, the fact that the tunnel interface went down
can trigger it to bring up a dialer interface and call back to the hub (or another router at the
hub), then establish a new connection.

2. Use something other than GRE keepalives in order to determine peer reachability.

If both routers are configured with tunnel protection, then GRE tunnel keeaplives cannot be
used in either direction. In this case, the only option is to use the routing protocol or other
mechanism, such as the Service Assurance Agent, in order to discover if the peer is
reachable or not.

3. Use crypto maps on Peer A and Peer B.

If both the routers are configured with crypto maps, the tunnel keepalives can get through in
both directions and the GRE tunnel interfaces can shut down in either or both directions and
trigger a backup connection to be made. This is the most flexible option.

Related Information

- RFEC 1701, Generic Router Encapsulation (GRE)

- RFC 2890, Key and Sequence Number Extensions to GRE
.- Generic Routing Encapsulation (GRE) Tunnel Keepalive

.- IP_Fragmentation and PMTUD

- Overview of Keepalive Mechanisms on Cisco I0S

- Technical Support - Cisco Systems



http://www.ietf.org/rfc/rfc1701.txt
http://www.ietf.org/rfc/rfc2890.txt
http://www.cisco.com/c/en/us/support/docs/ip/generic-routing-encapsulation-gre/64565-gre-tunnel-keepalive.html
https://www.cisco.com/c/en/us/support/docs/ip/generic-routing-encapsulation-gre/25885-pmtud-ipfrag.html
https://www.cisco.com/c/en/us/support/docs/content-networking/keepalives/118390-technote-keepalive-00.html
http://www.cisco.com/cisco/web/support/index.html
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