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This document describes how to set and collect tracesin Cisco Unified Contact Center Enterprise (CCE).
Prerequisites

Requirements



Cisco recommends that you have knowledge of these topics:

Cisco Unified Contact Center Enterprise (UCCE)

Package Contact Center Enterprise (PCCE)

Cisco Finesse

Cisco Customer Voice Portal (CVP)

Cisco Virtualized Voice Browser (VVB)

Cisco Unified Border Element (CUBE)

Cisco Unified Intelligence Center (CUIC)

Cisco Unified Session Initiation Protocol (SIP) Proxy (CUSP)

Components Used

The information in this document is based on these software versions:

e Cisco Finesse Release 12.5
 CVP Sarver Release 12.5
» UCCE/PCCE Release 12.5
» Cisco VVB Release 12.5

e CUICRdease 12,5

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.

Set Tracesand Collect Finesse L ogs

Finesse Client

There are several optionsto collect Finesse client logs.

Option 1. Collect Client Logs Through the Send Error Report
1. Loganagentin.

2. If an agent experiences any problem during a call or media event, instruct the agent to click the Send
Error Report link on the top right-hand corner of the finesse desktop.
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3. The agent sees the L ogs Successfully Sent! message.

4. The client logs are sent to the Finesse server. Navigate to https://x.x.x.x/finesse/logs and log in with

an administration account.
5. Collect the logs under the clientlogs/ directory.

Directory Listing For /logs/ - Up To /

Filename Size
irdpartygadget/
pdmin/
sli.log 2.0 kb

Mon,

Tug,

Last Modifi
22 Feb 2021 23:06:32

12 Jul 2822 18:52:53

» 22 Fab 2821 22:59:10

17 Aug 2822 15:35:52


https://x.x.x.x/finesse/logs

Option 2: Set Persistent L ogging

1. Navigate to https.//x.x.x.x:8445/desktop/l ocall og.
2. Click Sign In With Persistent L ogging.

Local Storage Logs

2022-88-17 109:58:86.332 -0500 6FB721 : Browser Info: Mozilla/5.@ (Windows NT 18.9; WinB4; x64) AppleWebkit/537.36 (KHTML, like Gecko)
Chrome/183.8.5068.114 Safari/537.36
Finesse local logs : local storage is empty!

3. The Cisco Finesse agent desktop login page opens. Log the agent in.

Cisco Finesse

sumahani

GBOCO003

4. All the agent desktop interaction is registered and sent to the local storage logs. To collect the logs,
navigate to https://x.x.x.x:8445/desktop/locallog and copy the content into atext file. Save thefile
for further analysis.



https://x.x.x.x:8445/desktop/locallog)
https://x.x.x.x:8445/desktop/locallog)

Option 3: Web Browser Console

1. After an agent logsin, press F12 to open the browser console.
2. Select the Console tab.
3. Check the browser console for the errors. Copy the content into atext file and Saveit.
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4. Select the Networ k tab, and check the Preserve log option.
5. Right-click any of the network name events and select save as HAR with content.
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Finesse Server
Option 1. Viathe User Interface (Ul) - Web Services (Required) and Additional L ogs
1. Navigate to https://x.x.x.x/finesse/logs and log in with the administration account.
2. Expand the directory webserviced.
coendire/ Tue, B2 Aug 2022 BO:45:53 @

coenfireservice/
ceala

Tomcat)

Thu, 87 May 2028 81:3E:%a &

o 17 Aag DOI2 04551 @

» 13 Aisp 2622 £3:@1:81 @

Sun,

14 Aug 2822 B7:41:43 @

3. Collect the last web service logs. Select the last unzip file. For Instance, Desktop-W ebser vices.201X-

.1og.zip. Click thefile link and you see the option to Save thefile.


https://x.x.x.x/finesse/logs

Filename

Size Last Modified
Desktop-webiervices (2032 -98- 10704 -43- 22,955, log.2ip

4732.1 kb Swn, 14 dag 2022 0T:400ES GHT
Dusktop-webseryices. 2922-88-14T08-48-54 953, log

G731 kb Wed, 17 dag 2822 16:26:44 GMT

4. Collect the other required logs (depends on the scenario). For instance, openfire for notification
service issues, realm logs for authentication issue, and tomcatlogs for APIs issues.

% Note: The recommended method to collect the Cisco Finesse server logs is via Secure Shell (SSH)
and Secure File Transfer Protocol (SFTP). This method does not only allow you to collect the
webservices logs but all additional logs like, Fippa, openfire, Realm, and Clientlogs.

Option 2: Via SSH and Secure File Transfer Protocol (SFTP) - Recommended Option

1. Log in to the Finesse server with the SSH.

2. Enter this command in order to collect the logs you need. The command collects the logs for 2 hours.
Y ou are prompted to identify SFTP server where the logs are uploaded.
file get activelog desktop recurs compressreltime hours 2

Ln
1
.

3. These logs are stored on the SFTP server path: <IP address>\<date time stamp>\active_nnn.tgz ,
where nnn is timestamp in long format.

4. To collect additional logs like tomcat, Context service, Servm and install l1ogs, look at the Log
Collection section of the Cisco Finesse Administration Guide Release 12.5(1).

Set Tracesand Collect CVP and CVVB Logs
CVP Call Server

1. The CVP CallServer default level of tracesis enough to troubleshoot most of the cases. However,

when you need to get more detail on the Session Initiation Protocol (SIP) messages, you heed to set
the SIP strack traces to the DEBUG level.

2. Navigate to the CVP Call Server Diag webpage URL http:/localhost:8000/cvp/diag.

% Note: This page provides good information about the CVP CallServer and it is very useful to
troubleshoot certain scenarios.

3. Select com.dynamicsoft.DsLibs.DsUAL ibs from the Serv. Mgr dropdown menu at the top left-hand
corner.


https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/cust_contact/contact_center/finesse/finesse_1251/admin/guide/cfin_b_1251-administration-guide/cfin_b_1251-administration-guide_chapter_01100.html#reference_47F850F88D06F804EB5D27EEA2B9991A
http://cvp.cc.lab:8000/cvp/diag
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4. Click the Set button.



WES2ASE:
RPT_JDBC:
RPT_CALL_REG:
RPT_BATCH:

=1

5. Scroll down in the trace window in order to ensure that the level of traces has been set correctly.
These are your debug settings.
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6. When you reproduce the problem, collect the logs from C:\Cisco\CV P\logs and select the CVP log
file based on the time the problem occurred.



» Local Disk (C:) » Ciseo » CVP » logs » " .f'_,;. search log £

Mame Date modified Type Size
5
CVP.2022-08-17.00.log BT/ 2022 9456 AM Test Document B
| CVP.2022-08-16.00.log BATA2022 12:00 AM Text Document B
o L T

7. After you reproduce the problem, ensure to restore the traces to the default level. Select
com.dynamicsoft.DsLibs.DSUAL ibs from the Serv. Mgr dropdown menu at the top left-hand corner and
set it to error.

SV com.dynamicsoft.DsLibs.DsUALIbs v

[ H DEBUG v

STANDARD

LEGACY MSG

ICM CUSTOM

ALL; [0 |LoAD_SUBSYSTEM: 7] |MsGLAYER_MESSAGE: [0 |eep125_Low_LEVEL: O
CALL: 0 [™HREAD: 0 [MSGLAYER_METHOD: [J [MsGBUS_LOW_LEVEL: O
METHOD: O [use: ] [MSGLAYER_HANDLED_EXCEPTION: [ |cw_suBSYSTEM_ADMM: O
PARAM: 0 [MsG_pETaiL: ] [MSGLAYER_PaRAM: O
LOW_LEVEL: [0 |[MESSAGE_HANDLING: 0 [cLoBAL_EVENT: O
CLASSDUMP: O [wer [ |EXTERMAL_EVENT: O
HEARTBEAT: O |smarE: O |sTanc_rELD; |
HANDLED_EXCEPTION: O |securmy: ] |[EXTERNAL_STATE: O
000QUEUE: 0 [ucensmG: ] |NTERNAL STATE: O
(GARBAGE_COLLECTOR: [ [starTue: [ |cope_sRancH: 0
WESSAGE: [0  |sHUTDOWN: [] |cODE_MARKER: O
m
RPT_JDBC: 0O |swars: [0 |cuass_ouwe: a |
|RF'T_CALL_FIEG O |sume 0 |[LocaL_pume: |
|RF'T_EIAT[‘.H. O [sar: O -
Set
DEBUGT - DEBUG/41 - DEBUG!40
sIP DEBUG 41
org.springframework WARN 0
org.apache ERROR 0
RPT MFO 0
SIPINOUT VWARN 0
[[Eom-aynamicsoft GsLibs DsUALBs ERROR [}
LllZs] T
VR DEBUG 41
mmca MFO 0
ICH DEBUG &1
ALL S5 MFO 0
MSBBUS WFO 0

CVP Voice XML (VXML) Application

In very rare circumstances you need to increase the level of traces of the VXML server applications. On the
other hand, it is not recommended to increase it unless a Cisco Engineer requestsit.

To collect the VXML server application logs, navigate to the specific application directory under the VXML
server, for example: C:\Cisco\CVP\V XM L Server\applications\{name of application}\logs\ActivityL og\
and collect the activity logs.



< applications » BillingQueue » logs » Activitylog ;

(%]

acthaty_log2021-07-29-16-29-46.bd

i |AATSL SAF A S AT AF s

CVP Operations and Administration Management Portal (OAM P)

In most of the cases the default level of traces of OAMP and ORM are enough to determine the root cause of
the problem. However, if the level of tracesisrequired to be increased, here are the steps to execute this
action:

1. Backup % CVP_HOM E% \conf\oamp.properties

2. Edit % CVP_HOM E% \conf\oamp.properties

omgr.traceMask=-1
omgr.loglLevel=DEBUG
org.hibernate.TloglLevel=DEBUG
org.apache.logLevel=ERROR
net.sf.ehcache.loglLevel=ERROR

3. Restart OPSConsoleServer after the modification as shown.

Trace Level Information

Trace Log

Level Description Level Trace Mask

Product install default. No or minimal

performance impact expected. INFO None

DEVICE_CONFIGURATION +
DEBUG [DATABASE _MODIFY +
MANAGEMENT=0x01011000

L ess detailed trace messages with a small
performance impact.

DEVICE_CONFIGURATION +
Detailed trace messages with a medium DEBUG SYSLVL_CONFIGURATION +
performance impact. DATABASE _MODIFY +
MANAGEMENT=0x05011000

DEVICE_CONFIGURATION +
SYSLVL_CONFIGURATION +
DEBUG [BULK_OPERATIONS +
DATABASE_MODIFY +
MANAGEMENT=0x05111000

Detailed trace message with ahigh
performance impact.




Trace

L evel Description

Log
L evel

Trace Mask

performance impact.

Detailed trace message with avery high

DEBUG

MISC +
DEVICE_CONFIGURATION +
ST_CONFIGURATION +
SYSLVL_CONFIGURATION +
BULK_OPERATIONS +
BULK_EXCEPTION_STACKTRACE
+

DATABASE_MODIFY +
DATABASE_SELECT +
DATABASE_PO_INFO +
MANAGEMENT +
TRACE_METHOD +
TRACE_PARAM=0x17371000

5 Highest detailed trace message.

DEBUG

MISC +
DEVICE_CONFIGURATION +
ST_CONFIGURATION +
SYSLVL_CONFIGURATION +
BULK_OPERATIONS +
BULK_EXCEPTION_STACKTRACE
+

DATABASE_MODIFY +
DATABASE_SELECT +
DATABASE_PO_INFO +
MANAGEMENT +
TRACE_METHOD +
TRACE_PARAM=0x17371006

Cisco Virtualized Voice Browser (CVVB)

In CVVB, atracefileisalog file that records activity from the Cisco VV B component subsystems and

steps.

Cisco VVB has two main components:

e Cisco VVB Administration traces termed as MADM logs

» Cisco VVB Engine traces termed as MIVR logs

Y ou can specify the components for which you want to collect information and the level of information that

you want to collect.
Log Levels extend from:

» Debugging — Basic flow detailsto

» XDebugging 5 — Detailed level with Stack Trace



aliili.  Cisco Virtualized Voice Browser Serviceability LERVEUTRY Cisco W Serdceability
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Trace Configuration - Cisco Virualized Voice Browser Engine
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@ Reagy
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Trace Output setings
Masirnamm Mo, ef Files * 300
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Trace Filter Satting

Sublacility Debugging XDebuggingi XDebugging2 XDebuggingd XDebuggingd XDebugging5

WIBRARIES
LIB_CFG O O O |m| O
LIB_EVENT (m] O =) O O
LIB_JDBC O O O O ] O
LIB_JINI O O O ] (=] ||
LIB_LICENSE O (W O o o [m]
LIB_MEDIA (m] O O O o [w]
LIB_RMI O O O a ] O
LIB_SERVLET O O O uj ] O
uB_Tc O O O O O O

MANAGERS

A War ning: Xdebugging5 must not be enabled on production loaded system.

The most common logs that you need to collect are the Engine. The default level of traces for the CVVB
Engine traces is enough to troubleshoot most issues. However, if you need to change the level of traces for
a specific scenario, Cisco recommends that you use the pre-defined System Log Profiles.

System Log Profiles

Name Scenario in which this Profile must be Activated

DefaultvVVB Generic logs are enabled.

For issues with web administration through AppAdmin, Cisco VVB

AppAdminVVB Serviceability, and other web pages.

MediavVB For issues with media setup or media transmission.
VoiceBrowserVVB For issues with calls handle.

MRCPVVB For issues with ASR/TTS with Cisco VVB interaction.
CallControlVVB For issues with SIP signal related are published in the log.

Option 1. Via Administration Account

1. Open the CVVB main page (https.//X.X.X.X/uccxservice/main.htm), and navigate to the Cisco VVB



https://X.X.X.X/uccxservice/main.htm

Serviceability page. Log in with the administration account

almli,  Cisco Virtualized Voice Browser Serviceability
CISE0  For Cisco Virualized Voics Browser

Marm Trace Tools  Help

2. Select Trace > Profile.

alinh,  Cisco Virtualized Voice Browser Serviceability
cisco For Cisco Virtualized Voice Browser

Narml Trace |Tn:m|5 Help

Caonfiguration

3. Check the profile that you want to enable for the specific scenario and click the Enable button. For
example enable the profile CallControlVVB for SIP related issues or MRCPVV B for issues related to
Automatic Speech Recognition and Text to Speech (ASR/TTYS) interaction.

gl Cisco Virtualized Voice Browser Serviceability

CISCO  ryrCisco Virtualized Voice Browser

Alarm  Trace  Tools  Help

Log Profiles Management

_ﬁ Enable

Status

(@) Ready

— Profiles

O MediavWwB

O DefaultyvB

O AppAdminVVB

O voiceBrowservVve
_@ CallContral\YB

(JMRCPWE

Enable

4. Y ou see the successful message after you click the enable button.



alimlin  Cisco Virtualized Voice Browser Serviceability

CIS€O  Fyr cisco Virtualized Voice Browser

Alarm Trace  Tools  Help

Log Profiles Management

H& Enable

Status

@ CallControlVVB log profile configurations have been enabled successfully.

5. After the problem is reproduced, collect the logs. Use the Real Time Monitor Tool (RTMT) that
comes with the CVVB to collect the logs.

6. Click the Cisco Unified Real-Time Monitoring Tool icon on your Desktop (if needed, download this
tool from the CVVB).



7. Provide the | P address of the VVB and click OK .



Real-Time FMonitoring Tool Login

Host IP Address: (10.10.10.30| |

| ok | | cancer | | cerificates |

8. Accept the Certificate information if displayed

Add the Cerbificate bo Trust Store

The Certificate Trom the server is not trusted.

This could be because the certificate is self-signed or
the certificate is coming from a malicious server.

Please view the Certifnicate 1o confirm its authenticiys
bhaefore proceeding to add i,

Accept F Reject this Certificate 7

accept || Reject || view |

9. Provide the credential and click OK .

Authenticabtion Reguired E

A usernamea and password are being reguested by https:fowvwh.cc.lab: 84473

User Name: ladmin |

Password: sssssssss |

| ok | | cancer |

10. If you received the TimeZone error, RTMT can close after you click the Y es button. Relaunch the
RTMT tool.



Timezone data version mismaktch m

@) There is a mismalch batween timezon2 version on this RTMT and the Serder you ane inying 1o connect,
Fﬂ Do you wand (o update the timezone tables on this RTMT 1o match (o that of the server now 7
This will nead a restart of RTMT.

Hote: Choosing "No®™ would et you launch RTMT with current timezone version,
but you may face some issues related to mismatch in time,

Feal | [ we |

11. Leave the Default configuration selected and click OK.

Select Configuration | > |

Configuration List:
Lrarault

I]Em::rlptlnn:

ok | | cances

12. Select Trace & L og Central and then double click Collect Files.
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Alert Cantral
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i [ Remote Browse
[™ Collect Files
D| Caery Wizard
[™ schedule Callectior
[ ™ Local Browse

&= 5] Real Time Trace
[ colect Crash Durm
[y ©ollect Install Logs
[ Audit Logs

13. In the new open window, select the Engine and click Next.

Colleck Files

[ Smlect vwB Sericesispplications |

[ Salect all Sarvices on all Sarvers

Mlarme

Al Servars [ cwwb o lab

Administration

Cluster Wiew Daamon

DE Farfmon Countar Service
Dratabase

Englne

SHMP Java sdaptar

YWoice Subagant

I [
I [

RICIC]
RICIC]

L]
L]

| = Back || Mexl = | | Finish | | Cancel

14. Click Next again in the next window.



collectftes k3]
[ Select System Servicesispplications |
[ Select all Services an all Servers
Marme Al Saervers |1 ewvbicelab
Boot Logs || |_1
Cizco AMC Service 1 (1
Cisco AMC Sarvice Alartlog [ [
Cizeo AMC Service Calllog [ [
ClEco AMC Service Devicelog | |1
Ciseo AMC Service PPRLog Il ] i
Cizco AMC Service SarverLog [ [ i
Cizco AMC Service ServicelLog [] [ B
ClEco AXL Webh Service || |_1
Clsco Abort Transaction Spooling (] 11
Cisco Audit Event Semvice [ [1
Cizeo Audit Logs [ [
Cizco CAR Web Service [l [
Clsco CCh DBEL WWeb Library I 1
Ciseo GOl NS Web Librany [ [
Cisco CCMPD Web Service [] [
Cizco CCMADmIn YWeb Service [ [
Clsco CCMReam YWebh Service | |1
Cigco COMSanvice Webh Service 1 1
Cisco CCMUsar Web Service [ [
Cigco CODP [ [
Clsco COF Agent 1| |1
Cisco CallManadger Cisco 1P Phone Semnvices || |1
Cisco Cartificate Change Ratification [ [
Cizeoo Cerificate Change Motification Service [ [
Clco Change Credential Application || |_1
Cisco Common Usar Interface || |1
| «Back | Nexts | | cancel |

15. Select Relative Range and ensure you select time to cover the time of your bad call.

Coldlect File Options:
Collbiction Tirme

2 Aabsolute Rangs

| = Relatve Range |

Files Generated in the last || B0 - | Minutes - |

16. On the Download File Options, click Browse and select the directory where you want to save thefile,
then click Open.



Look In: | (Itracefiles ~| [ [ [=] BBl 8=

3 EMSLogFile

Folder name: |G.\U5er51.jdnel.l:lmvnlaausl.Exerciﬁe1_201 7-05-15_07-00-4 XMracefiles |

Files of Type: |n.l|=ies - |

I Open || Cancel ‘

17. Once all is selected, click Finish button.

- Collect File Options:
-~ Collection Time

i Absolute Range

Select Reference Server Time £ ||||-|l lient:{GMT-5:00Eastern Daylight Time-America/New _York -

From DatefTime | SME8M T - 703 Al | -~

To DatesTime [5/1517-8:03 AM ~]

@ Relative Ranoge

Files Generated in the last | B0 ~ | Minutes - |

Download File Options

Select Partition [A[:fn'e FPartition - |

Download File Directory badsu ' 4 2tra | Browse

i Zip Files

@ Do Mot Zip Files

] Uncompress Log Files

[C] Delete Collected Log Files from Server

MMote: The result file can be found in the directory named =kode Mame= created under
the user specified directory structure. The File Name is as specified by the user.

18. This collects the log files. Wait until you see the confirmation message on RTMT.



Trace & LU'B Central e e S s E

] Trace & Log Central
B Remoie Browse
[y lcollect Files
[ cuery wizard
[T Schedule Collectiar
B Local Browse

@ [ Real Time Trace
D Collect Crash Dum
[ collect Install Logs
[y Audit Logs

Collect Files in progress for node cwb.cc.lab

Downloading results into CilsersijdoeiDownloadsiExercisel _2017-05-15_|
Completed downloading results into _ CAllsers\jdoe\DownloadsiExarcise_|
Downloading files for node cvvb.cc.lab

Downloaded stdout.log from the node: cwh.cc.lab
Downloaded Cisco0D01MIVRDZ9. log from the node: cwh.cc. lab
Downloaded GC.log from the node: cvwb.cc.lab

Collection Summan™ ="
HostHName: cwwh.cc lab
MNo.of files Collected: 2

Completed downloading for node cwh.cc.labl

19. Navigate to the folder where the traces are saved.

20. The Engine logs are al that you need. To find them navigate to \<time stamp>\uccx\log\M VR

folder.

Option 2: Via SSH and SFTP - Recommended Option

1. Loginto the VVB server with the Secure Shell (SSH).

2. Enter this command in order to collect the logs you need. The logs are compressed and you are
prompted to identify SFTP server where the logs are uploaded. file get activelog /ucex/logM I VR/+ G

3. These logs are stored on the SFTP server path: <IP address>\<date time stamp>\active_nnn.tgz,
where nnn is timestamp in long format.

Set Trace and Collect Logs for CUBE and CUSP

CUBE (SIP)

1. Set the logs timestamp and enable the logging buffer.

#conf t

service timestamps debug datetime msec
service timestamps log datetime msec

service sequence-numbers
no logging console
no logging monitor

Togging buffered 5000000 7

end
clear Tlogging

A Warning: Any change on a production Cisco |OS® software GW can cause an outage.

2. Thisisavery robust platform that can handle the suggested debugs at the provided call volume
without issue. However, Cisco recommends that you:



» Send all logsto asyslog server instead of to the logging buffer.

Togging <syslog server ip>
logging trap debugs

» Apply the debug commands one at atime, and check the CPU utilization after each one.

show proc cpu hist

A Warning: If the CPU gets up to 70-80% CPU utilization, the risk of a performance-related
service impact is greatly increased. Thus, do not enable additional debugsif the GW hits 60%.

3. Enable these debugs:

debug voip ccapi inout
debug ccsip mess
After you make the call and simulate the issue, stop the debugging:

4. Reproduce the problem.
5. Disable the traces.

#undebug all

6. Collect the logs.

term len O
show ver
show run
show Tog

CUSP

1. Turn on SIP traces on CUSP.

(cusp)> config

(cusp-config)> sip logging

(cusp)> trace enable

(cusp)> trace level debug component sip-wire

2. Reproduce the problem.
3. Turn logging off once you are done.

Collect the Logs

1. Configure a user on the CUSP (for example, test).



2. Add this configuration at the CUSP prompt.

username <userid> create
username <userid> password <password>
username <userid> group pfs-privusers

3. FTPto the CUSP IP address. Use the username (test) and password as defined in the previous step.
4. Change directories to /cusp/log/trace.
5. Get the log_<filename>.

Set Trace and Collect UCCE Logs

Cisco recommends to set trace levels and collect traces via Diagnostis Framework Portico or System CLI
tools.

% Note: For more information about Diagnostic Framework Portico and System CLI, visit the chapter
Diagnostic toals in the Serviceability Guide for Cisco Unified ICM/Contact Center Enterprise,
Release 12.5(1).

When you troubleshoot most of the UCCE scenarios, if the default level of traces does not provide enough
information, set the level of tracesto 3 in the required components (with some exceptions).

% Note: Visit the Trace Level section on the Serviceability Guide for Cisco Unified ICM/Contact
Center Enterprise, Release 12.5(1) for more information.

For instance, if you troubleshoot Outbound Dialer issues, the level of traces must be set to level 2 if the
Diadler isbusy.

For CTISVR (CTISVR), level 2 and level 3 do not set the exact registry level recommended by Cisco. The
recommended trace registry for CTISVR is OXF8.

1. On the UCCE Agent PG, open the Registry Editor (Regedit).

2. Navigate to HK L M\softwar e\Cisco Systems, I nc\icm\<cust_inst>\CG1(a and
b)\EM S\CurrentVersion\library\Processes\ctisvr .

ii: Regustry Editor

File Edit View Favorites Help
w Cisea Systems, Inc. # || Name Type Data
w ICM A% (Default) REG_SZ (value not set)
12.3 % EMSAIILogFilesMax REG_D'WORD (e TT355400 (2000000000)
Certhon 4] EMSBreakOnEait REG_DWORD 00000000 (0)
Cisca 550 Configuration 2 EMSBreakOninat REG_DWORD CeDO00000G (0)
i ot 7 EMSDebugBresk REG_DWORD 000000001 (1)
12.5 % EMSDisplayToScreen REG_DWORD 00000000 (0)
v -if CO1A %7 EMSEnableGlobalExceptionHa.. REG_DWORD 00000001 (1
E’E“P Bl 2 eMsForwardLevel REG_DWORD 00000001 (1)
EMS 2 EMSGenerateSmallMemanyDu..  REG_DWORD 20000001 (5368T0913)
Currentiersian 134 EMSLogFileCounthlax REG_DWORD aDO00ZT10 (10000)
= Library k| EMiSLogFileLocation REG_SZ logfiles
52 Processes I3 EMSLogFileMax REG_DWORD el 9 380 (30000000)
= ] EMSMTEventLogLevel REG_DWORD 0000002 (2)
— [ 7 EMSTraceMask REG_DWORD DOODO0FE (248)



https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/cust_contact/contact_center/icm_enterprise/icm_enterprise_12_5_1/configuration/guide/ucce_b_serviceability-guide-for-cisco-unified12_5/ucce_b_serviceability-guide-for-cisco-unified12_5_chapter_01001.html
https://www.cisco.com/c/en/us/td/docs/voice_ip_comm/cust_contact/contact_center/icm_enterprise/icm_enterprise_12_5_1/configuration/guide/ucce_b_serviceability-guide-for-cisco-unified12_5/ucce_b_serviceability-guide-for-cisco-unified12_5_chapter_0110.html

3. Double click the EM STraceM ask and set the value to f8.

Value name:

|EMETmmMask
Value data: Base
|f8| (») Hexadecimal

) Decimal

OK

4. Click Ok and close the Registry Editor. These are the steps to set any of the UCCE component
traces (the RTR processis used as an example).

SetTrace Level

1. Open the Diagnostic Framework Portico from the server you need to set the traces, and log in as the
Administrator user.
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I Unified ICM/CCE Diﬂgr-mstic Framework Portico

CISCO
Hostname: 12UCCE-RA.chase.com Address: ::1

2. On the Commands section, navigate to Trace and select SetTracel evel.

3. On the SetTracel evel window, select the component and the level.
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nostic Framework Portico

il ynified ICMICCE Diag

CISCO
Hostname: 12UCCE-RA.chase.com Address: ::1

4. Click Submit. When finished, you see the Ok message.

(el ynified ICM/CCE Diagnostic Framework Portico

CISCO

Hostname: 12UCCE-RA.chase.com Address: ::1

A Warning: Set the level of tracesto level 3 while you attempt to reproduce the problem. After the
problem is reproduced, set the trace level to default. Use specia caution when you set the JTAPIGW
traces, since level 2 and level 3 set the Low level traces and this can cause a performance impact. Set
level 2 or level 3 inthe JTAPIGW during non-production time or in alab environment.

Log Collection

1. From the Diagnostic Framework Portico, in the Commands section, navigate to Trace and select
ListTraceFile.



2. On the ListTraceFile window, select the Component, FromDate, and ToDate. Check the Show
URL box, and then, click Submit.

g—

€& D) e X @ Unified ICM-CCE-CCH Diag... % Nk
/

e yYnified ICM-CCE-CCH Diagnostic Framework Portico

CISCO
Hostname: Sprawler115.PCCEMEA.cisco.com Address: ::1

= .
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3. When the request finishes, you see the OK message with the link of the ZIP log file.

Al Upified ICMICCE Diagn.u-sfic Framework Portico

cisco

Hostname: 12UCCE-RA.chase.com Address: @1

4. Click the ZI P file link and Save the file in the location you choose.

Set Trace and Collect PCCE Logs




PCCE has its own tool to setup trace levels. It is not applicable to UCCE environment where Diagnostic
Framework Portico or system CLI are the preferred ways to enable and collect logs.

1. From the PCCE AW server, open the Unified CCE Web Administration tool and log in to the
Administrator account.

I e F F i

Jnined UL Adaministration

Enter your password

2. Navigate to Overview > Infrastructure Settings > L og Collection in order to open the Log
Collection page.
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C1SCO Unified antact Center Enterprise
Qverview

Inventory

Chverview

License Management
Device Configuration
Application Gateways
Peripheral Gateways
Log Collection

Deployment Settings

Infrastructure Command Execution Pane

3. On the Log Collection page, click Trace L evels which opens the Trace L evels dialog box.

'::'I';ll':!:"' Linified Contact Center Enterprise Management L dien
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4. Set the Trace Level to Detailed on CCE and leave it as No Change for CM and CVP, then click
Update Trace L evels.




Trace Levels

Component Current Level Set Level To

CCE Marmal Mo Change j
Chd Mormal Mo Change j
R Morrmal Mo Change j

Update Trace Levels Cancel

5. Click Yesto acknowledge the Warning.

| Changing trace levals could affect the performance. Are you sure you swanl Lo proceedy

[ L e L R

6. After the problem is reproduced, open Unified CCE Administration and navigate back to
System >L og Collection.

7. Select CCE and CVP in the Components pane.

8. Select the appropriate Log Collection Time (the default is the last 30 min).

9. Click Collect Logs and Y esto the dialog warning. The log collection starts. Wait a few minutes
before it finishes.

Start Tire End Tima Duration Companants Sire Sastus At

10. Once finished, click Download button in the Actions column to download a zipped file with all logs
init. Save the zip file in any location you find appropriate.

Set Trace and Collect CUIC/Live Data/IDS L ogs

Download logs with SSH
1. Log into the SSH Command Line (CLI1) of CUIC, LD, and IDS.
2. Run the command in order to collect CUIC related logs.
file get activelog /cuic/logs/cuic/* .* recurs compressreltime hours1
file get activelog /cuic/logs/cuicsrvr/*.* recurs compressreltime hours 1
file get activelog tomcat/logs/* .* recurs compress

3. Run the command in order to collect LD related logs.

file get activelog livedata/logs/* .*



4. Run the command in order to collect 1dS related logs.
file get activelog ids/log/* .* recurs compressreltime days 1

5. These logs are stored on the SFTP server path: <IP address>\<date time stamp>\active_nnn.tgz ,
where nnn is timestamp in long format.

Download Logs with RTMT
1. Download RTMT from OAMP page. Log in to https://<HOST ADDRESS>/oamp where HOST
ADDRESS isthe |P address of the server.
2. Navigateto Tools > RTMT plugin download. Download and install the plugin.
3. Launch RTMT and log in to the server with admin credentials.
4. Double click Trace and L og Central and then double click Collect Files.

5. You can see these tabs for the specific services. You must select all services/serversfor CUIC, LD,
and IDS.

For CUIC:

Collect Fileg

[ Select CUIC Senices/Applications |

(¥l Select all Senvices on all Servers

Mame All Servers
| [Intelligence Center OAMP Service _ v
Intelligence Center Perfmon Senvice _ v
Intelligence Centeér Reporling Senvice v
Intelligence Center SNMP Java Adapler Senice |+
Intelligence Center Sendceability Sendce o]

For LD:



CCE Live Data ActiveMQ Sendce
CCE Live Data Cassandra Senvice
CCE Live Data NGIMX Senice
|CCE Live Data Socket |0 Senvice
|CCE Live Data Storm Senices
|CCE Live Data Web Senvice

CE Live Data Zookeeper Senice

<&
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For IDS:

Collect Files

| ame | il Servers
CiscoldentityServiee | MM

For Platform services, it is generally a good idea to select Tomcat and Event viewer logs:



Collect Files

[ Select System Sendces/Applications |
[_| Select all Services on all Servers

Name All Servers

Cisco Sendceability Reporter CallActhvitiesReport |

Cisco Sendceability Reportar DeviceReport | L]
Cisco Senriceability Reporier PPRReport [
Cisco Seniceability Reporier ServerReport _ 1
Cisco Seniceability Reporter ServiceReapor _ ]
Cisco Stored Procedure Trace ]
Cisco Syslog Agent ]
Cisco Tomeat ! v
(Cisco Tomcat Sacurity Logs | L
Cisco Tomcat Stats Senvet ]
Cisco Trace Collection Senvice ]
Cisco Trust Venfication Sence L]
Cisco UXL Web Sendce ]
Cisco Unified Mobile Vioice Access Senice [
Cisco Unified O3S Admin Web Senice _ L
[Cisco Unified OS5 Platform AP _ L
Cisco Unified Reporting Web Sendce ]
(Cisco User Data Senices |
Cisco WebDialer Web Sendce ! L]
(Cisco WebDialerRiedirector Wb Sandce | M|
Cron Logs ]
Event Viewer-Application Log ¥
[Event Viewer-System Log %
FIPS Logs ]

6. Select the Date and Time along with the destination folder in order to Save the Iog-s

Packet Capture on VoS (Finesse, CUIC, VVB)

1. Start the Capture

To start the capture, establish a SSH session to the VOS server authenticate with the Platform
Administrator account.
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1la. Command Syntax

The command is utils network captureand the syntax is as follows:

<#froot>
Syntax:
utils network capture

[options]
options optional
page,numeric,file fname,count num,size bytes,src addr,dest addr,port
num,host protocol addr
options are:

page
- pause output

numeric - show hosts as dotted IP
addresses

file fname - output the information to a file

Note: The file is saved in platform/cli/fname.cap

fname should not contain the character
count num - a
count of the number of packets to capture
Note: The maximum count
for the screen is 1000, for a file is 100000
size bytes -
the number of bytes of the packet to capture
Note: The maximum
number of bytes for the screen is 128
For a file it can be

any number or ALL

src addr - the source address of the

packet as a host name or IPV4 address

dest addr - the

destination address of the packet as a host name or IPV4 address

port

num - the port number of the packet (either src or dest)
host

protocol addr - the protocol should be one of the following:

ip/arp/rarp/all. The host address of the packet as a host name or IPV4

address. This option will display all packets to and from that address.

Note: If "host" is provided, do not provide "src" or "dest"




1b. Capture All Traffics

For atypical capture, one can collect ALL packets of ALL sizesfrom and to ALL addressinto a
capture file called packets.cap. To do this simply execute on the admin CLI utils network capture etho file
packets count 100000 size all
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1c. Capture based on Port number

In order to troubleshoot a communications issue with the Cluster Manager, it can be desireable to use
the port option to capture based on a specific port (8500).

For more information about which services require communications on each port, refer to theT CP and
UDP Port Usage Guidefor the applicable version of the respective component.

AP 14486075 - PuTTY Sl W e .

1d. Capture based on host

To Troubleshoot an issue with VOS and a particular host, it can be necessary to use the 'host' option to
filter for traffic to and from a particular host.

It can also be necessary to exclude a particular host, inthiscaseuse a"!" infront of thelP. An
example of thiswould be utils network capture etho file packets count 100000 size all host ip !10.1.1.1


http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance_guides_list.html
http://www.cisco.com/en/US/products/sw/voicesw/ps556/prod_maintenance_guides_list.html
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3. Reproduce the problem symptom

While the capture has started to reproduce the problem symptom or condition so that the necessary
packets are included in the capture. If the problem isintermittent, it can be necessary to run the
capture for an extended period. If the capture ends, it is because the buffer isfilled. Restart the capture
and the previous capture is automatically renamed so the previous capture is not lost. If acaptureis
needed for an extended period of time, use a monitor session on a switch to capture at the network
level.

4. Stop the capture

To stop the capture, hold the Control key and press C on the keyboard. This causes the capture
process to end and no new packets are added to the capture dump.

£P 14826075 - PuTTY

Oncethisis complete, acapturefileis stored on the server in the location 'activel og platform/cli/'

6. Collect the capture from the server
The capture files are stored in activelog platform/cli/ location on the server. Y ou can transfer the files
through CL1 to an SFTP server or to the local PC with the RTMT.

4a. Transfer capture file through the CLI to an SFTP server

Use the command file get activelog platform/cli/packets.cap t0 collect the packets.cap file to the SFTP server.
Alternatively, collect all .cap files stored on the server, use file get activelog platform/cli/* .cap.
Finally, fill in the SFTP server IP/FQDN, port, username, password, and directory information:



P
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The CLI indicates success or failure of the file transfer to the SFTP server.

4b. Use RTMT to transfer a capture fileto alocal PC.

Launch the RTMT. If itisnot installed on theloca PC, install the appropriate version from the VOS
Administration page and then navigate to the Applications > Plugins menu. Click System, then Trace
& Log Central, then double click Collect Files. Click Next through the first menu.
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In the second menu, choose the checkbox for Packet Capture L ogs on the server which the capture
was performed, then click Next.
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On the final screen, choose a time range when the capture was performed, and a download directory on
the local PC.



RTMT closes this window and proceeds to collect the file and store it on the local PC in the specified
location.



