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Introduction

This document describes the configuration guide on how to deploy CSR1000v routers for High
Availability on Amazon AWS cloud. It is aimed to give users practical knowledge of HA and the
ability to deploy a fully functional testbed.

For more in depth background about AWS and HA, refer to the section.



Prerequisites

Requirements
Cisco recommends that you have knowledge of these topics:

- An Amazon AWS account

- 2 CSR1000v and 1 Linux/Windows AMIs in the same region

- HA version 1 is supported on Cisco IOS-XE® versions 16.5to 16.9. From 16.11 and on, use
HA version 3.

Components Used

The information in this document is based on Cisco I0S-XE® Denali 16.7.1.

The information in this document was created from the devices in a specific lab environment. All of
the devices used in this document started with a cleared (default) configuration. If your network is
live, ensure that you understand the potential impact of any command.

Goal

In a multiple Availability Zone environment, simulate continuous traffic from the private datacenter
(VM) to the internet. Simulate an HA failover and observe that HA succeeds as the routing table
switches traffic from CSRHA to CSRHAL1's private interface is confirmed.

Topology

Before the configuration starts, it is important to understand the topology and design completely.
This helps to troubleshoot any potential issues later on.

There are various scenarios of HA deployment based on the network requirements. For this
example, HA redundancy is configured with these settings:

- 1x - Region

- 1x-VPC

- 3x - Availability Zones

. 6x - Network Interfaces/Subnets (3x Public Facing/3x Private Facing)
- 2x - Route Tables ( Public & Private )

- 2x - CSR1000v routers (Cisco 10S-XE® Denali 16.3.1a or later)

- 1x - VM (Linux/Windows)

There are 2x CSR1000v routers in an HA pair, in two different availability zones. Think of each
availability zone as a separate datacenter for additional hardware resiliency.

The third zone is a VM, which simulates a device in a private datacenter. For now, internet access
is enabled through the public interface on so that you can access and configure the VM.
Generally, all normal traffic should flow through the private route table.

Ping the VM's private interface private route table CSRHA 8.8.8.8 for Traffic simulation. In a



failover scenario, observe the private route table has switched the route to point to CSRHA1's

private interface.
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RTB - The route table ID.
CIDR - Destination address for the route to be updated in the route table.

ENI - The network interface ID of the CSR 1000v gigabit interface to which traffic is routed.
For Example, if CSRHA fails then CSRHA1 takes over and updates the route in the AWS route
table to point to its own ENI.

REGION - The AWS region of CSR 1000v.

Restrictions

- For private subnets, do not use the IP address 10.0.3.0/24—this is used internally on the
Cisco CSR 1000v for High Availability. The Cisco CSR 1000v needs to have public internet
accessibility to make REST API calls that change the AWS route table.

- Do not put the CSR1000v's gigl interface inside a VRF. HA does not work otherwise.

Configuration

The general flow of configuration is to start at the top most encompassing feature (Region/VPC)
and move your way down to the most specific (Interface/subnet). However, there is no specific
order of configuration. Before you start, it is important to understand the topology first .

Tip: Give names to all your settings (VPC, Interface, Subnet, Route Tables, etc).

Step 1. Choose a Region.

This example uses US West (Oregon).

Resource Groups ~ %

LIS East (M, Virginia)
AWS services Helpful| g east (ohio)

[5 1 M US Wast (M. California)

= US Wast (Oregon
~ Reacently visited senvices (Cragon)

Step 2. Create a VPC.

1. On the AWS Console, navigate to VPC > VPC Dashboard > Start VPC Wizard.



Services ~ Resource Groups ~ *

| VPC Dashboard Resources < /
! 4
Filter by VPC:

Q, Select a VPC Start VPC Wizard Launch EC2 Instances

Mote: Your Instances will launch in the US West (Oregon) region.

2. Choose VPC with a Single Public Subnet.
Step 1: Select a VPC Configuration

VPC with a Single Public .

Your instances run in a private, isolated section of the AWS cloud with
Subnet

direct access to the Internet. Network access control lists and security Intemet, 53
groups can be used to provide strict control over inbound and outbound i

VPG with Public and
Private Subnets

network traffic to your instances.

Croates:
. Ea’

VPC with Public and A M6 network with a /24 subnet, Public subnet instances use Elastic IPs or
Private Subnets and Public IPs to access the Internat.
Hardware VPN Access Solect
VPC with a Private Subnet /
Only and Hardware VPN Public Subnet
Access

\ Amazon Virtual Private Cloud /

3. When you create a VPC, you are assigned a /16 network to use as you please.

4. You are also assigned a /24 public subnet. Public subnet instances use Elastic IPs or Public
IPs for your devices to access the Internet.

Stap 2: VPC with a Single Public Subnet
P CIDR biock™ Y0 I0EDNE BES3T IP schorossen awallabie)

10w CROF ok I0No 1P CIDR Biock
Az pervied 1PV CIDH binck

VPG e A
Pubic submnats 1Pvd CIDRL™  POLLEDD (25 1 SRR Kl

Avalabibty Fosa:® Mo Preference o
Subnet pamer  Pubic subowd

i ed e more Subnels afler AW ol e NPT,
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Cwncal mnd Exm [ 24 m
5. vpc-b98d8ecO is created.



dw> Services v  Resource Groups ~ %

VPC Dashboard Create VPC -V 110 RS
Filter by VPC:
Q Q X
Name ~ WVPCID State IPv4 CIDR
HA vpc-b9BdBecl available 10.16.0.0v16
Your VPCs

Step 3. Create a Security Group for the VPC.
Security Groups are like ACLs to permit or deny traffic.

1. Under Security, click on Security Groups and Create your Security Group associated with
the above created VPC named HA.

aw% Services v Resource Groups > *

VPC Dashboard Security Group Actions v
4

2. Under Inbound Rules, define what traffic do you wish to allow for sg-1cf47d6d. For this
example, you allow All Traffic.

sg-1c47d6d | HA

Summary Inbound Rules Qutbound Rules Tags
Cancal m
Type Protocol Port Range  Source Description Remove
ALL Traffic & AL & AL 0.0.0.0/0 (1] %)
Add another rule

Step 4. Create an IAM role with a Policy and associate it to the VPC.

IAM grants your CSR access to Amazon APIs.

The CSR1000v is used as a proxy to call AWS APl commands to modify the route table. By
default, AMI's are not allowed access to APIs. This procedure creates an IAM role and this

role is used during the launch of a CSR instance. IAM provides the access credentials for CSRs to
use and modify AWS APIs.

1. Create IAM role. Browse to the IAM dashboard, and navigate to Roles > Create Role, as
shown in the image.



Services v  Resource Groups v *

'
Create role Delete role

Search IAM 4

2. As shown in the image, allow EC2 instance to call AWS on your behalf.
Create role

Select type of trusteﬂéntity

i.i AWS service . Another AWS account @ Wubldﬂﬂ?l‘lf

o, iy OpenlD
EC2, Lambda and others il Eelonging to you or 3rd party ol

Allows AWS services to perform actions on your behalf, Learn more

Choose the service that will use this role

S

EC2
Allows EC2 instances to call AWS services on your behalf.

Lambda
Allows Lambda functions to call AWS services on your behalf.

3. Create a Role and click on Next: Review, as shown in the image.
Create role ; ° 3

Attach permissions policies
Choose cne or more policies to attach to your new role,

Create policy < Refresh

Filter: Policy type ~ Q, Search Showing 384 results
Policy name + Attachments ~ Description

» NI AdministratorAccess 7 Provides full access to AWS services and resources,
» Wi MexaForBusinessDeviceSetup 0 Provide device setup access to AlexaForBusiness services
» ¥ AlsxaForBusinessFulliccess 0 Grants full access to AlexaForBusiness resources and acces...
» B AlexaForBusineasGatewayExecution 0 Provide gateway execution access to AlexaForBusiness serv...
» ¥ AlsxaForBusinessReadOnlyAccess 0 Provide read only access to AlexaForBusiness services
» 0¥ AmazonAPIGatewayAdministrater 0  Provides full access to create/edit/delete APIs in Amazon AP...
» B AmazonAPIGatewaylnvokeFullAccess 0 Provides full access to invoke APIs in Amazon APl Gateway.
» B AmazonAPIGatewayPushToCloudWatchLogs 0 Allows AP| Gateway to push logs to user’s account.
» ¥ AmazonAppStreamFullaccess 0 Provides full access to Amazon AppStream via the AWS Ma...
»  0F AmazonAppStreamfeadOnlyAccess 0 Provides read only access to Amazen AppStream via the AW. ..
»  §F AmazonAppStreamServiceAccess 0 Default policy for Amazon AppStream service role.
» 0¥ AmazonsthenaFulliccess 0 Provide full access to Amazon Athena and scoped access 1o...

* Required Cancel Previous MNext: Review

4. Give it a Role Name. For this Example, as shown in the image, the Role Name is
routetablechange.



Create role

Review

Provide the required information below and review this role before you create it. /

Role name* | routetablechange

Use alphanumanc and “+=.8-_" characters, Maximum 54 charactors.

5. Next, you need to create a policy and attach it to the role you created above. IAM dashboard,
and navigate to Policies > Create Polic

*

Create policy Policy actions ¥
Search |IAM 4

Services v Resource Groups v

{

"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",
"Action": [

"ec2:AssocilateRouteTable",
"ec2:CreateRoute",
"ec2:CreateRouteTable",
"ec2:DeleteRoute",
"ec2:DeleteRouteTable",
"ec2:DescribeRouteTables",
"ec2:DescribeVpcs",
"ec2:ReplaceRoute",
"ec2:DisassociateRouteTable",
"ec2:ReplaceRouteTableAssociation"

1.

"Resource": "*"
}
1
}
Create policy o 2

A policy defines the AWS permissions that you can assign to a user, group, or role. You can create and edit a policy in the visual editor and using JSON. Learn more

This policy validation failed and might have errors converting to JSON : The policy must have at least one statement For more information about the 1AM policy grammar, see AWS

1AM Policies

Visual editor JSON Import managed policy

"Version": "2012-10-17",
3- "Statement": [

{
"Effect”: "Allow",
= "Action": [

7 "ecl:AssociateRouteTable”,
"ec2:CreateRoute”,
"ec2:CreateRouteTable",
"ecZ:DeleteRoute”,
"ec2:DeleteRouteTable”,
"ec2:DescribeRouteTables”,
"ec2:DescribeVpcs”,
"ec2:ReplaceRoute"”,

"epr? N sassariateRnuteTahle™ . y

6. Give it a policy name and attach it to the Role you created. For this example, the policy name



is called CSRHA with Administrator Access, as shown in the image.

G k ® CSRHA has been created.
Dashboard
Groups Create polcy |

Users
Filter: Policy typ
Roles
Policies Polic Type

Identity providers ® » NI AdministratorAccess Job function

7. As shown in the image, attach the policy to the role you created called routetablechange.

Attach Policy

Attach the policy to users, groups, or rolas in your account.

Filter: Fiter ~ Q routetablechange

MName -

adikaulroutetablechange

[v] routetablechange *_

8. Summary.
Rolea » routetablechange
Summary

Aols ARN  emoewsiam: 93862102632 olafoutetablechangs ()
Aole description Alcws ECZ instances 10 call AWS sendioes on your bphad, | Edit
InFianca Prolils ARMS amawsiam: 9352 1028322 nstance-profilaroutatablachange ‘?‘|

Path
Craation time 2018-06-02 10:20 FOT

Maximum CLVAP session duration 1 hour (3,600 seconds) Edi

Parmissions Trust relationships Accoss Advisor Rovoke sessions

——

Podicy nama - Policy type
- CSRHA Managed polcy x

Policy summary [} JS0N Edit palicy Simiulate polkcy
q Filtir

Alkow [1 of 141 services] Show remaining 140

ER Limited: List, Writs All rescurces Mo

Step 5. Launch the CSR1000v's with the AMI role you Created and Associate
the Public/Private Subnets.



Each CSR1000v router has 2 interfaces (1 public, 1 private) and is in its own Availability Zone.
You can think of each CSR as being in separate datacenters.

1. On AWS console, select EC2 and then click on Launch Instance.

EC2 Dashboard fij Leunch instance  ~ Actions ¥

Events
2. Select AWS Marketplace.
1. Choose AMI 2, Choose Instance Typa 3. Configurn Instance &, Add Storage 5. Add Tags 6. Configura Security Group T. Roview

Step 1: Choose an Amazon Machine Image (AMI)
An AMI is a template that contains the software configuration foperating system, application server, and applications) required 1o launch your instar
the AWS Marketplace; or you can select one of your own AMIS.

Quick Start
My AMis T Amazon Linux AMI 2018.03.0 (HYM), S5D Volume Type - ami-e251209a
AWE M e Amazron Linut  Tha Amazon Linux AMI is an EBS-backed, AWS-supported image, The delault image includes AWS

Java. The repositories include Dacker, PHP, MySOL, PostgreSOL, and other packages.

3. Enter CSR1000v and for this example you use Cisco Cloud Services Router (CSR) 1000V -
BYOL for Maximum Performance.

1. Cheoki AMI 2 Dhoom bntmee Type 3 Corfiqum nstance i Add Storage G ASd Tags & Corfiges Sacurtsy Goue T Resirw

Step 1: Choose an Amazon Machine Image (AMI) LA

A AM| i & bemplaie ot contsins the softwane corfiguration joperating systomL. application sener, and apsicasons! required bo laurch your metance. Yiu can select an AW provided By AWS. our user communiy o
1N SIS b rketpiacs; o pou G ReRat ord of your own AMIR

ook St { 1004 of 4 Products
1 CERG00Y .

Py A
Cimen Clout Sorvioss Fouler (CSA) 1000W - AX Phg. Max Perfoemance m
AWE Marksmises oliwilie
CIsCo ] TR Prysus saveivs | ok Dy i Semwna, v
Canrrrunity Ah Bt P SRS a1 dae SOLEERYT NS seregs e siaaee @ MG REe oot
Free Trtal Lirusiling, Diber Corp K35 X | B4-2# Arewn Kechre g (A0 | Upsae: 2777174
* Categories Tha A3 Tochnotogy Package for Masimum Perieemanos wrsion of Citoo’s Clood Senioss Rouior (CSREDOIV) doliwns fi Maimerm it
smigsls i AWS coad o vikusl
Al Cafegorios
Wacra
e ptnach rh Soflware (4
Cisco Cloud Services Rouler (GSR) 1000V - Security Py, Max Perfurmance m
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®wd e 0| LB Porerm sreerm |50 by Cate Spfern. be
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4. Choose an Instance Type. For this example, the type selected is t2.medium.

1. i Al 7. CEooms Ieciance Tivs 3 Dot gurs Tridifcd 4 Astel e B il Tends B G B Sxsurty Oralg 7. P
Step 2: Choose an Instance Type
Arrapon D07 proiia 8 wite sekction of iners B sofmded to M1 Jiferant uss caios. INslarcas an Wikus serers Fad can aun epploatons, They Poee viefing Sormbiradons of CPL, memory, Siormage. and
notwiMking capacty, and ghme you the fiexixilty to choose e soormprate mex of resounces for your appilcabions. Learn mom abowl instancos types and Siow they can meet your comauling reeds.
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5. While the Instance is configured, you need to make sure to select the VPC you created
above along with the IAM role above. Additionally, create a Private Subnet which you
associate to the private facing interface.

1. Choose AMI 2. Choosa Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Canfigura Security Group 7. Review

Step 3: Configure Instance Details

No default VPC found. Select another VPC, or creats a new default VPC.

‘Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management role to the instance,

and more.
Number of instances (| 1 Launch into Auto Scaling Group (i
Purchasing option | Request Spot instances
Network (i vpc-abfefedt | HA 3| C Createnew VPC
No default VPC found, Create a new default VPC.
Subnet [ subnet-66f7931f | Public subnet | us-west-2a s Create new subnet
251 IP Addresses available \
Auto-assign Public IP j Use subnet setting (Disable) v
Placement group (j Add instance to placement groy
IAM role (i routetablechange 31 C Create new 1AM role
Shutdown behavior (j Stop :
Enable termination protsction [j Protect against accidental termination
Monitoring i Enable CloudWatch detailed monitoring

Additional charges apply.

6. Click on Create new Subnet for Private Subnet. For this example, the Name tag is HA
Private. Ensure that it is in the same Availability Zone as the Public Subnet.

Create Subnet x

Uze the CIDR format to specify your subnet's |P address block (e.q., 10.0.0.0/24). Note that block sizes must be betwesn a 16
netmask and /28 netmask, Also, note that a subnet can be the same size as your VPC. An [PvE CIDR block miust be a /64 CIDR biock.

MName tag HA Private i ]
VBC  vpo-aBfefed! | HA 1 0
VPG GIDRe R Status Status Reason
10.16.0.0M6 @ associated

4

Availability Zone us-west-2a : €

IPv4 CIDA block | 10.16.4.0/24 i)

Cancal Yes, Create

7. Scroll down and under Configure Instance Detalils, click on Add Device, as shown in the
image.

1. Ghoose AMI 2. Choosa Instance Type 3. Configure Instance 4, Add Storage 5. Amctd Tags 6. Configure Security Group 7. Raviaw

Step 3: Configure Instance Details

* Metwork interfaces '
Device  Notwork Interface Subnet Primary IP Secondary IP addresses IPvE IPs

L] erw nitwork interfac: subnet-GETE31f 5 ALb-A8E0A Add 1P

saaveres



10.

. After the secondary interface is added, associate the private subnet you created called HA

Private. EthO is the public facing and Eth1 is the private facing interface. Note: The subnet
created in the previous step may not appear in this drop down. You may need to refresh or
cancel the page and start again for the subnet to

appear.

« Network interfaces
Dwvice  Notwork Interface Subnet Primary IP Socondary IP addresses IPvE [Pz
GEh Nrw Pitwaes inlerSio § subnet-B870311 5

Add IP

subnet-EEIME (Public subnet) 10.16.0.0/24 us-wosl-2a

athl New notwornk intedas § || o suboet-E0c5a110 (HA Private) 10.16.4.0/24 us-west-2a ‘ g

. Select the Security Group you created under VPC and ensure that the rules are properly

defined.

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic 1o reach your instance. For example, if you want to set up a web server and allow
Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2
security groups.

Assign a security group: ~ Create a new security group

DSelect an existing security group

Security Group ID Name Description Actions
$g-01880170 default default VPC security group Copy to new
@ sg-1cl47ded HA HA Copy to new

A t

Create a new key pair and ensure to download your private key. You can reuse one key for
every device. Note: If you lose your private key, you cannot login to your CSR's again.
There is no method to recover

keys.

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Gonfigure Security Group 7. Review

Step 7: Review Instance Launch

Please review your instance launch details. You can ge back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.



Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

MNote: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

Create a new key pair

i

Key pair name
'CSRHA |

Download Key Pair

YYou have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file

again after it's created.
Cancel : | —

11. Associate the Elastic IP with the ENI of Public Interface for the instance you created and
navigate to AWS console > EC2 Management > Network Security > Elastic IP's. Note:
Public/private terminology may confuse you here. For the purposes of this example,
definition of a public interface is EthO which is the internet facing interface. From the point of
view of AWS, our public interface is their private

p.
EC2 Dashboard ’ Allocate new address Actions v
Events ¢

Associate address

S0t Ol NSLERC OFL NIDWErK INLOACcE 10 WHICH 0L WILRE 10 BASOCiEtS his EIRSSC IF DOCReRs (59.244.108.43)

Rusouroe tipe irstance [1]
__* O Network infortace
MutTwork ITortecs | el 25156330 -
Private IP | 10182215 - 0

Reassociation Asicew Elamtio 1P 1o B reassociated f nisady attached €

ﬂ Warning

¥ you assocabe an Elastic I sddness with your natance, your currerd publc 1P addniss bs resnsed. Laam mons.

¥ AWSE Commsnd Lins knterfacs commsnd /

oven [ETD

12. Disable Source/Dest Check as you navigate to EC2 > Network Interfaces. Verify each ENI
for Source/Dest check. By default, all ENIs come with this Source/Dest check enabled. An
anti-spoofing feature meant to avoid letting an ENI get overrun with traffic that is not really



intended for it by verifying that the ENI is the destination of the traffic before forwarding it.
The router is rarely the actual destination of a packet. This feature must be disabled on all
CSR transit ENIs or it cannot forward

ackets.

Change Source/Dest. Check X

Network Interface eni-10e3a018

Source/dest. check ~ Enabled /

© Disabled

oo [l

13. Connect to your CSR1000v. Note: The username provided by AWS to SSH into the
CSR1000v may be incorrectly listed as root. Change this to ec2-user if necessary.Note:
You must be able to ping the DNS address to SSH in. Here it is ec2-54-208-234-
64.compute-1.amazonaws.com. Check that the router's public subnet/eni is associated with
the Public Route Table. Briefly go to Step 8 on how to associate the subnet to the Route
Table.



Connect To Your Instance X

| would like to connect with D A standalone S5SH client
A Java 55H Client directly from my browser (Java required)
To access your instance:

1. Open an S5SH client. (find out how to connect using PuTTY)

2. Locate your private key file (HA.pem). The wizard automatically detects the key you used to
launch the instance.

3. Your key must not be publicly viewable for S5H to work. Use this command if needed:
chmod 49@ HA.pem
4. Connect to your instance using its Public DNS:
ec?-54-208-234-64. compute-1. amazonaws . Com
Example:
ssh -i "HA.pem" root@ecZ-54-208-234-64.compute-1.amazonaws . com

Please note that in most cases the usernarme above will be correct, however please ensure
that you read your AMI usage instructions to ensure that the AMI owner has not changed the !
default AMI| username, |

If you need any assistance connecting to your instance, please see our connection documentation,

Step 6. Repeat Step 5 and Create the Second CSR1000v Instance for HA.

Public Subnet: 10.16.1.0/24
Private Subnet: 10.16.5.0/24

If you are unable to ping the elastic ip address of this new AMI, briefly go to Step 8 and ensure
that the public subnet is associated with the public route table.

Step 7. Repeat Step 5 and Create a VM(Linux/Windows) from the AMI
Marketplace.

For this example, use Ubuntu Server 14.04 LTS on the marketplace.
Public Subnet: 10.16.2.0/24

Private Subnet: 10.16.6.0/24

If you are unable to ping the elastic ip address of this new AMI, briefly go to Step 8 and ensure



that the public subnet is associated with the public route table.

1. EthO is created by default for the public interface. Create a second interface called ethl for
the private subnet.
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2. The IP address you configure in Ubuntu is the ethl private interface assigned by AWS.
ubuntu@ip-10-16-2-139:~$ cd /etc/network/interfaces.d/

ubuntu@ip-10-16-2-139:/etc/network/interfaces.d$ sudo vi ethl.cfg

auto ethl
iface ethl inet static
address 10.16.6.131
netmask 255.255.255.0
network 10.16.6.0
up route add -host 8.8.8.8 gw 10.16.6.1 dev ethl

3. Flap the interface or reboot the VM.
ubuntu@ip-10-16-2-139:/etc/network/interfaces.d$ sudo ifdown ethl && sudo ifup ethl
ubuntu@ip-10-16-2-139:/etc/network/interfaces.d$ sudo reboot

4. Ping 8.8.8.8 for the test. Ensure that the 8.8.8.8 route has been added per step 7.
ubuntu@ip-10-16-2-139:~$ route -n
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref Use Iface
0.0.0.0 10.16.2.1 0.0.0.0 UG O 0 0 ethO
8.8.8.8 10.16.6.1 255.255.255.255 UGH 0 0 0 ethl <——mmmm
10.16.3.0 0.0.0.0 255.255.255.0 U 0 0 0 ethO
10.16.6.0 0.0.0.0 255.255.255.0 U 0 0 0 ethl

If 8.8.8.8 is not listed in the table, add it manually:
ubuntu@ip-10-16-2-139:~$ sudo route add -host 8.8.8.8 gw 10.16.6.1 dev ethl

Step 8. Configure the Private and Public Route Tables.



1. When a VPC through the wizard in Step 2 is created, two route tables are automatically
created. If there is only one Route Table, create another one for your private subnets, as
shown in the image.

Create Route Table

A route table specifies how packets are forwarded batwesan the subnets within your VPG, tha Internat,
and your VPN connection.

Mametag HA PRIVATE i ]

VPC  vpc-b98dBecO |[HA ~| €
o

VPC Dashboard % Create Route Table Delete Route Table
Filter by VPC:
Q Select a VPG Q, Search Route Tables and theil X
Name -~ RouteTablelD - Explicilly Associal- Main - VPC
Virtual Private Cloud
HA PUBLIC Aib-27524 151 1 Subnet Mo Vpe-30222140 | HA
Your VPCs
B HAPRIVATE rib-ca5340b2 0 Subnets Yes vpc-39222f40 | HA
Subnets
| Route Tables 1‘
Internet Gateways
Egress Only Internet
Gateways
DHCP Options Sets
Endpolnts Summary Routes Subnet Associations Route Propagation Tags
Endpoint Services
= Edit
NAT Gateways / View: | Allrules 4
P g Con Destination Target Status  Propagated
Security 10,16,0.0/16 local Active Mo

2. Here is a view of the two Route Tables. The PUBLIC Route Table has the Internet Gateway
(igw-95377973) automatically attached. Label these two tables accordingly. The PRIVATE
table should NOT have this route.



VPC Dashboard (e -5 LT ER P S Delete Route Table  Set As Main Table
q

Filter by VPC:
Search Route Tables and thei

Q) Select a VPC Q X

Mame -~ Route Table ID = Explicitly Associal~ Main - VPC
Virtual Private Cloud

] HA PUBLIC rtb-2752415f 1 Subnet No vpe-38222f40 | HA

Your VPCs

HA PRIVATE rtb-ca5340b2 0 Subnats Yas vpc-39222140 | HA
Subnets /
Route Tables

Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
rtb-2752415f | HA PUBLIC

Elastic IPs

Endpoints Summary Routes Subnet Associations Route Propagation Tags
Endpoint Services m

NAT Gateways

View: All rules

Peering Connections
ng : Destination Target Status  Propagated

Security 10.16.0.0116 local Active Mo

Network ACLs 0.0.0.0/0 ‘ igw-05377913 Active  No

3. Associate all 6 subnets to the proper Route Table 3 Public interfaces are associated with the
Public Route Table:Public Subnets: 10.16.0.0/24, 10.16.1.0/24, 10.16.2.0/24 3 Private
interfaces are associated with the Private Route Table:Private Subnets: 10.16.4.0/24,
10.16.5.0/24,
10.16.6.0/24

rtb-ec081d94 | HA PRIVATE /

Summary Routes Subnet Associations Route Propagation Tags

Bl ¢—

Subnet IPvd4 CIDR IPvé CIDR

You do not have any subnet associations.
The following subnets have not been explicitly
associated with any route tables and are
therafore associated with the main route table:

Step 9. Configure Network Address Transaltion (NAT) and GRE Tunnel with
BFD, and any Routing Protocol.

Configure the Generic Routing Encapsulation (GRE) tunnel through the Elastic IPs of the CSR
1000v's (recommended to avoid DHCP lease renewal issues, which detect false failures.)

The Biderection Forwarding Detection (BFD) values can be configured to be more aggressive than
those shown in this example, if faster convergence is required. However, this can lead to BFD
peer down events during intermittent connectivity. The values in this example detects peer failure
within 1.5 seconds. There is a variable delay of about a few seconds between the time when the
AWS APl command is executed and when the VPC routing table changes go into effect.



- Configuration on CSRHA
GRE and BFD - Used to observe conditions for HA failover

interface Tunnell

ip address 192.168.1.1 255.255.255.0

bfd interval 500 min_rx 500 multiplier 3

tunnel source GigabitEthernetl

tunnel destination 52.10.183.185 /* Elastic IP of the peer CSR */
!
router eigrp 1

bfd interface Tunnell

network 192.168.1.0

passive-interface GigabitEthernetl

NAT and Routing - Used for VM internet reachability through the private interface

interface GigabitEthernetl
ip address dhcp
ip nat outside
no shutdown
!
interface GigabitEthernet2
ip address dhcp
ip nat inside
no shutdown
1
ip nat inside source list 10 interface GigabitEthernetl overload
1
access-list 10 permit 10.16.6.0 0.0.0.255
1
ip route 10.16.6.0 255.255.255.0 GigabitEthernet2 10.16.4.1
. Configuration on CSRHA1

GRE and BFD - Used to observe conditions for HA failover

interface Tunnell

ip address 192.168.1.2 255.255.255.0

bfd interval 500 min_rx 500 multiplier 3

tunnel source GigabitEthernetl

tunnel destination 50.112.227.77 /* Elastic IP of the peer CSR */
!
router eigrp 1

bfd interface Tunnell

network 192.168.1.0

passive-interface GigabitEthernetl

NAT and Routing - Used for VM internet reachability through the private interface

interface GigabitEthernetl
ip address dhcp
ip nat outside
no shutdown

!

interface GigabitEthernet?2
ip address dhcp
ip nat inside
no shutdown



1
ip nat inside source list 10 interface GigabitEthernetl overload
1
access-list 10 permit 10.16.6.0 0.0.0.255

1

ip route 10.16.6.0 255.255.255.0 GigabitEthernet2 10.16.5.1

Step 10. Configure High Availability (Cisco I0S XE Denali 16.3.1a or later).

Monitor BFD peer down events by configuring each CSR 1000v using the cloud provider aws
command specified below. Use this command to define the routing changes to (VPC) Route-table-
id, Network-interface-id and CIDR after an AWS HA error such as BFD peer down, is detected.

CSR (config)# redundancy

CSR(config-red)# cloud provider [aws | azure] node-id
# bfd peer ipaddr

route-table table-name

cidr ip ipaddr/prefix

eni elastic-network-intf-name

HH FH H H*

region region-name

1. The #bfd peer ipaddr is the peer Tunnel ip address.
CSRHA#show bfd neighbors

IPv4 Sessions
NeighAddr LD/RD RH/RS State Int
192.168.1.2 4097/4097 Up Up Tul

2. The #route-table table-name is found under AWS console, navigate to VPC > Route Tables.
This action alters the Private Route Table.

VPC Dashboard el N8 Delete Route Table
4

Filter by VPC:

Q Select a VPC Q Search Route Tables and theil X

_ Name «  Route Table ID
Virtual Private Cloud
rtb-7b746303

Your VPCs
HA PUBLIC rtb-ab091cd3
Subnets
‘ rtb-a4495edc
Route Tables @ HAPRIVATE rtb-ec081d94

3. The #cidr ip ipaddr/prefix is the destination address for the route to be updated in the route
table. Under AWS console, navigate to VPC > Route Tables. Scroll down, click Edit and
then on Add another route. Add our test destination address of 8.8.8.8 and CSRHA's
private ENI.



rtb-ec081d94 | HA PRIVATE

Summary Routes Subnet Associations Route Propagation Tags
rib-ec081d94 | HA PRIVATE
Summary Routes Subnet Associations Route Propagation Tags
corce ([
View: All rules
Destination Target Status Propagated Remove
10.16.0.0/16 / local Active No
8.8.8.8/32 eni-10e3a018 Active No o

Add another route

-

4. The #eni elastic-network-intf-name is found in your EC2 instance. Click on your Private
facing interface ethl for each of the corresponding CSR's and use the Interface ID.
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5. The #region name is the code name found in the AWS document. This list may change or
grow. To find the latest updates, visit Amazon's Region and Availability Zones document.

Metwork Inbarlaces



https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html

Code Name

us-east-1 US East (N. Virginia)
us-east-2 US East (Ohio)
us-west-1 US West (N. California)
us-west-2 US West (Oregon)

ca-central-1  Canada (Central)

eu-central-1  EU (Frankfurt)

eu-west-1 EU (Ireland)
eu-west-2 EU (London)
eu-west-3 EU (Paris)

ap-northeast-1 Asia Pacific (Tokyo)
ap-northeast-2 Asia Pacific (Seoul)
ap-northeast-3 Asia Pacific (Osaka-Local)
ap-southeast-1 Asia Pacific (Singapore)
ap-southeast-2 Asia Pacific (Sydney)
ap-south-1 Asia Pacific (Mumbai)

sa-east-1 South America (S3o Paulo)

Redundancy Configuration Example on CSRHA

redundancy

cloud provider aws 1
bfd peer 192.168.1.2
route-table rtb-ec081d94
cidr ip 8.8.8.8/32
eni eni-90b500a8
region us-west-2

Redundancy Configuration Example on CSRHA1

redundancy

cloud provider aws 1
bfd peer 192.168.1.1
route-table rtb-ec081d94
cidr ip 8.8.8.8/32
eni eni-10e3a018
region us-west-2



Verify High Availability

1. Check BFD and cloud configurations.
CSRHA#show bfd nei

IPv4 Sessions
NeighAddr LD/RD RH/RS State Int
192.168.1.2 4097/4097 Up Up Tul

CSRHA#show ip eigrp neighbors
EIGRP-IPv4 Neighbors for AS(1)

H Address Interface Hold Uptime SRTT RTO Q Seq

(sec) (ms) Cnt Num
0 192.168.1.2 Tul 12 00:11:57 1 1470 0 2

CSRHA#show redundancy cloud provider aws 1

Cloud HA: work_in_progress=FALSE
Provider : AWS node 1
State : idle

BFD peer = 192.168.1.2
BFD intf = Tunnell
route-table = rtb-ec081d9%4
cidr = 8.8.8.8/32
eni = eni-90b500a8
region = us-west-2

2. Run a continuous ping from the VM to the destination. Ensure the ping is through the private

ethl interface.

ubuntu@ip-10-16-3-139:~$ ping -I ethl 8.8.8.8
PING 8.8.8.8 (8.8.8.8) from 10.16.6.131 ethl:
64 bytes from 8.8.8.8: icmp_seg=1 ttl=50 time=1.60 ms
64 bytes from 8.8.8.8: icmp_seg=2 ttl=50 time=1.62 ms
64 bytes from 8.8.8.8: icmp_seg=3 ttl=50 time=1.57 ms

bytes of data.

3. Check the Private Route Table. The eni is currently the private interface of CSRHA where

this is the traffic.

rtb-ec081d94 | HA PRIVATE

Summary Routes Subnet Associations

View:  All rules

Destination Target
10.16.0.0M16 local
8.8.8.8/32 eni-B0b500a8 /
i-Ofcfcebdf929f681a

4. Shut down Tunnell of CSRHA to simulate an HA Failover.

CSRHA (config) #int Tunl
CSRHA (config-if) #shut

Route Propagation

Propagated

Tags

5. Observe that the Route Table points to the new ENI which is the private interface of

CSRHAL.



rtb-ec081d94 | HA PRIVATE

Summary Routes Subnet Associations Route Propagation Tags
=3
View:  All rules =
Destination Target Status Propagated
10.16.0.016 local Active Mo
8.8.8.8/32 eni-10e3a018 / Active Mo
i-Ofcfcabdfa29681a

Troubleshoot

- Ensure resources are associated. When creating VPC, Subnets, Interfaces, Route Tables,
etc, many of these are not associated with each other automatically. They have no knowledge
of each other.

- Ensure that the Elastic IP and any Private IP is associated with the correct Interfaces, with the
right subnets, added to the correct Route Table, connected to the correct router and the
correct VPC and Zone, linked with the IAM Role and security groups.

- Disable Source/Dest check per ENI.

. For Cisco IOS XE 16.3.1a or later, this is the additional verification commands available.

show redundancy cloud provider [aws | azure] node-id
debug redundancy cloud [all | trace | detail | error]
debug ip http all

- Here are common failures seen in debugs:

Problem: httpc_send_request failed

Resolution: Http is used to send the API call from the CSR to AWS. Ensure DNS can resolve the
DNS name listed in your instance. Ensure http traffic is not blocked.

*May 30 20:08:06.922: %VXE_CLOUD_HA-3-FAILED: VXE Cloud HA BFD state transitioned, AWS node 1
event httpc_send_request failed

*May 30 20:08:06.922: CLOUD-HA : AWS node 1 httpc_send_request failed (0x12)
URL=http://ec2.us-east-2b.amazonaws.com

Problem: route table rtb-9c0000f4 and interface eni-32791318 belong to
different networks

Resolution: Region name and ENI are incorrectly configured in different networks. Region and ENI
should be in the same zone as the router.



*May 30 23:38:09.141: CLOUD-HA : res content iov_len=284 iov_base=<?xml version="1.0"
encoding="UTF-8"?>

<Response><Errors><Error><Code>InvalidParameterValue</Code><Message>route table rtb-9c0000f4 and
interface eni-32791318 belong to different
networks</Message></Error></Errors><RequestID>af3£228c-d5d8-4b23-b22c-
f6ad999e70bd</RequestID></Response>

Problem: You are not authorized to perform this operation. Encoded
authorization failure message.

Resolution: IAM JSON role/policy created incorrectly or not applied to the CSR. IAM role
authorizes the CSR to make API calls.

*May 30 22:22:46.437: CLOUD-HA : res content iov_1len=895 iov_base=<?xml version="1.0"
encoding="UTF-8"?>

<Response><Errors><Error><Code>UnauthorizedOperation</Code><Message>You are not authorized to
perform this operation. Encoded

authorization failure message: gYVEB4MUJOB8m2itSteRgnOuslAaxhAbDph59gGRJIkjJbrESajbmF5HWUR-
MmHYeRA1pKZ3Jg_y-

_tMlYel51 ws8Jd9g2W8YDXB13uXQqfW_cjjrgy9jijhnGYOnOaNu65alpfqui8kS_4RPOpm5grRFfo99-
8uv_N3mYaBgKFPn3vUcSYKBmxFITkJKcjY9esOeLIOWDcnYGGU6AGGMoMxXWDtk0K8nwk4IjLDcnd2cDXeENS4 5wl PgzKGPsH
v3wD28TS5xRjIrPXYrT18UpV61LA_090h4737VncQKfzbz4tPpnAkoWOmJILQ1vDpPmNVHUPENg8KrGWYNfbfemoDtWgIdABE
aLLLmh4saNtnQ OMBoTi4toBLEb2BNAMk11UVBIXgTgdFUVRS**MSG 00041 TRUNCATED** **MSG 00041
CONTINUATION
#01**gqLosAb5Yx0DrOsLSQwzS95VGvQOM_n87LBHYLAWWhgW]j3UfP_zmiak7d1m9P41mFCucEB3Cs4FRsFtb-
9g44vVtyQJdaS2sU2nhGe3x4uGEs17F1pNv5vhVeYOZB3tbOfbVl_Y4trZwYPFgLKgBShZp-WNmUKUJsKcl -
6KGgmp7519imvh66JgwgmU9DT_gAZ-jEjkgWjBrxgbkrw</Message></Error></Errors><RequestID>4cf31249-
2a6e-4414-ae8d-6fb825b0f398</RequestID></Response>

Related Information

- VPC Gateway Redundancy - Cisco

. Cisco CSR 1000v Series Cloud Services Router Deployment Guide for Amazon Web
Services

- Instance types breakdown

. EC2 and VPCs

- Elastic Network Interfaces, from EC2 User Guide, includes # of ENIs per instance type

- Enhanced Networking on Linux how-to, useful background info

- Dedicated Instances/tenancy Explanation and How-to

- General EC2 Documentation

. General VPC Documentation

- Regions and Availability Zones

- CSR1000v High Availability version 3



https://www.cisco.com/c/en/us/td/docs/solutions/Hybrid_Cloud/Intercloud/CSR/AWS/CSRAWS/CSRAWS_4.html
https://www.cisco.com/c/en/us/td/docs/routers/csr1000/software/aws/b_csraws/b_csraws_chapter_0100.html
https://www.cisco.com/c/en/us/td/docs/routers/csr1000/software/aws/b_csraws/b_csraws_chapter_0100.html
http://aws.amazon.com/ec2/instance-types/
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-vpc.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-eni.html#AvailableIpPerENI
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/enhanced-networking.html
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide/dedicated-instance.html
https://aws.amazon.com/documentation/ec2/
https://aws.amazon.com/documentation/vpc/
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html
https://www.cisco.com/c/en/us/td/docs/routers/csr1000/software/configuration/b_CSR1000v_Configuration_Guide/b_CSR1000v_Configuration_Guide_chapter_010111.html#id_107028
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