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Contents

Introduction

Backaround Information

Prerequisites
Reguirements for On-prem (Physical liance)
Reguirements for Virtual Appliance (ESXi)
Components Used

Step 1a: Boot from Live CD (On-prem)
Step 1b: Boot from an Live CD (VA - ESXi)

Step 2a: Loading into the Ubuntu SO

Step 2b: Mount Required Partitions

Use Case 1: Unlock Maglev Account

Step 1: Verify that maglev user is unlocked

Step 2: Reset failed count
Use Case 2: Reset Maglev User Password

Step 1: Reset the Maglev user password

Step 2: Reboot normally to Cisco DNA Center environment

Step 3: Update Maglev User Password from Cisco DNA Center CLI
Step-by-Step Video Guide

| ntroduction

This document describes how to unlock and/or reset the password for the Maglev user.

Background I nformation

In the case where the Maglev account is locked out, you cannot log in to unlock it. To unlock and/or reset
the password for the Maglev user, you must mount an image to the Cisco IMC vKVM. This allows you to
access the shell and reset the user and/or password.

Prerequisites
Requirementsfor On-prem (Physical appliance)

* You need to download an 1SO image for Ubuntu 18.04 or newer from
https://ubuntu.com/downl oad/desktop. We recommend 18.04 as it is the same version as the Cisco
Catalyst Center.

» After the 1SO has been downloaded to the local system you then need to mount the 1 SO to the Cisco
Integrated Management Controller (CIMC) KVM.


https://ubuntu.com/download/desktop

* Oncethe SO is mounted to the KVM you then need to boot from the 1SO.

* Once you can access Ubuntu, mount the root and var directories to the system.

 After you have mounted the root and var directories, you can unlock and change the Maglev user
account.

» Finaly, you reboot the appliance, confirm you can login in with Maglev, and reset the password with
the configuration wizard.

Requirementsfor Virtual Appliance (ESXi)

» Download 1SO

» Upload I1SO to the Datastore 1SO File location or the Content Library in vSphere/vCenter
* Add aCD/DVD romto the VM (virtua machine)

» Change the boot delay to alarger value

Components Used

This operation was run on Ubuntu 18.04 image; a different image produces different times and results.

It has been seen in some environments to take up to 2 hours to reach the Ubuntu desktop but for most
customers the process completes within 30 minutes.

This operation is not restricted strictly to the Ubuntu desktop version. All that isrequired is access to the
shell. Any Ubuntu image that provides shell access works for this operation.

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network islive, ensure
that you understand the potential impact of any command.



Note: you can use the same procedure in a DR environment. However, note these points:

*** Ensurethat disaster recovery isin a PAUSED state befor e attempting any passwor d
recovery/reset methods ***

In a1+1+1 DR deployment, the corresponding site is down while this process is compl eted.

In a3+3+3, If your passwords are to be updated on all three nodes, do it one node at a time to ensure that
the two other nodes are available to avoid an unnecessary DR failover.

Step 1la: Boot from Live CD (On-prem)

Log in to the Cisco IMC GUI, choose Launch KVM and then choose Virtual Media > Activate Devices.
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Next, choose Map CD/DVD.
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After that choose Browse and then select the Ubuntu I SO image you downloaded to your local system.
After you have selected the Ubuntu image, choose the M ap Drive button.
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Next power cycle the appliance with Power > Reset System (war m boot).



C220-WZP23300ETH - KVM Console - Google Chrome

A 2 tps//14.2.155.141/htm

';',‘,',;{;' Cisco Integrated Management Controller

admin - C220-WZP23300ETH

File View Macros Tools Pn@ Boot Device Virtual Media Help

Power Off System

Reset System (warm boot)

i'w SN Power Cycle System (cold boot)
[Mor
b

[Man

[Mo - 7 UTC] ma
%

Mo 152119 UTCY ma
¥

0 UTC] magl

COMMAND

After the system has rebooted, press F6 when the Cisco logo appears.
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Entering Boot Menu ...

Itlookslikeit did not work, asit proceeds to a screen that looks similar to this one:
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LUN VENDOR FRODUCT REVISION CAPACITY

B Micron_5200_MTFD Ueo4 18631420MB
O Micron_5200_MTFD Ueo4 45786ZMB

0 Micron_5200_MTFD Ueo4 1831420MB
0 Micron_5200_MTFD Ueo4 1831420MB
0 AVAGD Virtual Drive RAID1 4156809MB

| AVAGD Virtual Drive RAID1 1830101MB
2 AVAGD Virtual Drive RAID1O 5490303MB
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'ress {Ctrl><R> to Run MegaRAID Conf iguration Utility
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But a second screen will appear and we can see that it's entering the boot menu. If we forgot to press F6 on
the first Cisco screen, we can pressit here
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When the boot menu pops up, choose the option that says Cisco vK VM -Mapped vDVD1.24. This causes
the appliance to boot from the mapped Ubuntu image selected earlier.




Please select hoot device:

(Bus 33 Dev 00)PCI RAID Adapter
El'FDuD Hypervisor

SanDisk

UEFI: Bullt-in EFI Shell

IBA XE (X550) Slot 3500 w2413
IBA XE (X550) Slot 3501 v
Cisco vkKVM-Mapped vDVD1.2

Clsco vKvM-Mapped vHDD1.:

Cisco vKvM-Mapped vFDD1..

Cisco CIMC-Mapped vDVD1..
Cisco CIMC-Mapped vHDD1.:
Clsco Flexutl1l DVD 1 1.24
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ENTER to select boot device
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Step 1b: Boot from an Live CD (VA - ESXi)

In vCenter/vSphere navigate to where the VM islocated, right-click on the VM and click Edit Settings.
From there, click ADD NEW DEVICE, then choose CD/DVD Drive.




From VCenter/VSphere
Edit Settings ** Catalyst Center VA 5

Virtual Hardware VM Options

1. ADD NEW DEVICE v)
> CPU 32 v Disks, Drives and Storage
Hard Disk
> Memory v GB
Existing Hard Disk
> Hard disk 1 100 GB v
RDM Disk
> i 550 v )
Hard disk 2 GB Host USB Device
> Hard disk 3 2295 m v ( CD/DVD Drive )
Controllers
> Hard disk 4 100 GB v
NVMe Controller
s SCSI controller O LSI Logic Parallel SATA Controller
> Network adapter 1 ENTERPRISE-NETWORK SCSI Controller
USB Controller
Network adapter 2 g Al v
> p CISCO-MGMT-NETWORK3 OuarDavioes
> Video card Specify custom settings v PCl Device
Serial Port
VMCI device
Network
> Other Additional Hardware Network Adapter

The CD/DVD drive now shows in the settings page as New CD/DVD Drive. If you have uploaded the ISO
to the Datastor e | SO File then choose that option for the CD/DVD. Otherwise, choose Content Library
SO File.
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Select the SO file to boot from. For this procedure, use the Ubuntu 18.04 [SO.



Choose an ISO image to mount X
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CentOS-7-x86_64-DVD-2207-02 Cisco Software - OV Oct 2, 2023 11
A Images AM
en-us_windows_11_iot_enterprise_version_2 Microsoft-Content MNov B, 2023 12
3h2_x64_dvd_fb37549¢c AM
O en-us_windows_11_business_editions_versio Microsoft-Content 6.12 GB Mowv 8, 2023 12
n_23h2_x64_dvd_a9092734 AM
CI en-us_windows_11_consumer_eaditions_versi Microsoft-Content 6.24 GB Nov 8, 2023 12
on_23h2_x64_dvd_Bea307fb AM

** Select your desired ISO File to boot from

Next, make sure to enable the box for Connected to the right of the New CD/DVD Drive.
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ADD NEW DEVICE ~

> CPU 3z o~ @
> Memory v GB

> Hard disk 1 100 GB v

> Hard disk 2 550 GB v

» Hard disk 3 2295 B ~

> Hard disk 4 100 GB «~

» SCSI controller O LSl Logic Parallel

s Network adapter 1 ENTERPRISE-NETWORK Connected

s Network adapter 2 CISCO-MGMT-NETWORK3 Connected

s New CD/DVD Drive * Content Library I1SO File ~ 4. ( Connected )
?» Video card Specify custom settings v

** Click “Connected”

VMCI device .
and save settings
New SATA Controller New SATA Controller
» Other Additional Hardware

Click VM Options at the top of the settings screen. Then click the down arrow for Boot Options and
change the value for Boot Delay to alarger value, such as 10000. Thiswill give you time to see the option
to enter the boot menu after restarting the VM.



Virtual Hardware VM Options

> General Options VM Name: apic-em-cluster-

> VMware Remote Console Opgtions

> Encryption Expand for encryption settings
> Power management Expand for power management settings
> VMware Tools Expand for VMware Tools settings
Boot Options
Firmware BIOS (recommended) v
Boot Delay When powering on or resetting, delay boot order by

10000 O milliseconds

Force BIOS setup [C] buring the next boot, force entry into the BIOS setup screen

Next, restart the VM so you can access the boot menu to boot from the 1SO.

6. Launch the web conscle so that you can
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> Reset ctri+alt+T
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af Migrate... 2 Hard stop
Clone >
[ Shut Down Guest OS ctrl + alt + D
Fault Tolerance 4 { ‘> Restart Guest OS ctrl + ait + R j H C it du
ACTIONS ~ = apacity an sage
VM Policles . 5. a Restart the CCI.TCII}"S' Center VA Last updated at B:48 AM



PhoenixBIOS 4.0 Release 6.0
Copyright 1985-2001 Phoenix Technologies Ltd.

vmware
Copyright 2000-2020 UMuare, Inc.

UMware BIOS build 497

b39K System RAN Passe

51194 Extended RAM e

Fixed Disk 0: UMware Uirtual IDE Hard Drive
Mouse initialized

Press F2 to enter SETUP, F12 for Network Boot.| ESC for Boot Menu

Step 2a: Loading into the Ubuntu I SO

*** NOTE: The screen shotsillustrate how long it takesto reach the Ubuntu desktop. ***

Thisisthefirst screen we are presented with. 1t looks like nothing is happening but just wait. In the lab we
are on this screen for 40 seconds



After that, the screen turned completely black for about 30 seconds before we are presented with an Ubuntu
loading screen. We were on this screen for alittle over 5 minutes before it moved on, but times can vary
from deployment to deployment.
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Next, we are presented with a screen that can suggest something went wrong, but thisis expected. In the lab,
this screen stayed up for 2 minutes before proceeding
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The screen returned to a black screen for about 3 minutes, the previous screen flashed again for afew




minutes, and then returned to the black screen for another two minutes.
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Next we are presented with the option to select a Live session user. If we are presented with the option to
'try Ubuntu desktop', choose that option. We welect this user to continue.
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Once we select the user, the screen goes black again before we are presented with the Ubuntu desktop.

*** REMINDER: It has been seen in some environmentsto take up to 2 hoursto get to thispoint ***

Step 2b: Mount Required Partitions

Once you have access to the Ubuntu desktop GUI environment you need to open the terminal application
and perform these steps

 Create atemporary mount point.
* Mount the root and var partitions to the system.
* Mount the pseudo filesystems to the temporary mount point.

First create the temporary mount point with the command:

<#root>

sudo nkdir /altsys

Next, we need to find the root and var partitions to mount. We can use the Isblk -fm command to find the
partition to mount for " /" (root) and " /var" . Make note of the partition we have identified for the mount
commands in the next step



ubuntu@ubuntu: ~

MOUNTPOINT

-Bb4af-1d85FfB7dbb%4

For /var, look for a9.5G or 168G partition. We can seein thiscaseit issdb3



ubuntu@ubuntu: ~

For the/ (root), look for the 28.66G or 47.7G partition. In thisexample, it is sda2



ubuntu@ubuntu: ~

Once you have identified the var and root partitions mount them:

<#root>
sudo nount /dev/sda2 /altsys

# use the disk with up to 5 or 6 partitions
sudo nount /dev/sdb3 /altsys/var

# use the disk with up to 5 or 6 partitions

Once root and var have been mounted, mount the psuedo filesystems:

<#root>
sudo nount --bind /proc /altsys/proc
sudo nount --bind /dev [/altsys/dev

sudo nount --bind /sys /altsys/sys

The last step before you change the password or unlock the Maglev account is to change to the temporary
mount environment:



<#root>

sudo chroot /altsys

Use Case 1. Unlock Maglev Account

Step 1. Verify that maglev user isunlocked

<#root>

grep nagl ev /etc/shadow

<#root>

maglev:

$6$6jVvRGoDihpcsr8X1$RUFs.Lb.2AbbgvODfIsw4b2EnpSwiNUTwI6NQIjEnvOtT5Svz4ePHZa4f0eUvLH17VAFca46f2nHxgMWORY

Check if there is an exclamation mark in front of the password hash or not. If thereis, that indicates the
account is locked. Type in the command to unlock the user:

Unlock the maglev user with the command:

<#root>

usernod -U magl ev

Step 2: Reset failed count

If the user does not have an escalation mark in front of the hash in the /etc/shadow file, then the login
failure limit has been exceeded. Please use these steps to reset failed login attempts.

Find the failed login attempts for the maglev user:

<#root>

$

sudo pamtally2 -u naglev

Login Failures Latest failure From
maglev 454 11/25/20 20:24:05 X.x.X.X



As shown here, the login attempts are larger than the default 6 attempts. This denies that user the ability to
log in until the failure count drops to less than six (6). Y ou can reset the login failure count with the
command:

<#root>

sudo pamtally2 -r -u maglev

Y ou can confirm that the counter has been reset:

<#root>

sudo pamtally2 -u magl ev

Login Failures Latest failure From
maglev 0

Use Case 2: Reset Maglev User Password

Step 1. Reset the Maglev user password

<#root>
#

passwd magl ev

Enter new UNIX password: #Enter in the desired password
Retype new UNIX password: #Re-enter the same password previously applied
Password has been already used.

passwd: password updated successfully #Indicates that the password was successfully changed

Step 2: Reboot normally to Cisco DNA Center environment

Click on Power in the KVM window and then Reset System (warm boot). This causes the system to reboot
and boot with the RAID controller so that the Cisco DNA Center software boots up.



File View Macros Tools Power Boot Device Virual Media Help

FPower Off System

Reset System (warm boot) {:U
0

FPower Cycle System (cold bo

Step 3. Update Maglev User Password from Cisco DNA Center CL I

Once the Cisco DNA Center software boots and you have access to the CL1, you need to change the Maglev
password with the command sudo maglev-config update. This step is required to ensure that the change
takes affect across the whole system.

Once the config wizard has been launched, you need to navigate completely through the wizard to screen
that allows usto set the Maglev password in step 6.

Once the password has been set for both fields Linux Password and Re-enter Linux Password,

choose next and complete the wizard. When the wizard finishes the configuration push, the password is
successfully changed. Y ou can create a new SSH session or enter in the command sudo -i in the CLI to test
that the password has been changed.

Step-by-Step Video Guide

Please use the link to access the step-by-step video created for this workflow.
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