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This document provides a pre-validated design and deployment guide for a Cisco
Campus LAN with Catalyst® Switches and Access Points running in either Cloud Managed
or Cloud Monitored mode alongside the various design guidelines, topologies,
technologies, configurations, and other considerations relevant to the design of any
highly available, full-service campus switching fabric. It is also intended to serve as a
guide to direct readers to general design and best practices for Cloud-based

Cisco Campus LAN.

Overview

The LAN is the networking infrastructure that provides access to network communication services and
resources for end users and devices spread over a single floor or building. You create a campus network by
interconnecting a group of LANs that are spread over a local geographic area. Campus network design
concepts include small networks that use a single LAN switch, up to very large networks with thousands of
connections.

The campus wired LAN enables communications between devices in a building or group of buildings, as well as
interconnection to the WAN and Internet edge at the network core.

Specifically, this design provides a network foundation and services that enable:
o Tiered LAN connectivity
« Wired network access for employees
« IP Multicast for efficient data distribution
« Wireless and Wired infrastructure ready for multimedia services

Cisco's Campus LAN architecture offers customers a wide range of options. The Catalyst portfolio with Digital
Network Architecture (a.k.a. Cisco Catalyst Center, previously known as Cisco DNA Center) provides a
roadmap to digitization and a path to realizing immediate benefits of network automation, assurance and
security with an on-prem operating model. The Catalyst portfolio with Meraki Dashboard enables customers to
accelerate business evolution through easy-to-use cloud networking technologies that deliver secure customer
experiences and simple deployment of network products with a cloud-first operating model.

The proposed architecture enables you to build secure, scalable, and robust enterprise networks. Since the
design involves deploying Catalyst platforms in either Cloud Managed or Cloud Monitored modes, special
attention should be given to proper planning and design to ensure interoperability and performance.
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Introduction

Designing a LAN for the campus use case is not a one-design-fits-all proposition. The scale of campus LAN
can be as simple as a single switch and wireless AP at a small remote site or a large, distributed, multi-building
complex with high-density wired port and wireless requirements. The deployment may require very high
availability for the services offered by the network, with a low tolerance for risk, or there may be tolerance for
fix-on-failure approach with extended service outages for a limited number of users considered acceptable.
Platform choices for these deployments are often driven by needs for network capacity, the device and network
capabilities offered, and the need to meet any compliance requirements that are important to the organization.

This document provides a pre-validated design and deployment guide for a Cisco Campus LAN with Catalyst
Switches and Access Points running in either Cloud Managed or Cloud Monitored mode alongside the various
design guidelines, topologies, technologies, configurations, and other considerations relevant to the design of
any highly available, full-service campus switching fabric. It is also intended to serve as a guide to direct
readers to general design and best practices for Cloud-based Cisco Campus LAN.

Cloud management and monitoring for Cisco Catalyst

Cloud monitoring

Selected Cisco Catalyst devices (9200, 9300, and 9500) are capable of connecting to the Meraki Dashboard for
monitoring purposes. This offers dashboard monitoring and insights for Catalyst devices including visibility into
some configuration items. However, please note that this does not offer full management in Meraki Dashboard.
(i.e. No configuration changes in Meraki Dashboard). Please see the following snapshot of C9500
switches/stacks in the Meraki Dashboard:

# Name MAC address Firmware version Serial number
1 M C9500SV-CORE-RIO [2] Monitor Only 20:b4:39:77:64:40 IOS XE 17.3.4 Q27z-sTi§
2 @ C9500SV-CORE-RIO [1] Monitor Only a0:b4:39:77:38:80 I0S XE 17.3.4 Q2ZZ-58\

For more information about Cloud Monitoring, please refer to this article.
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https://documentation.meraki.com/Cloud_Monitoring_for_Catalyst

Campus LAN architecture with Cloud management

Please refer to the following proposed architecture diagram as a reference for this CVD:
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) -M and -MR models are pre-shipped with Meraki management mode. If you have non-M devices, they can be transitioned to run in
Cloud Managed mode (aka Meraki management mode). Please refer to documentation for further details.

@ Warm-spare configuration requires only a single license for both MX appliances

Note: Catalyst -M and -MR SKUs are pre-shipped in Cloud Managed mode (aka Meraki management mode).
However, you can transition existing compatible devices to Cloud Managed mode through CLI for switches OR
the Wireless LAN Controller GUI for access points.

Logical architecture

This document will provide three options to design this campus architecture from a logical standpoint, which
are outlined below (each with its own characteristics):

Layer 2 Access with Native VLAN 1

This option assumes that your Spanning Tree Protocol (STP) domain is extended all the way to your core layer.
It offers great flexibility in terms of network segments as you can have your VLANs spanning over the different
stacks/closets. However, the STP configuration and tuning is crucial since the Catalyst platforms can run
different STP protocols than the Meraki MS390 switches.

Pros:
o Flexibility in your VLAN design
+ Facilitates Wireless Roaming across the whole campus

« Easier to deploy and consistent configuration across the entire Campus LAN
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https://www.cisco.com/c/en/us/products/collateral/switches/catalyst-9500-series-switches/nb-06-cat9500-ser-data-sheet-cte-en.html#Orderinginformation
https://meraki.cisco.com/product/security-sd-wan/large-branch-campus-concentrator/mx250/
https://documentation.meraki.com/MX/Deployment_Guides/MX_Warm_Spare_-_High_Availability_Pair
https://documentation.meraki.com/General_Administration/Licensing/Meraki_MX_Security_and_SD-WAN_Licensing
https://documentation.meraki.com/MS/Deployment_Guides/Getting_started%3A_Cisco_Catalyst_9300_Management_with_Meraki_Dashboard
https://www.cisco.com/c/en/us/products/collateral/wireless/catalyst-9100ax-access-points/migrating-dna-to-meraki-mgmt-mode.html

Cons:
¢ Non-deterministic route failover
« Slow convergence
« Different STP protocol support on Cloud Monitored and Cloud Managed Catalyst Switches
e The possibility of VLAN hopping
Layer 2 access without Native VLAN 1

This option is similar to the above except that VLAN 1 does not exist and the default Native VLAN 1 is replaced
with another non-trivial VLAN assignment which can be considered a more preferable option for customers as
its separate from the Management VLAN

Pros:
o Flexibility in your VLAN design
o Facilitates Wireless Roaming across the whole campus
« Easier to deploy and consistent configuration across the entire Campus LAN

e Minimize the risk of VLAN hopping

« Non-deterministic route failover
« Slow convergence

« Different STP protocol support on Cloud Monitored and Cloud Managed Catalyst Switches

Note: Please note that the recommended Spanning Tree Protocol for Cloud-based Cisco Campus is Multiple
Spanning Tree Protocol since it eliminates configuration and troubleshooting issues on the different platforms.
As such, if you configure other protocols on (e.g. Per VLAN Spanning Tree [PVST]) on your network, then
please note that VLAN 1 is going to be essential as backward compatible Bridge Protocol Data Units (BPDUSs)
only run in VLAN 1.

Layer 3 access

This option assumes that your Open Shortest Path First (OSPF) domain is extended all the way to your core
layer and thus there is no need to rely on STP between your Access and Core for convergence. It offers fast
convergence since it relies on Equal-cost multi-path routing (ECMP) rather than STP layer 2 paths. However, it
doesn't offer great flexibility in your VLAN design as each VLAN cannot span between multiple stacks/closets.

Pros:
« Deterministic route failover
o Fast convergence

+ Relies on either stacking or gateway redundancy at upper layers
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Cons:
¢ VLANSs cannot span multiple stacks/closets
e Your backbone area size can be unmanageable
o Layer 3 roaming is not possible without a concentrator

This CVD offers the design and configuration guidelines for ALL options above.

Campus LAN planning, design, and configuration
Planning

The following section provides information on planning your solution and ensuring that you have a successful
deployment. This will include gathering the design requirements and planning for your Cloud-based Cisco
Campus LAN architecture based on your own requirements.

Prior to proceeding to plan for your deployment, please refer to the Campus LAN Design Best Practices Guide
which can be used to guide you through the planning phase of designing your Campus LAN.

Meraki cloud administration and management

If you don't have an account on the Meraki Dashboard, create one following these steps:

1. Generate an API Key for your account following these steps.
2. Claim your order(s) or serial number(s) into your Meraki Dashboard account.
3. Add your devices to existing networks or create new networks as required.

4. Configure firmware upgrades for your network(s) with latest Stable or RC releases for each device type
(Please check the firmware changelog for platform-specific details).

5. Configure your network(s) with the correct time zone from Network-wide > Configure > General
(This is key for reporting and firmware upgrades).

6. Configure your network(s) with the desired upgrade date and time.

7. Configure the MR upgrade behavior as desired.

8. Ensure that your Campus LAN has access to the internet for management purposes.

9. Ensure that Meraki Cloud is accessible and that all required ports are opened where applicable
(information can be found in Dashboard).

10. Ensure that there is sufficient bandwidth for firmware upgrades as they tend to be large in size.

11. Ensure that only current administrators are added with the correct permissions on the Meraki
dashboard (unless SAML is configured for Single Sign-on).

12. If using Single sign-on integration with Meraki dashboard, please ensure that login to dashboard is
scoped such that administrators have the correct level of access where applicable (e.g. Per network,
Per switch port, etc.). For more information about dashboard access roles, please refer to the following
article.
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https://documentation.meraki.com/MS/Meraki_Campus_LAN%3B_Planning%2C_Design_Guidelines_and_Best_Practices
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https://documentation.meraki.com/General_Administration/Managing_Dashboard_Access/Managing_Dashboard_Administrators_and_Permissions

13. In case of SAML SSO, it is still required to have one valid administrator account with full rights
configured on the Meraki dashboard. However, it is recommended to have at least two accounts to
avoid being locked out from dashboard.

14. Where applicable, ensure that the designated Management VLAN has access to Dynamic Host
Configuration Protocol (DHCP) (at least during initial bootup before assigning a static IP address) and
also to the internet.

Tech Tip: Please note that all switches within the same network will use the same Management VLAN unless
changed statically on a per switch basis

Radius integration (e.g. Cisco ISE)

1. If using an external Radius server (e.g. Cisco ISE), then ensure that the network segment where ISE is
hosted can access the Management VLAN configured on your network devices (or the Alternate
Management Interface on MR and/or MS if configured and where applicable).

2. Ensure that all required ports are opened where applicable (e.g. 1812, 1813, etc.).

Tech Tip: It is recommended to access the Radius server via VPN as the Radius traffic sourced from Meraki
devices is not encrypted.

Active directory integration

1. If using an external identity source (e.g. Active Directory), then ensure that the network segment where
the AD is hosted can access the Management VLAN configured on your network devices (or the
Alternate Management Interface on MR and/or MS if configured with Radius integration).

2. Ensure that all required ports are opened where applicable (e.g. 3268, 389, etc.).

Tech Tip: It is recommended to access the Active Directory server via VPN as the traffic is not encrypted (only
port 3268 is supported).

Catalyst onboarding for cloud monitoring (C9200/9300/9500)

For ease of management, Customers can onboard Cisco C9200/9300/9500 switches/stacks for Cloud
Monitoring such that they can be available in the Meraki Dashboard in Monitor only mode. This process enables
dashboard monitoring on these switches/stacks and selected configuration parameters will be visible in the
Meraki Dashboard. Please refer to the following article for the supported Catalyst 9000 series.

Pre-requisites

Please ensure the following prior to onboarding a switch/stack for Cloud Monitoring:
« Itis a supported model (Please refer to this article)
e Running I0S-XE 17.3 - 17.10.1

« It must have an SVI or routed interface that has access to the Internet on port TCP 443
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e It must have a valid DNS server
« It must have a valid DNA software subscription

« It must have Telnet for connectivity pre-check (Please refer to this article)

o A valid Dashboard account and API Key

« A computer with both access to internet on port 443 and access to the switch(es)

Tech Tips

e HTTPS proxies to access the APl endpoint and the TLS gateway are not currently supported. If necessary, ensure rules are in place to
allow direct HTTPS connections to each.

o Connectivity must be via a front-panel port (not the management interface).

e Only the default VRF is supported.

o Ensure routes are in place to reach external addresses including a default route (use of ip default-gateway is not supported).
o IP routing (ip routing) must be enabled on the switch or will be enabled as part of onboarding.

o Ensure DNS is enabled on the switch (ip name-server {DNS server IP} configured).

o Ensure DNS lookup is enabled (ip domain lookup).

o NTP needs to be enabled on the switch (ntp server {address}), and the switch clock must reflect the correct time.

e AAA on the switch must be configured using aaa new model.

e RADIUS authentication is not currently supported.

e SSH access to the switch CLI must be enabled and accessible via the computer used for onboarding.

e The user account for onboarding must have privilege-15 level access on the switch.

Onboarding catalyst devices for cloud monitoring

The onboarding process for the C9500 core switches is out of scope for the purposes of this CVD. Please refer
to the following article for a step by step guide on onboarding Catalyst for Cloud Monitoring.

Switch Status on Meraki dashboard
Once the device has been onboarded for Meraki dashboard monitoring, it should come online on dashboard
after several minutes and also the network topology will show all switches in Monitor Only mode.
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Design and configuration guidelines
Option 1: STP Based convergence with Native VLAN 1

Overview

This design option allows for flexibility in terms of VLAN and IP addressing across the Campus LAN such that
the same VLAN can span across multiple access switches/stacks thanks to Spanning Tree that will ensure that
you have a loop-free topology. However, this method of convergence is considered non- deterministic since
the path of execution isn't fully determined (unlike Layer 3 routing protocols for example). As a result,
convergence can be slow and STP must be tuned to provide best results.

This design is based on consistent STP protocols running in this campus deployment, as such Multiple
Spanning Tree Protocol (MST, aka 802.1s) will be configured since it is supported on both the Meraki and
Catalyst platforms.

Tech Tip: It is recommended to run the same STP protocol across all switches (MST in this case). Running any
other protocol on Catalyst (e.g. PVST) can introduce undesired behavior and can be more difficult to
troubleshoot.

You should consider this option if you need a consistent VLAN assignment across all switching closets. Here
are some things to consider about this design option:

Pros:
o Flexibility in your VLAN design
o Facilitates Wireless Roaming across the whole campus

« Easier to deploy and consistent configuration across the entire Campus LAN

« Non-deterministic route failover

« Slow convergence

« Different STP protocol support on Cloud Managed and Cloud Monitored Catalyst Switches
Since MST will be used as a loop prevention mechanism, all SVIs will be created on the collapsed core layer.
Logical architecture

The following diagram shows the logical architecture highlighting STP convergence within a campus LAN
design leveraging Cloud Managed and Cloud Monitored Catalyst platforms:
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Physical architecture

The following diagram shows the physical architecture and port list for this design:
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Assumptions

The following assumptions have been considered:
e ltis assumed that Wireless roaming is required everywhere in the Campus
« Itis assumed that VLANs are spanning across multiple zones/closets

« Corporate SSID (Broadcast in all zones/areas) users are assigned VLAN 10 on all APs. CoA VLAN is
VLAN 30 (via Cisco ISE)
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o BYOD SSID (Broadcast in all zones/areas) users are assigned VLAN 20 on all APs. CoA VLAN is VLAN 30
(via Cisco ISE)

« Guest SSID (Broadcast in all zones/areas) users are assigned VLAN 30 on all APs

o loT SSID (Broadcast in all zones/areas) users are assigned VLAN 40 on all APs

» Access Switches will be running in Layer 2 mode (No SVIs or DHCP)

« MS390 Access Switches physically stacked together

o €9300-M (or compatible) Access Switches physically stacked together

e €9500 Core Switches with Stackwise-virtual stacking using SVLs

« Access Switch uplinks are in trunk mode with native VLAN = VLAN 1 (Management VLAN")

e STP root is at Distribution/Collapsed-core

« Distribution/Collapsed-core uplinks are in Trunk mode with Native VLAN = VLAN 1 (Management VLAN)
« All VLAN SVIs are hosted on the core layer

« Network devices will be assigned fixed IPs from the management VLAN DHCP pool. Default Gateway is
10.0.1.1

Tech Tip: The client serving SVIs (offering DHCP services) were configured in this case on the C9500 Core
Stack. However, it is also possible to configure them on the WAN Edge MX instead. In this case, please
remember to configure the C9500 Core Stack uplinks AND the MX Downlinks with the appropriate VLANSs in
the Allowed VLAN list.

Tech Tip: While it is possible to configure a different Management VLAN than VLAN 1, the design and
configuration guidelines in the coming section will assume that VLAN 1 is the Management VLAN. Please refer
to this separate section should you wish to configure a different Management VLAN for your Campus LAN.

Network segments

Please check the following table for more information about the network segments (e.g. VLANs, SVIs, etc.) for
this design:

Management 10.0.1.0/24 10.0.1.1 SVI hosted on edge MX
Corporate Devices 10 10.0.10.0/24 10.0.10.1 SVI hosted on core switches
(Wireless and Wired)

BYOD Wireless Devices 20 10.0.20.0/24 10.0.20.1 SVI hosted on core switches
Guest Wireless Devices 30 10.0.30.0/24 10.0.30.1 SVI hosted on core switches
loT Wireless Devices 40 10.0.40.0/24 10.0.40.1 SVI hosted on core switches
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Tech Tip: Please size your subnets based on your own requirements. The above table is for illustration

purposes only

Tech Tip: In this example, the Management VLAN has been created on the Edge MX. Alternatively, you can
create the SVI on the C9500 Core Stack.
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Stackwise Virtual (C9500-
Core-Stack)

Physical Stacking (Stack1-
MS390)
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C9300-24P C9300-02

MR55 AP1_Zone1
C9166 (eq MR57) AP2_Zone1
MR55 AP3_Zone2
C9166 (eq MR57) AP4_Zone2

Access policies

Physical Stacking (Stack2-

C9300)
10.0.1.5 Tag = Zone1
10.0.1.6 Tag = Zone1
10.0.1.7 Tag = Zone2
10.0.1.8 Tag = Zone2

Wired-1x 802.1x Authentication via
Cisco ISE for wired clients that

support 802.1x

© 2024 Cisco and/or its affiliates. All rights reserved.

Cisco ISE authentication and
posture checks

Authentication method = my
Radius server

Radius CoA = enabled

Host mode = Single-Host
Access Policy type = 802.1x
Guest VLAN = 30

Failed Auth VLAN = 30
Critical Auth VLAN = 30

Suspend Port Bounce =
Enabled

Voice Clients = Bypass
authentication
Walled Garden = enabled
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MAB Authentication via Cisco
ISE for wired clients that do not
support 802.1x

Wired-MAB

Authentication method = my Cisco ISE authentication

Radius server

Radius CoA = disabled
Host mode = Single-Host
Access Policy type = MAC
authentication bypass
Guest VLAN = 30

Failed Auth VLAN = 30
Critical Auth VLAN = 30

Suspect Port Bounce =
Enabled

Voice Clients = Bypass
authentication

Walled Garden = disabled

Tech Tip: The above Access Policies are for illustration purposes only. Please configure your Access Policies

as required.

Port list

Primary WAN Edge / WAN1 VIP1
Spare WAN Edge
Primary WAN Edge / 2 WAN2 VIP2
Spare WAN Edge
Primary WAN Edge 19 9500-01 (Port Trunk (Native VLAN 1) Downlink
Twe1/0/1)
20 9500-02 (Port Trunk (Native VLAN 1) Downlink
Twe2/0/1)
Spare WAN Edge 19 9500-01 (port Trunk (Native VLAN 1) Downlink
Twe1/0/2)
20 9500-02 (Port Trunk (Native VLAN 1) Downlink

Twe2/0/2)
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9500-01 Twe1/0/1 Primary WAN Edge switchport access vlan Uplink
(Port 19) 1 auto qos trust dscp
policy static sgt 2
trusted
Twe1/0/2 Spare WAN Edge switchport access vlan Uplink
(Port 19) 1 auto qos trust dscp
policy static sgt 2
trusted
9500-02 Twe2/0/1 Primary WAN Edge switchport access vlan Uplink
(Port 20) 1 auto qos trust dscp
policy static sgt 2
trusted
Twe2/0/2 Spare WAN Edge switchport access vlan Uplink
(Port 20) 1 auto gos trust dscp
policy static sgt 2
trusted
9500-01 Twe1/0/23 MS390-01 (Port 1) switchport trunk native Downlink
vian 1

switchport trunk
allowed vlans
1,10,20,30,40

channel-group 1 mode
active

spanning-tree guard
root

auto qos trust dscp
policy static sgt 2
trusted
Twe1/0/24 C9300-01 (Port 1) switchport trunk native Downlink

vian 1

switchport trunk
allowed vlans
1,10,20,30,40

channel-group 2 mode
active

spanning-tree guard
root

auto qos trust dscp

policy static sgt 2
trusted
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9500-02

9500-01

9500-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02
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Twe2/0/23

Twe2/0/24

Hu1/0/25

Hu1/0/26

Hu2/0/25

Hu2/0/26

5-8

MS390-02 (Port 1)

C9300-02 (Port 1)

C9500-02 (Port
Hu2/0/26)

C9500-02 (Port
Hu2/0/25)

C9500-01 (Port
Hu1/0/26)

C9500-01
(PortHu1/0/25)

Wired Clients

Wired Clients

switchport trunk native
vian 1

switchport trunk
allowed vlans
1,10,20,30,40

channel-group 1 mode
active

spanning-tree guard
root

auto gos trust dscp
policy static sgt 2
trusted

switchport trunk native
vian 1

switchport trunk
allowed vlans
1,10,20,30,40

channelOgroup 2
mode active

spanning-tree guard
root

auto gos trust dscp
policy static sgt 2
trusted

stackwise-virtual link 1

stackwise-virtual link 1

stackwise-virtual link 1

stackwise-virtual link 1

Access (Data VLAN 1)

Access Policy =
Wired-1x

PoE Enabled
STP BPDU Guard

Tag = Wired Clients
802.1x

AdP: Corp

Access (Data VLAN 1)
Access Policy = MAB

Downlink

Downlink

Stackwise Virtual

Stackwise Virtual

Stackwise Virtual

Stackwise Virtual

For wired clients
supporting 802.1x

For wired clients that
do not support 802.1x
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C9300-01

C9300-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02

C9300-01

C9300-02

13-16

C9300-01 / C9300-
NM-8X /1

C9300-02 / C9300-
NM-8X /1
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MR

9500-01 (Port
Twe1/0/23)

9500-02 (Port
Twe2/0/23)

9500-01 (Port
Twe1/0/24)

C9500-02 (Port
Twe2/0/24)

PoE Enabled
STP BPDU Guard

Tag = Wired Clients
MAB

AdP: Corp

Trunk (Native VLAN 1)
PoE Enabled

STP BPDU Guard
Tag = MR WLAN
Peer SGT Capable
AdP: Infrastructure
Trunk (Native VLAN
1)PoE Disabled
Name: Core 1

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 1)
PoE Disabled

Name: Core 2

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 1)
PoE Disabled

Name: Core 1

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 1)
PoE Disabled

Name: Core 2

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Allowed VLAN
1,10,20,30,40

Allowed VLAN
1,10,20,30,40

Allowed VLAN
1,10,20,30,40

S:

S:

S:

Allowed VLANS:

1,10,20,30,40

Allowed VLANS:

1,10,20,30,40
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Wireless SSID list

Broadcast

Configuration

Firewall and Traffic
Shaping

Acme Corp All APs

Acme BYOD All APs

© 2024 Cisco and/or its affiliates. All rights reserved.

Association =
Enterprise with my
Radius server

Encryption = WPA2
only

Splash Page = Cisco
ISE

Radius CoA = Enabled

SSID mode = Bridge
mode

VLAN Tagging = 10
(ISE Override)

AdP Group = 10:Corp

Radius override =
Enabled

Mandatory DHCP =
Enabled

Layer 2 isolation =
Disabled

Allow Clients access
LAN = Allow

Traffic Shaping =
Enabled with default
settings

Association =
Enterprise with my
Radius server

Encryption = WPA2
only

802.11w = Enabled

Splash Page = Cisco
ISE

SSID mode = Bridge
mode

VLAN Tagging = 20
AdP Group = 20:BYOD

Radius override =
Disabled

Mandatory DHCP =
Enabled

Layer 2 isolation =
Disabled

Allow Clients access
LAN = Allow

Cisco ISE
Authentication and
posture checks
(172.31.16.32/1812)

Cisco ISE
Authentication (via
Azure AD) and posture
checks.

Dynamic GP
assignment (Radius
attribute = Airospace-
ACLNAME)

Layer 2 Isolation =
Disabled

Allow Access to LAN =
Enabled

Per-Client Bandwidth
Limit = 50Mbps

Per-SSID Bandwidth
Limit = Unlimited

Enable Default Traffic
Shaping rules

SIP - EF (DSCP 46)

Software Updates -
AF11 (DSCP 10)

Webex and Skype -
AF41 (DSCP 34)

All Video and Music -
AF21 (DSCP 18)

Layer 2 Isolation =
Disabled

Allow Access to LAN =
Enabled

Per-Client Bandwidth
Limit = 50Mbps

Per-SSID Bandwidth
Limit = Unlimited

Enable Default Traffic
Shaping rules

SIP - EF (DSCP 46)

Software Updates -
AF11 (DSCP 10)

Webex and Skype -
AF41 (DSCP 34)

All Video and Music -
AF21 (DSCP 18)

Page 22 of 355



Broadcast Configuration Firewall and Traffic
Shaping

Guest All APs

Acme loT All APs
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Traffic Shaping =
Enabled with default
settings

802.11w = Enabled

Splash Page = Click-
Through

SSID mode = Bridge
mode

VLAN Tagging = 30
AdP Group = 30:Guest

Radius override =
Disabled

Mandatory DHCP =
Enabled

Layer 2 isolation =
Enabled

Allow Clients access
LAN = Deny

Per SSID limit =
100Mbps

Traffic Shaping =
Enabled with default
settings

Association = identity
PSK with Radius

Encryption = WPA1
and WPA2

802.11r = Disabled
802.11w = Disabled
Splash Page = None
Radius CoA = Disabled

SSID mode = Bridge
mode

VLAN Tagging = 40
AdP Group = 40:l0T

Radius override =
Disabled

Mandatory DHCP =
Enabled

Allow Clients access
LAN = Deny

Per SSID limit =
10Mbps

Meraki Authentication

Cisco ISE is queried at
association time to
obtain a passphrase
for

a device based on its
MAC address.

Dynamic GP
assignment (Radius
attribute Filter-1d)

Layer 2 Isolation =
Enabled

Allow Access to LAN =
Disabled

Per-Client Bandwidth
Limit = 5Mbps

Per-SSID Bandwidth
Limit = 1T00Mbps

Enable Default Traffic
Shaping rules

SIP - EF (DSCP 46)

Software Updates -
AF11 (DSCP 10)

Webex and Skype -
AF41 (DSCP 34)

All Video and Music -
AF21 (DSCP 18)

Layer 2 Isolation =
Disabled

Allow Access to LAN =
Enabled

Per-Client Bandwidth
Limit = 5Mbps

Per-SSID Bandwidth
Limit = Unlimited

Enable Default Traffic
Shaping rules

SIP - EF (DSCP 46)
Software Updates -

AF11 (DSCP 10)

Webex and Skype -
AF41 (DSCP 34)

All Video and Music -
AF21 (DSCP 18)
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Broadcast Configuration Firewall and Traffic

Shaping

Traffic Shaping =
Enabled with default
settings

Tech Tips:

« The above configuration is for illustration purposes only. Please configure your SSIDs based on your own requirements (mode, IP
assignment, traffic shaping, etc.)

e Please note that Adaptive Policy on MR requires MR-ADV license. For more information about the requirements, please refer to this
document.

Group policies

BYOD For BYOD users to limit bandwidth  Name = BYOD
per client and restrict access as .
desired. GP will be dynamically Schedule = disabled
assigned based on Radius attribute g qwvidth = 10Mbps

Firewall and Traffic Shaping = None
Layer 3 FW = None

Layer 7 FW = Block All Email

VLAN = 20

Splash = N/A

Tech Tip: The above Group Policies are for illustration purposes only. Please configure your Group Policies as
required. To configure your Radius server to assign a dynamic Group Policy please refer to this article.

Configuration and implementation guidelines

Notes:

o It is assumed that by this stage, Catalyst devices have been added to dashboard for either Monitoring (e.g. C9500) or Management
(e.g. C9300). For more information, please refer to the above section.

o Before proceeding, please make sure that you have the appropriate licenses claimed into your dashboard account.

1. Login to your dashboard account (or create an account if you don't have one)
2. Navigate to Organization > Configure > Inventory

3. For Co-term license model, click on Claim. And for PDL, please click on Add
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Claim by serial and/or order number

You can add devices to the inventory by either adding the order number or the individual
device serial numbers, one per line.

If you want to define the device name at the same time, you can enter it using the format:
“serial number, name" for each line.

Where can | find these numbers?

You can can use this method to claim orders that

Enter order number, serial numbers, | contain hardware and licenses or just hardware.

or license keys - one per line ) ) )
License only orders must get claimed via the

License Info page.

To add purchases to Dashboard, enter your order numbers, license keys, or
device serial numbers below.

Enter order numbers, license keys, or serial numbers - one per line
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4. Enter the order and/or serial number(s) to claim the devices into your account. For PDL, click Next then
please choose to add them to Inventory (Do not add them to a network)

5. Create a Dashboard Network: Navigate to Organization > Configure > Create network to create a
network for your Campus LAN (Or use an existing network if you already have one). If you are creating
a new network, please choose "Combined" as this will facilitate a single topology diagram for your
Campus LAN. Choose a name (e.g. Campus) and then click Create network

Create network

Setup network

Networks provide a way to logically group, configure, and monitor devices. This is a useful way to
separate physically distinct sites within an Organization. ©

Network name

Campus
Network type Combined hardware v | ©
Network configuration © Default Meraki configuration
Bind to template No templates to bind to ©
Clone from existing network : v

Select devices from inventory
You have no unused devices

Add devices Go to inventory

Create network
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6. Dashboard Network Settings: Navigate to Network-wide > Configure > General and choose the
settings for your network (e.g. Time zone, Traffic Analytics, firmware upgrade day/time, etc.)

Network notes © Corporate Campus Network in London
Z
Local time zone Europe - London (UTC +1.0, DST) v
Traffic analysis
Traffic analysis | Detailed: collect destination hostnames v
Custom pie chart No slices specified.
Add a slice

Device configuration

Local device status | Local device status pages enabled v
pages What is this?

(switch.meraki.com,

wired.meraki.com)

Remote device status [ Remote device status pages enabled v

pages What is this?
(through device's LAN IP)

Local credentials © Username: admin

Password: esssssssss Show password

Default block message
o

5~
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Firmware upgrades
Try beta firmware No v|

What is this?
Upgrade window Sunday  v|2am v|BST

What is this?
Switch firmware The switches in this network are configured to run the latest available firmware.
Security appliance The security appliance in this network is configured to run the latest available firmware.
firmware

7. Schedule Firmware Upgrade: Navigate to Organization > Monitor > Firmware upgrades to select the
firmware settings for your devices such that devices upgrade once they connect to dashboard. Select
the device type then click on Schedule upgrade.

8. Add Devices to a Dashboard Network: Navigate to Organization > Configure > Inventory:
e For Co-term licensing model, select the MS390 and C9300 switches and the Primary WAN Edge then
click on Add then choose the Network Campus

e For PDL licensing model, select the MS390 and C9300 switches and the Primary WAN Edge then click
on Change network assignment and then choose the Network Campus

« Please DO NOT add the Secondary WAN Edge device at this stage

9. Rename MX Security Appliance: Navigate to Security and SD-WAN > Monitor > Appliance status
then click on the edit button to rename the MX to Primary WAN Edge then click on Save.

s

Primary WAN Edge

Save
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10. MX Connectivity: Plug in your WAN uplink(s) on the Primary WAN Edge MX then power it on and wait
for it to come online on dashboard. This might take a few minutes as the MX will download its firmware
and configuration. Navigate to Security and SD-WAN > Monitor > Appliance status and verify that the
MX has come online and that its firmware and configuration is up to date.

Historical device data for the last 2 hours =

Connectivity

Network usage Howan

YN

Up to date
Current version: MX 16.16

Up to date

11. Rename Access Switches: Navigate to Switching > Monitor > Switches then click on each MS390
and C9300 switch and then click on the edit button on top of the page to rename it per the above table
then click on Save such that all your switches have their designated names.

5 Name

1 MS390-02

2 MS390-01

3 B C9300-02

4 @ C9300-01

12. Rename MR APs: Navigate to Wireless > Monitor > Access points then click on each AP and then
click on the edit button on top of the page to rename it per the above table then click on Save such
that all your APs have their designated names.

13. MR AP Tags: Navigate to Wireless > Monitor >Access points then click on each AP and then click on
the edit button next to TAGS to add Tags to your AP per the above table then click on Save such that
all your APs have their designated tags.
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Save

14. MX Addressing and VLANSs: Navigate to Security and SD-WAN > Configure > Addressing and
VLANSs, and in the Deployment Settings menu select Routed mode. Further down the page on the
Routing menu, click on VLANSs then click on Add VLAN to add your management VLAN then click on
Create. Then for the per-port VLAN settings, select your downlink ports (19 and 20) and click on Edit
and configure them as access with VLAN 1 and click on Update. Finally, click on Save at the bottom of
the page.

Deployment Settings

Mode © Routed

n this mode, the WAN applian

subnets configured be

sratfis tov th
1alili )

the uplink IP of the WAN appliance.

Configure DHCP on the DHCP settings page.

Passthrough or VPN Concentrator

This option can be used for two deployme

itrator deployment, the WAN appliance acts as a

to and from re

termination [.':Dil‘: for

For more information on how to dep

concentrator mode, see our documentation
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Modify VLAN

VLAN name

Management

VLAN ID

1

Group policy

None ~

VPN mode

Enabled Disabled I

Modify VLAN

¢ IPv4 Config IPV6
Config

VLAN interface IP

10.0.1.1

Subnet

10.0.1.0/24

Back

Enabled

Disabled
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Built-in 19 ° Trunk Native: VLAN 1 (Management)
Built-in 20 L Trunk Native: VLAN 1 (Management)
Configure MX LAN ports

Enabled Enabled ~

Type Access ¥

VLAN VLAN 1 (Management) ~

15. Campus LAN Static Routes: Create Static Routes for your Campus network by navigating further down
the page to Static routes then click on Add Static Route. Start by adding your Corporate LAN subnet
then click on Update and then add static routes to all other subnets (e.g. BYOD, Guest and loT). Finally,
click on Save at the bottom of the page. (The Next hop IP that you have used here will be used to
create a fixed assignment for the Core Stack later in DHCP settings).

Modify Static Route
Enabled ‘m Disabled
Name Corp
Subnet 10.0.10.0/24
Next hop IP 10.0.1.2
Active Always ~
Cancel
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| Add static Route |
= Enabled Name Subnet & Gateway IP Conditions
] e Corp 10.0.10.0/24 10.0.1.2 always
el L] BYOD 10.0.20.0/24 10.0.1.2 always
S Guest 10.0.30.0/24 10.0.1.2 always
i ® loT 10.0.40.0/24 10.0.1.2 always

16. Optional - If you are accessing any resources over Meraki SD-WAN, please navigate to Security and
SD-WAN > Configure > Site-to-site VPN and enable VPN based on your topology and traffic flow
requirements. (In this case we will configure this Campus as Spoke with Split Tunneling)

e Choose Type: Spoke then click on Add a hub and select your hub site where you need access to
resources via VPN. You can also add multiple hubs for resiliency. To choose Split Tunneling, please
leave the box next to the Hub unticked as shown below.

Site-to-site VPN

Type ©

Hubs © #

Off
Do not participate in site-to-site VPN.

Hub (Mesh)
Establish VPN tunnels with all hubs and dependent spokes.

Spoke
Establish VPN tunnels with selected hubs.

Name IPv4 default route Actions

' AWS-Primary v I

[ AWS-Secondary v |

« Under VPN Settings, choose which subnet to be Enabled in VPN (e.g. Management VLAN will be
required for Radius authentication purposes as the MR/MS390/C9300 devices will reach out to Cisco ISE
using their management IP). Any Subnet that needs to access resources via VPN must be Enabled

otherwise keep it as Disabled.
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VPN settings

Local networks

Name VPN mode Subnet

Management Enabled ~ 10.0.1.0/24
Corporate Disabled ~ 10.0.10.0/24
BYOD Disabled ~ 10.0.20.0/24
Guest Disabled ~ 10.0.30.0/24
loT Disabled ~ 10.0.40.0/24
Client VPN Disabled ~ 10.11.12.0/24

« Finally, click on Save at the bottom of the page

« On the Hub site, please make sure to advertise the subnets that are required to be reachable via VPN.
Navigate to Security and SD-WAN > Configure > Site-to-site VPN then add a local network then click
Save at the bottom of the page (Please make sure that you are configuring this on the Hub's dashboard

network)

X Network
2 AWS-Secondary - \

|l Ssecurity & SD-WAN

*  Network-wide

Il Insight

*  Organization

Site-to-site VPN

Type © Off
Do not participate in site-to-site VPN,

® Hub (Mesh)
Establish VPN tunnels with all hubs and dependent spokes

Spoke
Establish VPN tunnels with selected hubs

VPN settings
Local networks Name VPN mode Subnet
\ Client VPN Disabled ~ 10.1.1.0/24 x
( AWS - 172.31.16.0/20 x )
Add a local network
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17. Optional - Verify that your VPN has come up by selecting your Campus LAN dashboard network from
the Top-Left Network drop down list and then navigate to Security and SD-WAN > Monitor >VPN
status then check the status of your VPN peers. Next, navigate to Security and SD-WAN > Monitor >
Route table and check the status of your remote subnets that are reachable via VPN. You can also
verify connectivity by pinging a remote subnet(e.g. 172.31.16.32 which is Cisco ISE) by navigating to
Security and SD-WAN > Monitor > Appliance status then click on Tools and ping the specified IP
address (Please note that the MX will choose the highest IP participating in VPN by default as the
source).

2 site-to-site peers = 1exported subnet 0 Non-Meraki peers

Status Description Usage Latency (avg) Connectivity & +
-] AV Primary None 4ms I
o AWS-Secondary 25KB 4ms
2 total
Route table
SUBNET NAME IP VERSION TYPE
Search by subnet Search by name All v All v Show more filters
Subnet/Prefix Name Version Type Next hop
e 10.010/24 Management ¢  Localvian -
® 10.0.40.0/24 loT ¢  static Route 10,0113
e 10.0.30.0/24 Guest &%  Sstatic Route 100113
e 10.0.20.0/24 BYOD &  Sstatic Route 10.01113
e 10.010.0/24 Corporate &  Sstatic Route 1001113
® 172.3116.0/20 AWS-Secondary: AWS € Meraki VPN: VLAN Peer: AWS-Secondary
e 0.0.0.0/0 Default >  Default WAN route WAN uplink

Pinging (Default IP > 172.31.16.32) -

— _ i

2ms

O ms

IPv4 IP:172.3116.32 Lossrate: 0% Average latency: 5 ms

© 2024 Cisco and/or its affiliates. All rights reserved. Page 35 of 355



18.
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Please note that in order to ping a remote subnet, you must either have BGP enabled or have static routes
at the far-end pointing back to the Campus LAN local subnets.

In this example, the VPC in AWS has been configured with a Route Entry to route 10.0.1.0/24 via the vMX
deployed in AWS that has a VPN tunnel back to the Campus LAN site.

Routes Subnet Edge i Route Tags

Routes (3) Edit routes
Q Both L 1 @

Destination Target Status Propagated

10.0.1.0/24 eni-084de50771208175¢ (2 @ Active No

172.31.0.0/16 local @ Active No

0.0.0.0/0 igw-0ada 19¢b363389af6 @ Active No

If the remote VPN peer (e.g. AWS) is configured in Routed mode, the static route is not required since
traffic will always be NAT'd to a local reachable IP address.

SD-WAN and Traffic Shaping Configuration: To configure Traffic Shaping settings for your Campus
LAN site. Navigate to Security and SD-WAN > Configure > SD-WAN and Traffic Shaping to configure
your preferred settings. For the purpose of this CVD, the default traffic shaping rules will be used to
mark traffic with a DSCP tag without policing egress traffic (except for traffic marked with DSCP 46) or
applying any traffic limits. (Please adjust these settings based on your requirements such as traffic
limits or priority queue values. For more information about traffic shaping settings on the MX devices,
please refer to the following article).

Uplink configuration

WAN 1 1 Gbps datale
WAN 2 1Gbps details

O

Cellular unlimited

Uplink selection
Global preferences

Primary uplink [WANT v |

Load balancing Enabled
Traffic will be spread across both uplinks in the proportions specified above.

Management traffic to the Meraki cloud will use the primary uplink.
® Disabled

All Internet traffic will use the primary uplink unless overridden by an uplink preference or if the primary uplink fails.

Active-Active AutoVPN ® Enabled
Create VPN tunnels over all of the available uplinks (primary and secondary).

Disabled
Do not create VPN tunnels over the secondary uplink unless the primary uplink fails
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Traffic shaping rules

Default Rules | Enable default traffic shaping rules + |

Traffic Type

SIP (Voice)

WebEx, Skype

All Video & Music

All Advertising, All Software Updates, All Online Backups

DSCP tag

46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)

34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

19. Optional - Configure Threat Protection (Requires Advanced License or above) for your Campus LAN
site. Navigate to Security and SD-WAN > Configure > Threat Protection and choose the settings that
meet your site requirements. Please see the following configuration example:

Threat protection

Advanced Malware Protection (AMP)

Mode © | Enabled v|

Add a URL to the Allow list

Add a file to the Allow list

Intrusion detection and prevention

Add an IDS rule to Allow list

Allow list URLs © There are no URLs on the Allow list.

Allow list files There are no files on the Allow list.

Mode @ [Prevention v |
Ruleset © |Balanced v |
Allow list rules © There are no IDS rules on the Allow list.

20. Click on Save at the bottom of the page.

21. Optional - Configure Content Filtering Settings (Requires Advanced License or above) for your Campus
LAN site. Navigate to Security and SD-WAN > Configure > Content filtering and choose the settings
that meet your site requirements. Please see the following configuration example:
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Category blocking
Block URLs by website and threat category. See the full category list.
© Block

Content categories @ Streaming Media X @ Gambling X

URL filtering
Enter specific URLS to block or allow. You can use Category blocking to block a large number of sites by category rather than entering a list of specific URLS here. Learn more

® Block

Blocked URL list " :
-example.com

v Allow

Allowed URL list
news.example.com

22. Click on Save at the bottom of the page.

23. Core Switch Uplinks: On the Catalyst 9500 core switches, Connect their uplinks to the Primary WAN
Edge MX and power them both on.

24. Core Switch Network Access: Connect to first C9500 switch via console and configure it with the
following commands:

Switch>en

Switch#conft

Enter configuration commands, one per line. End with CNTL/Z.

Switch (config) #hostname 9500-01

9500-01 (config) #ip domain name meraki-cvd.local

9500-01 (config) #cdp run

9500-01 (config) #11dp run

9500-01 (config) #stackwise

Please reload the switch for Stackwise Virtual configuration to take effect
Upon reboot, the config will be part of running config but not part of start-up
config. 9500-01 (config-stackwise-virtual) #domain 1

9500-01 (config) fexit

9500-01 (config) #interface Twel/0/1

9500-01 (config-if) #switchport mode access

9500-01 (config-if) #switchport access vlan 1

9500-01 (config-if) #no shut
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9500-01 (config-if) #exit

9500-01 (config) #interface Twel/0/2
9500-01 (config-if) #switchport mode access
9500-01 (config-if) #switchport access vlan 1
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 1

9500-01 (config-if) #ip address dhcp
9500-01 (config-if) #no shut

9500-01 (config-if) #fend

9500-01#

9500-01#sh ip int brief

Interface IP-Address OK? Method Status Protocol
Vlanl 10.0.1.110 YES DHCP up up
GigabitEthernet0/0 unassigned YES NVRAM down down
TwentyFiveGigEl/0/1 unassigned YES unset up
TwentyFiveGigEl/0/2 unassigned YES unset up

9500-01#ping 8.8.8.8

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/5 ms
9500-01#ping cisco.com

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 109/109/109 ms
9500-01l#switch 1 renumber 1

9500-01#switch priority 5

9500-01#wr mem

Building configuration...

[OK]

© 2024 Cisco and/or its affiliates. All rights reserved. Page 39 of 355



25. Core Switch Network Access: Connect to the second C9500 switch via console and configure it with
the following commands:

Switch>en

Switch#conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch (config) #hostname 9500-02

9500-02 (config) #ip domain name meraki-cvd.local

9500-01 (config) #ecdp run

9500-01 (config) #11dp run

9500-02 (config) #stackwise

Please reload the switch for Stackwise Virtual configuration to take effect
Upon reboot, the config will be part of running config but not part of start-up
config. 9500-02 (config-stackwise-virtual) #domain 1

9500-02 (config) #exit

9500-02 (config) #interface Twel/0/1

9500-01 (config-if) #switchport mode access

9500-02 (config-if) #switchport access vlan 1

9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface Twel/0/2

9500-01 (config-if) #switchport mode access

9500-02 (config-if) #switchport access vlan 1

9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface vlan 1

9500-02 (config-if) #ip address dhcp

9500-02 (config-if) #no shut

9500-02 (config-if) #end

9500-02#

9500-02#sh ip int brief

Interface IP-Address OK? Method Status Protocol
Vlanl 10.0.1.111 YES DHCP up up
GigabitEthernet0/0 unassigned YES NVRAM down down
TwentyFiveGigEl/0/1 unassigned YES unset up up
TwentyFiveGigEl/0/2 unassigned YES unset up up

9500-02#ping 8.8.8.8

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/5 ms

9500-02#ping cisco.com
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Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 109/109/109 ms
9500-02#switch 1 renumber 2

9500-02#switch priority 1

9500-02#wr mem

Building configuration...

[OK]

26. SVL Configuration: Now that both C9500 switches have access to the network, proceed to configure
the Stackwise Virtual Links per the port list provided above (In this case with using two ports as part of
the SVL providing a total stacking bandwidth of 80 Gbps).

9500-01 (config) #interface HundredGigE1l/0/25
9500-01 (config-if) #stackwise-virtual link 1
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface HundredGigE1/0/26
9500-01 (config-if) #stackwise-virtual link 1
9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#reload

Proceed with reload? [confirm]

9500-02 (config) #interface HundredGigE1l/0/25
9500-02 (config-if) #stackwise-virtual link 1
9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface HundredGigEl1/0/26
9500-02 (config-if) #stackwise-virtual 1link 1
9500-02 (config-if) #no shut

9500-02 (config-if) #end

9500-02#wr mem

Building configuration...

[OK]

9500-02#reload

Proceed with reload? [confirm]
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27. Connect Stacking Cables: Whilst the C9500 switches are reloading, connect the stacking cables on
both switches.

28. Verify Stackwise Configuration: Please wait for about 10 minutes for the switches to come back up
and initialize the stack. Then, connect to the 9500-01 (Stack Master) via console to verify that the stack
is operational. The stackwise-virtual link should be U (Up) and R (Ready).

9500-01#show stackwise-virtual

Stackwise Virtual Configuration:

Stackwise Virtual : Enabled

Domain Number : 1

Switch Stackwise Virtual Link Ports

1 1 HundredGigE1l/0/25
HundredGigE1/0/26
2 1 HundredGigE2/0/25
HundredGigE2/0/26
9500-01+#

9500-01#show stackwise-virtual link

Stackwise Virtual Link(SVL) Information:

U-Up D-Down

Protocol Status

Switch SVL Ports Link-Status Protocol-Status

1 1 HundredGigE1/0/25 U R
HundredGigE1/0/26 U R

2 1 HundredGigE2/0/25 U R
HundredGigE2/0/26 U R

9500-01+#

9500-01#show stackwise-virtual bandwidth
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Switch Bandwidth

1 80G
2 80G
9500-01+#

9500-01#sh switch
Switch/Stack Mac Address : b0c5.3c60.fbal0 - Local Mac Address
Mac persistency wait time: Indefinite

H/W Current

Switch# Role Mac Address Priority Version State
1 Active b0c5.3c60.fbal 5 v02 Ready
2 Standby 40b5.c111.01e0 1 v02 Ready
9500-01+#

29. Optional - Attach and configure stackwise-virtual dual-active-detection: DAD is a feature used to avoid
a dual- active situation within a stack of switches. It will rely on a direct attachment link between the
two switches to send hello packets and determine if the active switch is responding or not. Please note
that DAD cannot be applied to any SVL links and has to be a dedicated interface. For the purpose of
this CVD, interface HundredGigE1/0/27 and HundredGigE2/0/27 will be used for enabling DAD
between the two C9500 switches.

9500-01#configure terminal
9500-01 (config) #interface HundredGigE1l/0/27
9500-01 (config-if) #stackwise-virtual dual-active-detection

WARNING: All the extraneous configurations will be removed for HundredGigE1l/0/27 on
reboot.

INFO: Upon reboot, the config will be part of running config but not part of start-up
config.

9500-01 (config-if) #interface HundredGigE2/0/27
9500-01 (config-if) #stackwise-virtual dual-active-detection

WARNING: All the extraneous configurations will be removed for HundredGigE1l/0/27 on
reboot.

INFO: Upon reboot, the config will be part of running config but not part of start-up
config.

9500-01 (config-if) #fend

9500-01#wr mem

Building configuration...

[OK]

9500-01#reload

Reload command is being issued on Active unit, this will reload the whole stack

Proceed with reload? [confirm]Connection to 10.0.1.2 closed by remote host.
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Connection to 10.0.1.2 closed.

>>

9500-01#sh stackwise-virtual dual-active-detection
In dual-active recovery mode: No

Recovery Reload: Enabled

Dual-Active-Detection Configuration:

1 HundredGigE1/0/27 up
2 HundredGigE2/0/27 up

9500-01+#

30. Configure Multiple Spanning Tree Protocol (802.1s). Connect to the 9500-01 (Stack Master) via
console and use the following commands:

9500-01 (config) #spanning-tree mst configuration
9500-01 (config-mst) #instance 0 vlan 1

9500-01 (config-mst) #name regionl

9500-01 (config-mst) #revision 1

9500-01 (config-mst) #fexit

9500-01 (config) #spanning-tree mode mst

9500-01 (config) #spanning-tree mst 0 priority 4096
9500-01 (config) #exit

9500-01#wr mem

Building configuration...

[OK]

9500-01#
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31. Verify Spanning Tree Configuration (Please note that interface Twe2/0/1 will be in STP blocking state
due to the fact that both uplinks are connected to the same MX edge device at this stage).

9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3c60. fbal
This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)
Address b0c5.3c60.fbal
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
9500-01+#

32. Configure STP Root Guard and UDLD on the Core Stack Downlinks:

9500-01l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #int Twel/0/23

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twel/0/24

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twe2/0/23

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twe2/0/24

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #fend

9500-01#wr mem

Building configuration...

[OK]

9500-01+#
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33. Optional - STP Hygiene: It is recommended to configure STP Root Guard on all C9500 Core Stack
downlinks to avoid any new introduced downstream switches from claiming root bridge status.

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

9500-01 (config) #define interface-range stp-protect TwentyFiveGigE1l/0/3 - 22
9500-01 (config) #interface range macro stp-protect

9500-01 (config-if-range) #spanning-tree guard root

9500-01 (config-if-range) #exit

9500-01 (config) #define interface-range stp-protect2 TwentyFiveGigE2/0/3 - 22
9500-01 (config) #interface range macro stp-protect2

9500-01 (config-if-range) #spanning-tree guard root

9500-01 (config-if) #fend

9500-01#wr mem

Building configuration...

[OK]

9500-01+#

34. Optional - STP Hygiene: It is recommended to configure STP Loop Guard on all C9500 Core Stack
un-used stacking links.

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface HundredGigE1l/0/27
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if-range) #exit

9500-01 (config) #interface HundredGigE1l/0/28
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if) #exit

9500-01 (config) #interface HundredGigE2/0/27
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if-range) #exit

9500-01 (config) #interface HundredGigE2/0/28
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01+#
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35. Configure SVIs for your Campus LAN on the Core Stack:

9500-01 (config) #interface vlan 10

9500-01 (config-if) #ip address 10.0.10.1 255.255.255.0

9500-01 (config-if) #no shut

9500-01 (config-if) #interface vlan 20

9500-01 (config-if) #ip address 10.0.20.1 255.255.255.0

9500-01 (config-if) #no shut

9500-01 (config-if) #interface vlan 30

9500-01 (config-if) #ip address 10.0.30.1 255.255.255.0

9500-01 (config-if) #no shut

9500-01 (config-if) #interface vlan 40

9500-01 (config-if) #ip address 10.0.40.1 255.255.255.0

9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #ip dhcp pool vlanlO

9500-01 (dhcp-config) #network 10.0.10.0 /24

9500-01 (dhcp-config) #default-router 10.0.10.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-config) #ip dhcp pool vlan20

9500-01 (dhcp-config) #fnetwork 10.0.20.0 /24

9500-01 (dhcp-config) #default-router 10.0.20.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-config) #ip dhcp pool vlan30

9500-01 (dhcp-config) #fnetwork 10.0.30.0 /24

9500-01 (dhcp-config) #default-router 10.0.30.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-config) #ip dhcp pool vlan40

9500-01 (dhcp-config) #network 10.0.40.0 /24

9500-01 (dhcp-config) #default-router 10.0.40.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-config) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#
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36. Verify your DHCP pool configuration:

9500-01#sh ip dhcp pool

Pool vlanlO

Utilization mark (high/low)
Subnet size (first/next)
Total addresses

Leased addresses

Excluded addresses

Pending event

100 / O
0/ 0
254

0

0

none

1 subnet is currently in the pool

Current index
10.0.20.1 10.0.20.1
Pool vlan20

Utilization mark (high/low)
Subnet size (first/next)
Total addresses

Leased addresses

Excluded addresses

Pending event

IP address range

Leased/Excluded/Total

1 subnet is currently in the pool

Current index
10.0.20.1 10.0.20.1
Pool vlan30

Utilization mark (high/low)
Subnet size (first/next)
Total addresses

Leased addresses

Excluded addresses

Pending event

IP address range

1 subnet is currently in the pool

Current index
10.0.30.1 10.0.30.1 -
Pool vlan40

Utilization mark (high/low)
Subnet size (first/next)
Total addresses

Leased addresses

© 2024 Cisco and/or its affiliates. All rights reserved.

IP address range

- 10.0.20.254 0/ 0 / 254
100 / O
0/ 0
254
0
0
none
Leased/Excluded/Total
- 10.0.20.254 0/ 0 / 254
100 / O
0/ 0
254
0
0
none
Leased/Excluded/Total
10.0.30.254 0/ 0/ 254

100 / O
0/ 0
254
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Excluded addresses 0
Pending event : none

1 subnet is currently in the pool

Current index IP address range Leased/Excluded/Total
10.0.40.1 10.0.40.1 - 10.0.40.254 0/ 0/ 254
9500-01#

37. Verify your SVI configuration:

9500-01#sh ip int brief | in Vlan

Vlanl 10.0.1.113 YES DHCP up up
V1anlO 10,0101 YES manual down down
V1an20 10,0,20.1 YES manual down down
V1an30 10.0.30.1 YES manual down down
V1an40 10.0.40.1 YES manual down down
9500-01+#

38. Configure Layer 2 Switchports, SGTs and CST (Cisco TrustSec) on your Core Stack interfaces.
(Please note that enforcement has been disabled on downlink ports allowing it to happen downstream):

9500-01#conf t

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #cts sgt 2

9500-01 (config) #cts role-based enforcement vlan-list 1,10,20,30,40
9500-01 (config) #ip access-list role-based Allow_ All

9500-01 (config-rb-acl) #permit ip

9500-01 (config-rb-acl) #exit

9500-01 (config) #cts role-based permissions default Allow_All
9500-01 (config) #interface TwentyFiveGigEl1/0/23

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 1

9500-01 (config-if) #switchport trunk allowed vlan 1,10,20,30,40
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigEl/0/24

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 1

9500-01 (config-if) #switchport trunk allowed vlan 1,10,20,30,40

9500-01 (config-if) #no cts role-based enforcement
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9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigE2/0/23

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 1

9500-01 (config-if) #switchport trunk allowed vlan 1,10,20,30,40
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigE2/0/24

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 1

9500-01 (config-if) #switchport trunk allowed vlan 1,10,20,30,40
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01#wr mem

Building configuration...

[OK]

9500-01#

39. Spare WAN Edge Connectivity: Follow these steps to create warm-spare with two MX appliances:
(Please note that this might result in a brief interruption of packet forwarding on the MX Appliance):

« Navigate to Security and SD-WAN > Monitor > Appliance status and click on Configure warm spare

Configure warm spare

« Now click on Enabled then choose the Spare MX from the drop-down menu and then choose the Uplink
IP option that suits your requirements (Please note that choosing Virtual IPs requires an additional IP
address on the upstream network and a single broadcast domain between the two MXs) then click on
Update
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Configure warm spare

Warm spare Enabled Disabled
Devic ial

vice serl Q2SW-QD92-B5QP X -
Uplink IPs Use MX uplink IPs ~

« Now click on Spare to access the Appliance status page of your Spare MX and click on the Edit button
to rename the spare unit (e.g. Secondary WAN Edge)

4

Secondary WAN
Edge

MX250 f8:9e:28:40:10:fd

« Then configure the following on your C9500 Core Stack:

9500-01#configure terminal

9500-01 (config) #interface Twel/0/2

9500-01 (config-if) #switchport mode access
9500-01 (config-if) #switchport access vlan 1
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface Twe2/0/2

9500-01 (config-if) #switchport mode access
9500-01 (config-if) #switchport access vlan 1
9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01#wr mem

Building configuration...
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[OK]

« Then connect the Spare MX downlinks to your C9500 Core Stack (e.g. Spare MX port 19 to Twe1/0/2
and port 20 to Twe2/0/2)

« Then connect the Spare MX with its uplinks (This must match the uplink configuration on your Primary
WAN Edge)

« Power on the Spare MX and wait for it to come online on dashboard

Current master =X

SPARE
Passive; ready

Pinging Secondary WAN Edge -

24 ms
—— S

16 ms
8 ms
Oms

Lossrate: 10 %  Average latency: 20 ms

AL}

Pinging Primary WAN Edge -
/5 ms
50 ms

25m5—/—\/

Oms

Lossrate: 0 %  Average latency: 39 ms
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e You can also verify that your C9500 Core Stack interfaces to the Spare MX are up, and that the

redundant uplinks are in STP BLK mode

9500-01#sh ip interface brief

Interface IP-Address OK?
TwentyFiveGigEl/0/2 unassigned
TwentyFiveGigE2/0/2 unassigned
9500-01+#

9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3c60.fbal

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)

Address b0c5.3c60.£fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twel/0/2 Desg FWD 2000 128.194 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Twe2/0/2 Back BLK 2000 128.386 P2p
9500-01+#

Method Status
YES unset up

YES unset up

Protocol

up
up

40. Access Policy configuration: When you're logged in dashboard, Navigate to Switching > Configure >

Access policies to configure Access Policies as required for your Campus LAN. Please see the
following example for two Access Policies; 802.1x and MAB.

RADIUS CoA support © [RADIUS Coa enavled v

RADIUS accounting [RADIUS accounting disabled v |

RADIUS attribute specifying group policy [Filter-1d +
name

Name 802.1x

Authentication method [my RADIUS server  +

RADIUS servers © # Host Port Secret
1 172.3116.32 1812 sssssssssssas
Add a server

RADIUS testing ©@ [RADIUS testing enabled |

Actions

Test
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Host Mode ©
Access policy type ©

Guest VLAN

Failed Auth VLAN 56T o

Re-authentication Interval %™ @

Critical Auth VLAN 5€™ @

Single-Host v |

B802.1x w

30

30

Data Voice

Voice VLAN clients
URL redirect walled garden ©

URL redirect walled garden ranges

Systems Manager enroliment:

Switch ports

[ Bypass authentication |

i Walled garden is enabled v

swcentral.acme.corp

What do | enter here?

[ Systems Manager Enroliment disabled v

There are currently 0 Switch ports using this policy

Name

Authentication method

RADIUS servers ©

RADIUS testing ©
RADIUS CoA support €
RADIUS accounting

RADIUS attribute specifying group policy
name

MAB

(my RADIUS server v

# Host Port
1 172.3116.32 1812
A rver

| RADIUS testing enabled v

[RADIUS CoA disabled v |

| RADIUS accounting disabled v |

Filter-1d v |

Secret

ssssssssnsnnn

Actions

Test
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Host Mode ©
Access policy type ©

Guest VLAN

Failed Auth VLAN 7% g

Re-authentication Interval 5™

Critical Auth VLAN ¥ @

[ Single-Host v

MAC authentication bypass v

30

30

Data Voice

Voice VLAN clients
URL redirect walled garden ©

Systems Manager enroliment:

Switch ports

Require authentication v
Walled garden is disabled v

Systems Manager Enroliment disabled v

There are currently 0 Switch ports using this policy

41. Adaptive Policy Configuration: Configure Adaptive Policy for your Campus LAN. When you're logged
in dashboard, Navigate to Organization > Configure > Adaptive Policy then click on the Groups tab on

the top.

There should be two groups (Unknown, Infrastructure) that are already available. Click on Add group to
add each group required for your Campus LAN. You need to fill in the Name, the SGT value, and a
description then click on Review changes then click on Submit. Please see the following examples:

Summary

Policy Object
Binding

Name Corp
SGT Value 10
Description For all Corp devices

You are adding a group with following info:
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Unknawn 0 Created by Meraki, the Unknown group applies when a policy is specified for unsuccessiul group classification
Infrastructure 2 Created by Meraki, the Infrastructure group Is used by Meraki devices for internal and dashboard communication
Corp 10 For all Corp devices

BYOD 20 For BYOD devices

30 For Guest users

[ 40 For all IoT devices

42. Adaptive Policy Configuration: Configure Adaptive Policy for your Campus LAN. When you're logged
in dashboard, Navigate to Organization > Configure > Adaptive Policy then click on the Policies tab
on the top. The source groups are on the left side, and the destination groups are on the right side.
Select a source group from the left side then select all destination groups on the right side that should
be allowed then click on Allow and click on Save at the bottom of the page. Next, select a source
group from the left side then select all destination groups on the right side that should be denied (i.e.
Blocked) then click on Deny and click on Save at the bottom of the page. After creating the policy for
that specific source group, the allowed destination groups will be displayed with a green tab and the
denied destination groups will be displayed with a red tab. Repeat this step for all policies required for
all Groups (Allow and Deny).

Source groups Destination groups

) soscion satoctea v @ *

Source groups Destination groups

B roscies seiectea v e .
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BYOD 20 For BYOD devices
BYCO 0 For BYCD devices
Corp 0 For all Corp devices
Con o For all Corp devices
8  Guest 30 For Guest users " g
For Guest u
Indrantract 2 Croated by Meraki, the infrastructurs group ks used by Meraki devices for internal Guest » or Guesl wsers
R 270 GaShBOND CoOmMUnKCation
2 Created by Meraid, the Infrastructure group b used by Meraki devices for internal
ot I For all loT devices it e
P For ol loT
\haoua o Created by Meraki, the Uninown group apples when a policy 15 specified for i “ bt
o unsuccesshid group classfication
Uk ° Created by Meraki, the Unknown group apples when a policy is specified for
unsuccesstul group clasafication
Source groups

w00 ] Foe BYOD devices o
Croated by Mersi, the INrastructune group i used by Mevaki devices for internal
Cop w0 For il Corp devices * 81 AASPBOMND COMMUAKCALION
Guest 30 For Guest users e # Created by Merakd, the Unknown group Spplies when 3 policy s specified for
unsuccessful group classification
roat ik, tha indr tur e ki et teensl
B irestuchs 2 Created by Meraki, the infrastructure groud is used by Meraki devices for intermal
80 ashDOMT COMMURICAtON BY0D 0 For BYOD devices
T 0 For ol loT devices 10 For Guest users
s o Croated by Meraki, the Unknown group spples when 8 policy i specified for ‘ot ©» For ol 16T Gevices
oo unsuccesshil group classification
Corp ] For a8 Corp devices
ar L4 @ L]
B8  name sl £ T
BYOD 20 For BYOD devices i
BYOD 0 For BYOD devices
Comp L For all Corp devices
Cen 0 For a8 Corp devices
Guest 30 For Guest users. i .
0 F "
i, - Created by Meraid, the Infrastructure group s used by Merakd devices for intemal Jueie : UV
. and dashboard communication
Wnfrastractars 2 Croated by Meraki, the infrastructure group s used by Merakd devices for intermal
§ e o]
0 For all loT devices Ll d & .
Created by Meraki, the Unknown group applies when a policy s specified for
e o Created by Merakd, the Unknown group applies when a policy s specified for Uricnown 0 nsuccunsid group clsssification
- unsuccesstul group clasification
ot 49 For a8 1oT devices
Source groups Destination groups
2=~ | search = | searen.
B poscies seiectea v -3 *
Name Value scriptio
Narme iption
BYOD 20 For BYOD devices
BYOD 20 For BYOD devices
Comp 0 For all Corp devices
Corp 10 For all Corp devices.
Guest a0 For Guest users
For
[ Created by Meraki, the Infrastructure group is used by Meraki devices for internal Guest 0 or Guest users
o and dashboard communication
Firsstnichel 2 Created by Meraki, the Infrastructure group is used by Meraki devices for intemal
h k
T 0 For all loT devices and dashboard communication
ot 40 For all loT devices
Uniknown o Croated by Meraki, the Unknown group applies when a policy is specified for
wnsuccessful group classification
Usknown 0 Created by Meraki, the Unknown group applies when a policy is specified for

unsuccessful group classification
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43. Access Switch Ports Configuration: Configure Uplink Ports on your Access Switches. When you're
logged in dashboard, Navigate to Switching > Monitor > Switch Ports, then select your uplink ports
and configure them as shown below. (Tip: You can filter for ports by using search terms in dashboard)

Switch [ Port

Name

Port status

Type

Native VLAN

Allowed VLANS

Settings are applied to all ports selected, including all ports in aggregate groups

C9300-01/C9300-NM-8X /1
C9300-02 / C9300-NM-8X /1

MS390-01/1
MS390-02 /1

<— Uplink Ports to C9500 Stack

Enabled Disabled <— Enable Uplink Ports
Trunk Access

E

<— Configure
Native VLAN

and Prune

I 110,20,30,40|

I un-used VLANSs

Link negotiation

RSTP

STP guard

Port schedule

Port isolation

Trusted DAI

Auto negotiate

Enabled

Disabled <— STP Enabled

Disabled

Unscheduled

Enabled Disabled

Peer SGT capable

Adaptive policy group

Storm control

Uplink = x +

Enabled Disabled <— Enable Trusted DAI
on Uplink Ports
uDLD s : R i
Alert only Enforce <— Enable UDLD in Enforce Mode
The port will be shut down temporarily if UDLD detects an error.
Recommended on point-to-point links to prevent loops.
Tags

<— Add tags for ease of Management

Enabled l <— Enable for Uplink Ports

‘ 2: Infrastructure

<— Must be Group: 2

| Enabled

Disabled
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44. Optional - For ease of management, it is recommended that you rename the ports connecting to your
Core switches with the actual switch name / Connecting port as shown below.

Switchports forthe last day ~
C9500 *  help 4 of 208 switchports
Switch [ Port Name a Tags Enabled Type VLAN
MS390-01/ 1 details C9500-01 (Port 23) Uplink enabled trunk native 1
T C9300-01/ C9300-NM-8X [ 1 - uplink details C9500-01 (Port 24) Uplink enabled trunk native 1
MS390-02 [ 1 details C9500-02 (Port 23) Uplink enabled trunk native 1
C9300-02 / C9300-NM-8X [ 1 - uplink details C9500-02 (Port 24) Uplink enabled trunk native 1

45. Access Switch Ports Configuration: Configure Wired Client Ports (802.1x) on your Access Switches.
Navigate to or Refresh Switching > Monitor > Switch Ports, then select your Wired Client ports (5-8)
and configure them as shown below. (Tip: You can filter for ports by using search terms in dashboard)

SWitChportS for the last day ~

Edit ' [ : Tags ¥ 5-8 -

Switch / Port MS390-01/5
MS390-01/6
MS390-01/7
MS390-01/8
MS390-02/5
MS390-02/6
MS390-02 /7
MS390-02/8
C9300-01/5
C9300-01/6
C9300-01/7
C9300-01/8
C9300-02/5
C9300-02/6
C9300-02/7
C9300-02/8
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Name

Port status

Enabled Disabled

Port isolation

Trusted DAI

uDbLD

Tags

Adaptive policy group

Storm control

Type Trunk \?‘
Access policy 802.1x .
VLAN ‘ 10 ‘
Voice VLAN ‘ ‘
Link tiati i
ink negotiation Auto negotiate e
RSTP Enabled Disabled
STP guard
g BPDU guard i
Port schedule
Unscheduled N

Enabled Disabled
Enabled Disabled w
Alert only Enforce

Alerts will be generated if UDLD detects an error, but the port will not be
shut down.

802.1x x Clients x Wired x +

10: Corp X -

‘ Enabled Disabled
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46. Access Switch Ports Configuration: Configure Wired Client Ports (MAB) on your Access Switches.
Navigate to or Refresh Switching > Monitor > Switch Ports, then select your Wired Client ports (9-12)
and configure them as shown below. (Tip: You can filter for ports by using search terms in dashboard)

Edit N Tags ¥ |9-12 v

Switch / Port MS390-01/9
MS390-01/10
MS390-01/M
MS390-01/12
MS390-02/9
MS390-02/10
MS390-02 /11
MS390-02 /12
C9300-01/9
C9300-01/10
C9300-01/M
C9300-01/12
C9300-02/9
C9300-02/10
C9300-02/Mm
C9300-02 /12

Name
Port status Enabled Disabled
Type Trunk l Access
A
Access policy ‘ MAB -
VLAN ‘ 10
Voice VLAN ‘
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Link negotiation :
Jouas Auto negotiate -

RSTP Enabled Disabled

STF e BPDU guard v

Port schedule Unscheduled N

Port isolation Enabled Disabled ‘
Trusted DAI Enabled Disabled ‘
ubLD Alert only ‘ Enforce

Alerts will be generated if UDLD detects an error, but the port will not be
shut down.

Tags

Adaptive policy group 10: Corp o

Storm control ‘ Enabled Disabled

47. Access Switch Ports Configuration: Configure MR Ports on your Access Switches. Navigate to or
Refresh Switching > Monitor > Switch Ports, then select your ports connecting to MR Access Points
(13-16) and configure them as shown below. (Tip: You can filter for ports by using search terms in
dashboard)

Switchports o the last day ~

13-16 >

Switch / Port MS390-01/13
MS390-01/14
MS390-01/15
MS390-01/16
MS390-02 /13
MS390-02 /14
MS390-02 /15
MS390-02 /16
C9300-01/13
C9300-01/14
C9300-01/15
C9300-01/16
C9300-02/13
C9300-02 /14
C9300-02 /15
C9300-02 /16
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Name

Port status Enabled Disabled
1

Type Trunk Access

Native VLAN

Allowed VLANSs 110,20,30,40 ‘

48. Optional - Access Switch Ports Configuration: Configure unused ports on your Access Switches such
that they are disabled and mapped to an unrouted VLAN (e.g. VLAN 999). Navigate to Switching >
Configure > Switch Ports and filter for any unused ports (e.g. 17-24) and configure them as shown

below.
Switchports for the ast gay -
unused ~ | help 32 of 208 switchports
) Switch [ Port Name & Tags Enabled Type VLAN Status
) MS390-01/17 details Unused disabled access 999 |
] MS390-01/ 18 details Unused disabled access 999 |
| MS390-01/19 details Unused disabled access 999 |
) MS390-01/ 20 details Unused disabled access 999 [
| MS390-01/ 21 details Unused disabled access 999 |
| MS390-01/ 22 details Unused disabled access 999 |
] MS390-01/ 23 details Unused disabled access 999 I
] MS390-01/ 24 details Unused disabled access 999 |
O MS390-02 [ 17 details Unused disabled access 999 I
] MS390-02 [ 18 details Unused disabled access 999 I
L] MS390-02 /19 details Unused disabled access 999 I
(] MS390-02 / 20 details Unused disabled access 999 I
] MS390-02 [ 21 details Unused disabled access 999 I
] MS390-02 [ 22 details Unused disabled access 999 I
] MS390-02 / 23 details Unused disabled access 999 [
] MS390-02 / 24 details Unused disabled access 999 [
] €9300-01/17 details Unused disabled access 999 |
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49. Rename Wireless SSIDs: To configure your SSIDs per the above table, first navigate to Wireless >

Configure SSIDs then rename the SSIDs per your requirements (Refer to the above table for

guidance).

« SSID#1 (First column, aka vap:0, enabled by default): Click on rename and change it to Acme Corp

» SSID#2 (Second column, aka vap:1): Click on rename and change it to Acme BYOD, then click on the

top drop-down menu to enable it

o SSID#3 (Third column, aka vap:2): Click on rename and change it to Guest, then click on the top drop-

down menu to enable it

o SSID#4 (Fourth column, aka vap:3): Click on rename and change it to Acme loT, then click on the top

drop- down menu to enable it

« Click Save at the bottom of the page

Acme Corp Acme BYOD
|cnab!ed v i:enahled v_|
rename rename

edit settings edit settings
Open Open

None None
unlimited unlimited
Meraki DHCP Meraki DHCP
yes no

no no

n/a n/a

Disabled Disabled

no no

n/a nfa

Guest
enabled v_|

rename

edit settings
Open

None
unlimited
Meraki DHCP
no

no

n/a

Disabled

no

nfa

Acme loT
enabled vi
rename

edit settings
Open

None
unlimited
Meraki DHCP
no

no

n/a

Disabled

no

nfa

50. Configure Access Control for Acme Corp: Navigate to Wireless > Configure > Access control then

from the top drop-down menu choose Acme Corp.

Access control

Acme Corp

Basic info
SSID (name)

SSID status

Acme

Corp

Enabled

Hide SSID
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Security

Not all security methods are compatible with Cisco ISE splash page

Any user can associate

Any user can associate

th data encryption

Users must enter a passphrase to associate

MAC-based access control (no encryption)

RADIUS server is queried at association time

O Enterprise with
my RADIUS server ~

User credentials are validated with 802.1X at association time

Identity PSK with RADIUS

Devices are assigned a group policy based passphrase

RADIUS server is queried at association time to obtain a passphrase for a device based on

4——— Choose this option for Cisco ISE integration

s MAC address

WPA encryption & WPA2 only ~

8021w O

-

© Disabled (never use)

Choose the WPA encryption method
suitable for your Campus LAN

Enabled (allow unsupported clients)

Required (reject unsupported clients)

44— Disable 8oz2.11w if it's not required

Mandatory DHCP Enabled
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RADIUS

RADIUS servers
# Host IP or FQDN Port Secret Test
1 172.31.16.32 1812 sssssssansnne | Test |

Add server 3 max

RADIUS accounting servers

# Host IP or FQDN Port Secret

You have no servers defined

Add server 3 max.

B3 RADIUS testing ©

RADIUS Coh support

RADIUS attribute L}
specifying group policy
name

Airespace-ACL-Name ~

Actions

Actions

Client IP and VLAN

Maraki AP assigned (NAT mode)

devices on the wired LAN if the SSID firewall settings permit

Clients receive IP addresses in an isclated 10.0.0.0/8 network. Clients cannot communicate with each other, but they may communicate with

0 External DHCP server assigned

Meraki devices operat

transparently (do not perform NAT or [
static IPs. Use this for wireless clients requir ng seamless roal

ing, shared printers, and wireless cameras.
Bridge mode supports Layer 2 Roaming

Bridged T I Ly
veay  Tunneled and Traffic Tagging

Layer 3 roaming

VLAN tagging © Enabled Disabled

Default 10

Add VLAN 20 max

RADIUS override &

Override VLAN tag Ignore VLAN attribute

bled Disabled

Bonjour forwarding

Br

e and layer 3 roaming on!

ICP). Wireless clients will receive DHCP leases from a server on the LAN or use

¢ Tag traffic with the
specified 8oz2.1q tag

¢ Radius{ Attribute:
Tunnel-Private-Group-1D

Enabled Disabled | 4—— Optional

« Click Save at the bottom of the page

Adaptive Policy Group | 10: Corp v
Bridge mode and NAT mode

only
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Please Note: Adaptive Policy Group feature is not currently available in the New Version of the Access.
You will need to click on View old version

View old version
which is available at the top right corner of the page to be able to access this and configure the Adaptive
Policy Group (10: Corp). Then, please click Save at the bottom of the page

51. Configure Access Control for Acme BYOD: Navigate to Wireless > Configure > Access control then
from the top drop-down menu choose Acme BYOD.

Access control
Acme BYOD
Basic info v
SSID (name) Acme BYOD
SSID status Enabled Disabled
Hide SSID
Security

Not all security methods are compatible with Cisco ISE splash page

MAC-based access control (no encryption)

O Enterprise with

my RADIUS server =

Identity PSK with RADIUS

WPA encryption € WPA2 only ~
BOZ1Nw © Enabled (allow unsupported clients)
Required (reject unsupported clients)
© Disabled (never use)
Mandatory DHCP Enabled Disabled
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Splash page

RADIUS servers

1 172.3116.32 1812

Add server

Test

RADIUS testing ©

RADIUS CoA support ©

RADIUS attribute o
specifying group policy
name

Alrespace-ACL-Name -
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Client IP and VLAN

Meraki AP assigned (NAT mode)

 if the SSID firewall settings permit

O External DHCP server assigned

Bridged Tunneled

Layer 3 roaming

VLAN tagging © Enabled

.

Default
Add VLAN

RADIUS override ©

Bonjour forwarding Enabled
nabled

Assign group policies by device type Enabl

Owverride VLAN tz

Disabled

ng Ignore VLAN attribute

Disabled

ed Disabled

« Click on

View old Version

which is available on the top right corner of the page, then choose the Adaptive Policy Group 20: BYOD
and then click on Save at the bottom of the page.

Adaptive Policy Group | 20: BYOD
Bridge mode and NAT mode

only

v

52. Configure Access Control for Guest: Navigate to Wireless > Configure > Access control then from

the top drop-down menu choose Guest.

Basic info

SSID (name) G

SSID status Enabled bled
Hide $5ID

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 69 of 355



Security ~

O Open (no encryption)

Any user can associate

Opportunistic Wireless Encryption (OWE)

an associa th data

Pre-shared key (PSK)
Users mu

ter a passphrase to associate

MAC-based access control (no encryption)

RA!

Enterprise with

User cred

Identity PSK with RADIUS

RADIUS server is queried at association time to obtain a f

Identity PSK without RADIUS
De

WPA encryption @ None

Mandatory DHCP ‘ Enabled Disabled
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Splash page

Not 3l splash authen: on methods are co

None (direct access)

O Ciick-t

Ciseo Igentiy

Endpoint management enroliment €

Enterprise authenti

Advanced splash settings

Captive portal strength &

Walled garden ©

Controller disconnection
behavior &

Block all access until sign-on is complete

© Allow non-HTTP traffic prior to sign-on
Enabled Disabled

Open

Devices can use the network without seeing a splash page, unl

Restricted

Only currently associated clients and wi

©Q Default

Default

r your settings: Open

ey are explicitly

be able to use the network
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Client IP and VLAN

Meraki AP assigned (NAT mode)

O External DHCP server assigned

Bridged Tunneled

Layer 3 roaming

VLAN tagging © Enabled

F

Default

Add VLAN :

Bonjour forwarding Enabled

Disabled

30

Disabled

« Click on

View old Version

at the top right corner of the page then choose the Adaptive Policy Group 30: Guest then click on Save

at the bottom of the page

Adaptive Policy Group [ 30: Guest

v |

Bridge mode and NAT mode

only

53. Configure Access Control for Acme loT: Navigate to Wireless > Configure > Access control then
from the top drop-down menu choose Acme loT.

Access control
Acme loT
Basic info
SSID (name)
SSID status Enabled
Hide SSI0
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Security v

Open (no encryption)

Opportunistic Wireless Encryption (OWE)

Pre-shared key (PSK)

st enter a passphrase to associate

MAC-based access control (no encryption)

RADIUS server is queried at association time

Enterprise with

O Identity PSK with RADIUS

RADIUS serves ed at association time to obtain a passphrase for a device based 5 M.
Identity PSK without RADIUS
: s are assigned a group policy based on its passphrase
WPA encryption © WPA1 and WPA2Z -
8021r © Enabled
Adaptive
© Disabled
8021w © Enabled (allow unsupported clients)
© Disabled (never use)
Mandatory DHCP Enabled Disabled
Splash page
ash au gt 2] Iuthe O
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RADIUS servers

1 172.31.16.32 1812 sssssssssssss Test

Add server

RADIUS testing ©
RADIUS CoA support ©
RADIUS proxy ©

RADIUS attribute i ]
specifying group policy
name

Airespace-ACL-Name ~

Client IP and VLAN

Meraki AP assigned (NAT mode)

© External DHCP server assigned

Bridged Tunneled

Layer 3 roaming

VLAN tagging © Enabled Disabled

F

Defaut 40

Add VLAN

RADIUS override ©

Override VLAN tag Ignore VLAN attribute
NO Disabled
Bonjour forwarding Enabled Disabled
Assign group policies by device type Erabisd Saablad

« Click on
View old version

at the top right corner of the page then choose the Adaptive Policy Group 40: loT then click on Save at
the

e bottom of the page
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Adaptive Policy Group [40: loT v

Bridge mode and NAT mode

only

54. Enabling Stacking on your MS390 and C9300 Switches in Meraki Dashboard; please follow these
steps:

A. Connect a single uplink to each switch (e.g. Port 1 on MS390-01 to Port TwentyFiveGigE1/0/23 on
C9500)

Make sure all stacking cables are unplugged from all switches
C. Power up all switches

Verify that your C9500 Stack downlinks are up and not shutdown

9500-01#ship interface brief

Interface IP-Address OK? Method Status Protocol
TwentyFiveGigEl/0/23 unassigned YES unset up up
TwentyFiveGigEl/0/24 unassigned YES unset up up
TwentyFiveGigE2/0/23 unassigned YES unset up up
TwentyFiveGigE2/0/24 unassigned YES unset up up
9500-01+#

E. Wait for them to come online on dashboard. Navigate to Switching > Monitor > Switches and check
the status of your Access Switches

# Name MAC address Model Connec! tivity Serial number Configuration status Firmware version

1 W M5390-02 2e:31:00:01:0¢:00

2 W MS390-01

3 @ C9300-02 4c:e1:75:00:ba:00

4 B C9300-01 pd:b4:39:51:2a:80 C9300-24U ASTC-UKPT-36JK Up to date MS 15.14

F. After they come online and download their configuration and firmware (Up to date) you can proceed to
the next step. You can see their Configuration status and Firmware version from Switching > Monitor >
Switches

G. Enable stacking in dashboard by Navigating to Switching > Monitor > Switch stacks then click on
add one
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Configured stacks

No potential stacks detected

Switch stacks overview

Detected potential stacks

There are no configured stacks in this network. If you add one, we can help you configure it.

H. Then give your stack a name and select its members and click on Create

SWITCH STA

Create new stack

Name: l!\"..\ ck1-MS5350 I

Stack members
4 switches: 2 chacked
= Name
€5300-01
€9300-02
M5350-01

MS5390-02

Serial number
QETC-UKPT-36JK

QSTC-F2Y8-5%L7
QIEC-LVAU-EC2S

QIEA-TALN-JBUX

Model
M5390-24
M5390-24
M5390-24U

M5390-24

Configured stacks
witch stacks. 1 switch stack
Stack Name

Stack1-M53680

Stack Members

M5390-01 M5390-02

Add a stack

I. Now click on Add a stack to create all other stacks in your Campus LAN access layer by repeating the

above steps

Configured stacks
1 wwitch stack
Stack Name
Stack]-MS390

Stack Members

Add a stack

Create new stack

Stack members

2 wwitches: 2 checked
Mame
Co300-01

€9300-02

Serial number

Q5TC-UKPT-38JK

Q5TC-F2Y8-5xL7

Model
MS390-24

MS390-24
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Switch stacks overview

Configured stacks
2 wwitch stacks Add 8 stack
Stack Name Stack Members.
Stack]-M5390 "

Stack2-C9300

Power off all access switches
Disconnect all uplink cables from all switches
Nominate your master switch for each stack (e.g. MS390-01 for stack1 and C9300-01 for stack2)

. On the master switches, plug the uplink again

Z2 2= <«

Plug stacking cables on all switches in each stack to form a ring topology and make sure that the Cisco
logo is upright

o

Power on your master switches first, then power other stack members

Wait for the stack to come online on dashboard. To check the status of your stack, Navigate to
Switching > Monitor > Switch stacks and then click on each stack to verify that all members are online
and that stacking cables show as connected

SWITCH STACKS

Stack1-MS390 ~

QOverview

Members (2} configure ports in this stack

Name: MS390-01 Status: ® Blink LEDs > Model: MS390-24U

2

Name: M5390-02 Status: ® Blink LEDs > Model: MS390-24

M 13 15 17 19 1 23

a 5 7 9 :
aaeea a8 ]

BSOS BETUEE N mocuecomected [T I
Ol . ;

10 12 14 16 18 20 22 u

B

4

Ho13 15 17 19 N 23 !

1 3 5 7 9
AAAAAAMA 0 '
!@ !EI[E[;I No module connected |:||

1 14 16 18 20 22
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SWITCH STACKS

Stack2-C9300 -

Overview Manage members Clone and replace member

Members (2) configure ports in this stack

Status: ® Blink LEDs > Model: MS390-24
g N 13 15 17 1% N 23 1

aAaAAREA 1 aAn
SsSEN Y | ||| MMMM

4 10 12 14 16 18 20 22 24

~!§*
SN

Name: C9300-02 Status: ® Blink LEDs > Model: M5390-24

5 7

3

4 6 1 2

14 16 18 20 22

Q. Plug uplinks on all other non-master members and verify that the uplink is online in dashboard by
navigating to Switching > Monitor > Switch stacks and then click on each stack to verify that all uplinks

are showing as connected however they should be in STP discarding mode

SWITCH STACKS

Stack1-MS390 ~

Overview Manage members & and replace member ayer 3 routing

Members (2) configure ports in this stack

Model: MS390-24U

Name: MS390-01 Status: @ Blink LEDs >

2 n 13 15 17 19 A 23

g=%=%@ : No module connected

14 16 18 20 22 24

Name: MS5390-02 Status: ® Model: MS350-24

1 2
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SWITCH STACKS

Stack2-C9300 -~

Overview Manage members

Members (2) configure ports in this stack

Name: C5300-01 Status: ®

Name: C9300-02 Status: ®

Blink LEDs

3 g 1

l|
v
2 4 & 10 12
Blink LEDs
1 3 9 N
(0]

l

4

~

10 12

» Model: MS390-24

13 15 17 19 21 23

aAaaaeaa ] InEN
SBRE BwC

14 16 18 20 22 24

> Model: MS390-24

13 15 17 19 21 23

aaSaE e [ MmN
seseseee | MMM T

14 18 18 20 22 24

R. Configure the same Static IP for all members in each stack by navigating to Switching > Monitor >
Switches then click on the master switch (e.g. MS390-01 for Stack1) and under LAN IP menu copy the
IP address then click on the edit button to specify the Static IP address information (You can use the

same IP address that was assigned using DHCP) then click Save. The same Static IP address

information should now be copied for all members of the same stack. You can verify this by navigating
to Switch > Monitor > Switches (Tip: Click on the configure button on the right-hand side of the table

to add Local IP information display).

* MS390-01 4

MS390-24U 7

NCP London
Finsbury Square o =

o,
A501

S
Gofgle < Map data ©2022 Google
Unit 7, 10 Finsbury Square, London EC2A
1AF

10.0.1120 (v

137.220.83.252
10.011

10.0.1.1
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4 3.2 Mb/s |

Type

| static IP v

P

10.0.1120

Subnet mask

255.255.255.0

Gateway

10.011

VLAN

]

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save

© C9300-01 4

MS390-24 a4:b4:39:5f:2a:80

NCP Lo::(iono o

Finsbury Square

o, 1
A501

Gogle .‘E” Map data ©2022 Google
Unit 7, 10 Finsbury Square, London EC2A
1AF
10.0.1.116 (via DHCP)

1
137.220.83.252
10.0.1a

10.0.11
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Type

:_Smuc P v
P

10.01.116

Subnet mask

255.255.255.0

Gateway

10.01.1

VLAN

1

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

3 @ CH300-02

4 W C9300-01

Save
# Name MAC address Model Connectivity Serisl number Configuration status Firmware version Local P
1 W MS390-02
2 B M5390-01 date

S. Finally, configure etherchannels on both your Access Switch Stacks and your Core Switch Stacks so
that all uplinks can be operational (STP forwarding mode) at the same time. Follow these steps:

o First, disconnect the downlinks to non-master switches from your C9500 Core Stack (e.g. Port

TwentyFiveGigE2/0/23 and TwentyFiveGigE2/0/24)

> Navigate to Switching > Monitor > Switch ports and search for uplink then select all uplinks in the
same stack (in case you have tagged your ports otherwise search for them manually and select them
all) then click on Aggregate. Please note that all port members of the same Ether Channel must have
the same configuration otherwise Dashboard will not allow you to click the aggregate button.

SWitChports for the last day =

Edit = Aggregate Mirror Tags *  uplink v help 24 of 208 switchports, 2 selected (deselect 2
a oS call ¢ 3 I Bl
g 950 3 teat o 040 [ 2 intas
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Edit  Aggregate Mitror Tags = gk = bio 24.0f 208 switchpaets, 2 selected Download As =

Clck i aggregae 2 pons

anabled  trunk D800 merskd-cvd Moce native 1

enabled Utk @ 5500-01.meraki-cve local native

enabled  trunk G500-01 mermki-cvd Jocall s> ratvel 110

Eat  Aggregate Marvor Tags = COI00 *  bein 128 of 207 switchports, 2 selected Downiosd As =
S

© I :

© I :

Stack1-M5390: AGGRIO - uplink details C8500-01 (Port 23) iplink enabled  trunk native 1 1,10,20,30,40 | |

Stack2-CO300: AGGR/O - uplink detalls  C8500-02 (Port 24) plink  enabled  trunk native 1 110,20,3040 [ |

o Please repeat above steps for all stacks in your network

o Please note that the above step will cause all members within the stack to go offline in Dashboard

« On your C9500 Core Stack, please configure etherchannel Settings for your downlinks such that each
Stack downlinks should be in a separate Port-channel and that the mode is active:

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface TwentyFiveGigEl1/0/23

9500-01 (config-if) #channel-group 1 mode active

Creating a port-channel interface Port-channel 1

9500-01 (config-if) #

9500-01 (config-if) #interface TwentyFiveGigE2/0/23
9500-01 (config-if) #channel-group 1 mode active
9500-01 (config-if) #interface TwentyFiveGigE1l/0/24
9500-01 (config-if) #channel-group 2 mode active

Creating a port-channel interface Port-channel 2

9500-01 (config-if) #interface TwentyFiveGigE2/0/24
9500-01 (config-if) #channel-group 2 mode active
9500-01 (config-if) #end

9500-01#

9500-01#show etherchannel 1 port-channel
Port-channels in the group:

Port-channel: Pol (Primary Aggregator)
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Age of the Port-channel = 0d:01h:42m:43s
Logical slot/port = 9/1 Number of ports = 2
HotStandBy port = null

Port state = Port-channel Ag-Inuse

Protocol = LACP

Port security = Disabled

Fast-switchover = disabled

Fast-switchover Dampening = disabled

Ports in the Port-channel:

Index Load Port EC state No of bits

—————— s s ittt

0 00 Twel/0/23 Active 0

0 00 Twe2/0/23 Active 0

Time since last port bundled: 0d:01h:40m:21s Twe2/0/23
9500-01#

9500-01#show etherchannel 2 port-channel

Port-channels in the group:

Port-channel: Po2 (Primary Aggregator)

Age of the Port-channel = 0d:01h:43m:56s

Logical slot/port = 9/2 Number of ports = 2
HotStandBy port = null

Port state = Port-channel Ag-Inuse

Protocol = LACP

Port security = Disabled

Fast-switchover = disabled

Fast-switchover Dampening = disabled
Ports in the Port-channel:

Index Load Port EC state No of bits
——————— R st
0 00 Twel/0/24 Active 0
0 00 Twe2/0/24 Active 0

Time since last port bundled: 0d:01h:42m:04s Twe2/0/24
9500-01#9500-01#wr mem
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Building configuration...
[OK]
9500-01+#

Plug all uplinks to non-master switches

Now all your switches should come back online on Dashboard

# Mame MAC address Model g status Firmware version Local 1P &
1 W MS390-02 2¢:31:00:01ec:00 M5390-24-HW Q3EA-THLN-JBUX Up to date MS 15.14 10.0.1.120
2 W MS330-01 2¢:3000:04:70:80 M5390-24U-HW QIEC-LVAU-EC2S Up to date MS 15.14 10.0.1.120
3 W C9300-02 4c:e1:75:00:08:00 €H300-24U Q5TC-F2YB-5%L7 Up to date M5 15.14 10.0.1.116
4 W C8300-01 a4:b4:39:50: 20080 CHI00-24U Q5TC-UKPT-36JK Up to date M5 15,14 10.0.1.118

And now all your uplinks from each stack should be in STP Forwarding mode, which you can verify on
Dashboard by navigating to Switching > Monitor > Switch stacks and checking the uplink port status.
Also, you can check that on your C9500 Core Stack:

SWITCH STACKS

Stack1-MS390 -

Overview

Members (2) configure ports in this stack

Name: M5390-01 Status: ®

Name: MS390-02 Status: &

Blink LEDs >

13 15 17 19 1 23

14 18 18 20 22 2

N 13 15 17 19 1 23

9
E =E=%%% : No module connected

10 12 14 18 18 20 22 4

Model: MS390-24U

No module connected l:“:l

Blink LEDs > Model: MS380-24
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SWITCH STACKS

Stack2-C9300 -

Overview

Members (2) conrio

ure ports in this stack

Name: C9200-01 Status: ® Blink LEDs > Model: MS390-24

n 13 15 17 19 n 23 1

aaaaAaae 1 IAARN
ssssss ey | | | mMumm T

B 10 12 14 16 B 20 22 M

II[I

Name: C2300-02 Status: ® Blink LEDs » Model: MS390-24

1 3 § 7 81 13 15 7 19 23 1 3 5

Illl
I[II

2 4 810121&1518202224 2 4 6

9500-01#show spanning-tree interface port-channel 1

Mst Instance Role Sts Cost Prio.Nbr Type

MSTO Desg FWD 10000 128.2089 P2p

9500-01#show spanning-tree interface port-channel 2

Mst Instance Role Sts Cost Prio.Nbr Type
MSTO Desg FWD 10000 128.2089 P2p
9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3¢c60.fba0
This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 4096 (priority 4096 sys-id-ext O0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Type

Twel/0/1 Desg FWD 2000 128.193 P2p
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Twel/0/2 Desg FWD 2000 128.194 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Twe2/0/2 Back BLK 2000 128.386 P2p
Pol Desg FWD 10000 128.2089 P2p
Po2 Desg FWD 1000 128.2090 P2p
9500-01+#

55. Configure Multiple Spanning Tree Protocol (802.1s) in Dashboard for MS390 and C9300 switches:
Navigate to Switching > Configure > Switch settings and select your stack and choose the
appropriate STP priority per stack (61440 for all Access Switch Stacks) then click Save at the bottom
of the page.

STP configuration

Spanning tree protocol | Enable RSTP v |
i
TP bri riori ~ - SHuS

STP bridge priority Switches/Stacks Bridge priority

STP bridge priority will

determine which switch is the - AR —

STP root in the network. The il &1 o lonithd

switch with the lowest priority

will become the root (MAC |

address is the tie-breaker). Sdone =l
Default 32768

Set the bridge priority for another switch or stack

« Verify that the Access Stacks are seeing the C9500 Core Stack as the root by navigating to Switching >
Monitor > Switches then click on any switch and under the RSTP root menu check the root bridge
information

56. Configure Dynamic ARP Inspection (DAI) on your C9500 Core Switches: All Downlinks to Access
Switches and Uplinks to MX Edge must be configured as Trusted and all other interfaces as Untrusted.
(Please note that the order of commands is important to avoid loss of connectivity)

9500-01#show cdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,

D - Remote, C - CVTA, M - Two-port Mac Relay

Device ID Local Intrfce Holdtme Capability Platform Port ID
adb4395f2a80 Twe 1/0/24 124 S C9300-24U Port C9300-NM-8X/1
2c3f0b0fec00 Twe 2/0/23 174 S MS390-24 Port 1
2c3f0b047e80 Twe 1/0/23 159 S MS390-24U Port 1
4cel75b0bal00 Twe 2/0/24 177 S C9300-24U Port C9300-NM-8X/1
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Total cdp entries displayed : 4
9500-01#configure terminal

9500-01 (config) #interface TwentyFiveGigE1l/0/1
9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #interface TwentyFiveGigEl/0/2
9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #interface TwentyFiveGigE2/0/1
9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #interface TwentyFiveGigE2/0/2
9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #interface Pol

9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #interface Po2

9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit

9500-01 (config) #ip arp inspection vlan 1,10,20,30,40
9500-01 (config) #ip dhcp snooping vlan 1,10,20,30,40
9500-01 (config) #end

9500-01#show ip dhcp snooping

Switch DHCP snooping is enabled

Switch DHCP gleaning is disabled

DHCP snooping is configured on following VLANs:
1,10,20,30,40

DHCP snooping i1s operational on following VLANs:
1,10,20,30,40

DHCP snooping is configured on the following L3 Interfaces:

Insertion of option 82 is enabled
circuit-id default format: vlan-mod-port
remote-id: b0c5.3c60.fbal0 (MAC)

Option 82 on untrusted port is not allowed
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Verification of hwaddr field is enabled
Verification of giaddr field is enabled

DHCP snooping trust/rate is configured on the following Interfaces:

Interface Trusted Allow option Rate limit (pps)
TwentyFiveGigEl/0/1 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigEl/0/2 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigE1l/0/23 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigEl/0/24 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigE2/0/1 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigE2/0/2 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigE2/0/23 yes yes unlimited
Custom circuit-ids:

TwentyFiveGigE2/0/24 yes yes unlimited
Custom circuit-ids:

Port-channell yes yes unlimited
Custom circuit-ids:

Port-channel?2 yes yes unlimited
Custom circuit-ids:

9500-01+#

9500-01#show ip arp inspection

Source Mac Validation : Disabled
Destination Mac Validation : Disabled

IP Address Validation : Disabled

Vlan Configuration Operation ACL Match Static ACL
1 Enabled Active
10 Enabled Active
20 Enabled Active
30 Enabled Active
40 Enabled Active

9500-01#wr mem
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57.

58.

59.

Building configuration...
[OK]
9500-01#

Configure Dynamic Arp Inspection (DAI) on your Access Switch Stacks: Navigate to Switching >
Monitor > DHCP Servers and ARP and scroll down to Dynamic ARP Inspection and enable it. Then
click Save at the bottom of the page.

Dynamic ARP Inspection

DAl status Enabled ~

Setting up your Access Points: Connect your APs to the respective ports on the Access Switches
(e.g. Ports 13-16) and wait for them to come online on dashboard and download their firmware and
configuration files. To check the status of your APs navigate to Wireless > Monitor > Access points
and check the status, configuration and firmware of your APs.

- 2sccesspaints Add APs | Download As ~

" St 0 Mo a Locu @ Model Conestivity MAC sdress Pblic Configuration status Fiemmars version #

Re-addressing your Network Devices: In this step, you will adjust your IP addressing configuration to
align with your network design. This step could have been done earlier in the process however it will
be easier to adjust after all your network devices have come online since the MX (The DHCP server for
Management VLAN 1) has kept a record of the actual MAC addresses of all DHCP clients. Follow these
steps to re-assign the desired IP addresses: (Please note that this will cause disruption to your network
connectivity)

A. Navigate to Organization > Monitor > Overview then click on Devices tab to check the current IP
addressing for your network devices

B. Navigate to Security and SD-WAN > Monitor > Appliance status then click on the Tools tab and click
on Run next to ARP Table

C. Take a note of the MAC addresses of your network devices

Navigate to Security and SD-WAN > Configure > DHCP then under Fixed IP assignments click on
Add a fixed IP assignment and add entries for your network devices using the MAC addresses you
have from Step #3 above then click on Save at the bottom of the page
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Client name MAC address LANIP Actions
9500-Core-Stack b0:c5:3c:60:fc:3f 10.01.2
C9300-Access-Stack2 4c:e1:75:b0:ba:00 10.0.1.4
TFTP 8c:ae:4c:dd:15:19 10.01.117
MS390-Access-Stack1 2¢:3f:0b:04:7e:80 10.01.3
AP1_Zonel 68:3a:1e:54:0d:48 10.0.1.5
AP2_Zonel cc:9c:3e:ec:26:b0 10.0.1.6
AP3_Zone2 68:3a:1e:54:2e:45 10.0.1.7
AP4_Zone2 cc:9c:3e:ec:28:d0 10.0.1.8

Add a fixed IP assignment

Import CSV

E. Navigate to Switching > Configure > Switch ports then filter for MR (in case you have previously
tagged your ports or select ports manually if you haven't) then select those ports and click on Edit, then
set Port status to Disabled then click on Save.

SWitChpOl’tS for the last day ~

Edit ! F N i Tags + MR ~ help 16 of 206 switchports, 16 selected (deselect al)

Port status Enabled Disabled

F. After a few minutes (For configuration to be up to date) Navigate to Switching > Configure > Switch
ports then filter for MR (in case you have previously tagged your ports or select ports manually if you
haven't) then select those ports and click on Edit, then set Port status to Enabled then click on Save.

SWitChports for the last day ~

Edit Aggr ! r Tags + MR ~  help 16 of 206 switchports, 16 selected (deselect all)

Port status Enabled Disabled
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G. Navigate to Switching > Monitor > Switches then click on each master switch to change its IP address
to the one desired using Static IP configuration (remember that all members of the same stack need to

have the same static IP address)

Type

[ static 1P

P

10.01.3

Subnet mask

255.255.255.0

Gateway

10.011

VLAN

1

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save

Type

[10.0.1.4

Subnet mask

255.255.255.0

Gateway

10.0.11

VLAN

1

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save
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H. On your C9500 Core Stack, bounce your VLAN 1 interface. Then verify that the interface VLAN 1 came

up with the correct IP address (e.g. 10.0.0.2 per this design)

9500-01l#configure terminal

Enter configuration commands, one per line.

9500-01 (config) #interface vlan 1

9500-01 (config-if) #shutdown
9500-01 (config-if) #no shutdown
9500-01 (config-if) #end

9500-01#sh ip interface brief vlan 1

Interface IP-Address OK?
Vlanl 10.0.1.2
9500-01#

YES DHCP up

End with CNTL/Z.

Method Status

Protocol

up

I.  Navigate to Organization > Monitor > Overview then click on Devices tab to check the current IP

addressing for your network devices

3
=}

~ Sdevices Overthe last weok: 8 clients, 2 SM devices, 417 GB

i
i

Netwark MAC address.
Campus 26300047680
Campus 2e3:0b:Dtec:00
Compus 04 04-305: 2080

Campus Ace T5b0-ba:00

Campus £8:3ac1e:54:00:48

CEEIN0CIHD0

ceD:A%01:at-56

LI

seoeco0oeo00
]

Clients

PO T

LI

8559 M
s2e.4m8
33.3M
285m0
e7mE
Hone
Hone
Maona

26208

Connectivity

Cevices

Uplink 1P (Port 1] &
10013
10013
waLe
10014
LT-1E
0016

172 3116.239

192968140

Csv~ *

Uplink P (Port 2)

60. Configure QoS in your Campus LAN: Quality of Service configuration needs to be consistent across
the whole Campus LAN. Please refer to the above table as an example. To configure QoS, please
follow these steps: (For the purpose of this CVD, Default traffic shaping rules will be used to mark
traffic with DSCP values without setting any traffic limits. Please adjust traffic shaping rules based on

your own requirements)

A. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Acme Corp SSID
from the above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID
limits desired and select Shape traffic on this SSID then select Enable default traffic shaping rules.
Click Save at the bottom of the page when you are done. Click Save at the bottom of the page when

you are done.
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Per-client bandwidth
limit

Per-SSID bandwidth limit
Li]

Shape traffic

Default Rules

Traffic shaping rules

unlimited

unlimited
details

Shape traffic on this SSID il
Enable default traffic shaping rules v

Traffic Type

SIP (Voice)

All Advertising, All Software Updates, All Online Backups
WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

B. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Acme BYOD SSID
from the above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID
limits desired and select Shape traffic on this SSID then select Enable default traffic shaping rules.

Per-client bandwidth
limit

Per-SSID bandwidth limit
(1]

Shape traffic

Default Rules

Traffic shaping rules

unlimited

details
unlimited detalls
Shape traffic on this SSID v|

Enable default traffic shaping rules + |

Traffic Type

SIP (Voice)

All Advertising, All Software Updates, All Online Backups
WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

C. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Guest SSID from the
above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID limits

desired and select Shape traffic on this SSID then select Enable default traffic shaping rules.

Click Save at the bottom of the page when you are done.
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Traffic shaping rules

Per-client bandwidth 5 Mbps
ek p details Enable SpeedBurst @
limit
Per-SSID bandwidth limit 100 Mbps Tl
etalls
i}
Shape traffic [ shape traffic on this SSID ~]

Default Rules [Enable default traffic shaping rules |

Traffic Type

SIP (Voice)
All Advertising, All Software Updates, All Online Backups
WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)
10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

D. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the loT SSID from the
above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID limits
desired and select Shape traffic on this SSID then select Enable default traffic shaping rules. Click

Save at the bottom of the page when you are done.

Traffic shaping rules

Per-client bandwidth unlimited

limit

Per-SSID bandwidth limit unlimited o
details

Li ] T

Shape traffic Shape traffic on this SSID v

Default Rules Enable default traffic shaping rules v |

Traffic Type

SIP (Voice)

All Advertising, All Software Updates, All Online Backups
‘WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

E. Navigate to Switching > Configure > Switch settings and under the Quality of Service menu configure
the VLAN to DSCP mappings. Please click on Edit DSCP to CoS map to change settings per your
requirements. (For more information on MS QoS settings and operation, please refer to the following
article) Click Save at the bottom of the page when you are done. (Please note that the ports used in the
below example are based on Cisco Webex traffic flow)

VLAN Protocol Source port ©
1 Any Any v
2 |1 Any v
3 10 UDP v Any 9000
4 10 TCP v Any 5004
5 10 UDP v Any 5004
Add a QoS rule for this network

Destination port @& DSCP Edit DSCP to CoS map

| Trust incoming DSCP v |

Set DSCP to... v| [10 2 class1(AF11) v
Set DSCP to... v]| [34 5 class 4 (AF41) v
Set DSCP to... v| |34 5 class 4 (AF41) v |
'Set DSCP to... ~v| [34 > class 4 (AF41) ~
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DSCP value
[
[0+
(8]
(26 v|
34 v|
(46 v]

DSCP to Class-of-Service queue mapping

CoS queue value Title

0 v| default
1 v AF11

2 v| AF21

12 v AF31

4 ] AF41
|I| EF voice

Add another DSCP to CoS queue mapping

F. Please ensure that your C9500 Core Stack is configured to trust incoming QoS. Here's a reference of
the configuration needed to be applied:

9500-01#configure terminal

Enter configuration commands,

one per line. End with CNTL/Z.

9500-01 (config) #interface TwentyFiveGigE1l/0/1

9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE1l/0/2

9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE2/0/1

9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE2/0/2

9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE1l/0/23

9500-01 (config-if) #auto gos trust dscp

Warning: add service policy will cause inconsistency with port TwentyFiveGigE2/0/23

in ether

channel 1.

9500-01 (config-if) #interface TwentyFiveGigE1l/0/24

9500-01 (config-if) #auto gos trust dscp
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Warning: add service policy will cause inconsistency with port TwentyFiveGigE2/0/24
in ether

channel 2.

9500-01 (config-if) #interface TwentyFiveGigE1l/0/24
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #end

9500-01#show auto gos

TwentyFiveGigEl/0/1

auto gos trust dscp

TwentyFiveGigEl/0/2

auto gos trust dscp

TwentyFiveGigE1l/0/23

auto gos trust dscp

TwentyFiveGigEl/0/24

auto gos trust dscp

TwentyFiveGigE2/0/1

auto gos trust dscp

TwentyFiveGigE2/0/2

auto gos trust dscp

TwentyFiveGigE2/0/23

auto gos trust dscp

TwentyFiveGigE2/0/24

auto gos trust dscp

9500-01#wr mem
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G. Navigate to Security and SD-WAN > Configure > SD-WAN and Traffic shaping and make sure your
Uplink configuration matches your WAN speed. Then, under Uplink selection choose the settings that
match your requirements (e.g. Load balancing). Under Traffic shaping rules, select Enable default
traffic shaping rules then click on Add a new shaping rule to create the rules needed for your network
(for more information about Traffic shaping rules on MX appliances, please refer to the following article).
Please see the following example:

WAN 1

WAN 2

Cellular

Uplink configuration

1 Gbps details
1 Gbps details
unlimited

details

Uplink selection
Global preferences

Primary uplink

Load balancing

Active-Active AutoVPN

WAN1T v

Enabled
Traffic will be spread across both uplinks in the proportions specified above.
Management traffic to the Meraki cloud will use the primary uplink.

® Disabled
All Internet traffic will use the primary uplink unless overridden by an uplink preference or if the primary uplink fails.
® Enabled

Create VPN tunnels over all of the available uplinks (primary and secondary)

Disabled
Do not create VPN tunnels over the secondary uplink unless the primary uplink fails.

Default Rules

Traffic shaping rules

Enable default traffic shaping rules v
Traffic Type DSCP tag
SIP (Voice) 46 (EF - Expedited Forwarding, Voice)
All Advertising, All Software Updates, All Online Backups 10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
WebEx, Skype 34 (AF41 - Multimedia Conferencing, Low Drop)

All Video & Music 18 (AF21 - Low Latency Data, Low Drop)
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Rule #1

Definition

ule will be en

traffic

expressions
Bandwidth limit
Priority

DSCP tagging
Rule #2

Definition
This rule will be enforced on

traffic

atching any of these

expressions

Bandwidth limit

Priority
DSCP tagging
Rule #3

Definition

This rule will be enforced

traffic matching any of these

expre

Bandwidth limit

Priority
DSCP tagging

Add a new shaping rule

o+

Obey network per-client limit (4 unlimited / * unlimited) v

High w

Do not change DSCP tag

Choose a limit...

5 Mbps

Normal v

Do not change DSCP tag

Choose a limit...

custom

Low v

Do not change DSCP tag

For more information about any of the above configurations, please refer to Meraki Documentation for
further guidance on configuring Etherchannels, stacking, switch ports, SSId configuration and more. Here is

a useful MR - Wireless section and a MS - Switching section.

Testing and Verification

Firmware
The following table indicates the firmware versions used in this Campus LAN:

MX25

0 WAN Edge

C9500 Core Stack

MS39

0 Access Stack

C9300 Access Stack

MR55

C9166 (MR57)

MX 16.16

I0OS XE 17.3.4

MS 15.14

MS 15.14

28.6.1

28.30
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Stable

Beta

Beta

GA

Beta
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Device Connectivity
MX WAN Edge

Upstream Connectivity

Pinging (Default IP > 192.168.1.1) -

2.4ms

1.6 ms

0Oms

IPv4 IP:192.16811 VLossrate:0% Average latency: 1ms

Internet/Cloud Connectivity

Pinging (DefaultIP > 8.8.8.8)

15 ms

10 ms

Sms

Oms

IPv4 P:8888 Lossrate:0% Average latency: Sms

Pinging Primary WAN Edge

75 ms

S0 ms

25 ms e

Oms

Lossrate: 0 % Average latency: 38 ms
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(A

Pinging Secondary WAN Edge

60 ms

40m5_/\//\/

20 ms

Oms

Lossrate: 0 % Average latency: 34 ms

Downstream Connectivity

Pinging (Default IP - 10.0.1.2)
0.9ms

0.3ms

Oms

R /\/\ =

IPv4 IP:10.01.2 Lossrate:0% Average latency: 1 ms

Pinging (Default IP  10.01.3) -
600 ms

400 ms

200 ms

0 ms

IPv4 IP:10.01.3 Lossrate:0% Average latency: 20 ms
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Pinging (Default IP - 10.01.4) =

3ms

2ms

1ms

Oms

IPv4 IP:10.01.4 Lossrate:0% Average latency: 2 ms

Pinging (Default IP - 10.0.1.5) -

0.75 ms

0.25ms

Oms

IPv4 IP:10.01.5 Lossrate:0% Average latency: 1 ms

Pinging (Default IP - 10.01.6) 2

1.2 ms

0.8 ms

_— _E

0.4 ms

Oms

IPv4 IP:10.01.6 Lossrate:0% Average latency: 1ms
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Pinging (VLAN11P - 10.0.20.2)

150 ms 1
100 ms
50 ms |

Omst

IPv4 1P:10.0.20.2 Lossrate:0% Average latency: 67 ms

C9500 Core Stack

Upstream Connectivity

9500-01#ping 10.0.1.1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

9500-01+#

Internet Connectivity

9500-01#ping 8.8.8.8

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 5/5/5 ms
9500-01#ping cisco.com

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 108/110/112
9500-01+#
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Downstream Connectivity (Please note that the MS390 and C9300-M platforms will prioritize packet forwarding
over ICMP echo replies so it's expected behavior that you might get some drops)

9500-01#ping 10.0.1.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.3, timeout is 2 seconds:
Success rate is 80 percent (4/5), round-trip min/avg/max = 2/2/3 ms
9500-01#ping 10.0.1.4

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.4, timeout is 2 seconds:
Success rate is 80 percent (4/5), round-trip min/avg/max = 2/2/4 ms
9500-01#ping 10.0.1.5

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.5, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
9500-01#ping 10.0.1.6

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.6, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

9500-01+#

In case of connectivity issues, please check the following:

Expected Verification Actual Configuration
Configuration/
Status
C9500 Uplinks to Access, VLAN 1 sh ip int brief !all uplinks!
MX Edge: DAI Trusted sh run int switchport mode access
TwentyFiveGigE1/0/1 up/up <interface> ip arp inspection trust
TwentyFiveGigE1/0/2 sh spanning- ip dhcp snooping trust
t
TwentyFiveGigE2/0/1 ree end
. . int <interface>
TwentyFiveGigE2/0/2 !

STP interface STP Configuration
configuration:
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Expected Verification
Configuration/

Status

Actual Configuration

TwentyFiveGigE1/0/1
TwentyFiveGigE1/0/2
TwentyFiveGigE2/0/1
TwentyFiveGigE2/0/2
TwentyFiveGigE1/0/23
TwentyFiveGigE1/0/24
TwentyFiveGigE2/0/23
TwentyFiveGigE2/0/24

STP interface status:

TwentyFiveGigE1/0/1
TwentyFiveGigE1/0/2
TwentyFiveGigE2/0/1
TwentyFiveGigE2/0/2
Po1
Po2

Default Route

N/A
N/A
N/A
N/A

Root Guard + UDLD
aggressive

Root Guard + UDLD
aggressive

Root Guard + UDLD
aggressive

Root Guard + UDLD
aggressive

sh run int
<interface>

STP status:
FWD
BLK
FWD
BLK
FWD
FWD

sh spanning-
tree

int <interface>

DHCP, VLAN 1

sh int vlanl

sh ip route

© 2024 Cisco and/or its affiliates. All rights reserved.

!where applicable!

udld port aggressive

spanning-tree guard root

end

!lonly PHY interfaces!
spanning-tree mode mst
spanning-tree extend system-id
|

spanning-tree mst configuration
name regionl

revision 1

!

spanning-tree mst 0 priority 4096
|

!

interface Vlanl

ip address dhcp

end

!

sh ip route | in /O

S* 0.0.0.0/0 [254/0] via 10.0.1.1
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Expected
Configuration/
Status

Verification

Actual Configuration

MX WAN Edge
Downlinks:

Port 19
Port 20

C9500 Downlinks:

TwentyFiveGigE1/0/23
TwentyFiveGigE1/0/24
TwentyFiveGigE2/0/23
TwentyFiveGigE2/0/24

C9500 Ether-Channels:

TwentyFiveGigE1/0/23
TwentyFiveGigE1/0/24
TwentyFiveGigE2/0/23
TwentyFiveGigE2/0/24
Po1
Po2

Access, VLAN 1

Trunk, Native
VLAN 1,
Allowed
VLANSs
1,10,20,30,40
DAI Trusted
SGT 2 Trusted

No CTS enforcement

Channel-Group 1
Channel-Group 2
Channel-Group 1
Channel-Group 2
up/up
up/up
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Navigate to
Security and SD-
WAN > Configure >
Addressing and
VLANs

sh run int
<interface>

sh run int
<interface>
sh

etherchannel
<#> sum

sh ip int brief
| in

Po

19 o Access VLAN 1 (Management)

20 @ Access VLAN 1 (Management)

switchport trunk allowed vlan
1,10,20,30,40

switchport mode trunk

ip arp inspection trust

!

cts manual

policy static sgt 2 trusted
no cts role-based enforcement
|

End

'PHY 23!

channel-group 1 mode active
'PHY 24!

channel-group 2 mode active
|

End
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MS390 Access Stack

Upstream Connectivity

2.4 ms

Pinging 10.0.1.1

1.6 ms o
0.8 ms

Omst

Lossrate: 0 % Average latency: 2 ms

Internet/Cloud Connectivity

* MS390-01 4

MS5390-24U

o s
ASgy e = 2

Map data S2022 Google

A5

Gdigle
»

Unit 7, 10 Finsbury Square, London EC2A

Ping

Pinging M5390-01

900 ms.
600 ms
300 ms.

oms

Summary Ports

8888

Lossrate: 0%  Average latency: 265 ms

Pinging 8.8.8.8 =

Power | L3 routing

Ping or Ping switch

Event log

Location

1AF

1200 ms.
AP 800 ms

10.01.3 (stat
400 ms

1 0ms
Lossrate: 0%  Average latency: 202 ms

137.220.83.252
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Downstream Connectivity

Pinging 10.0.10.3

450 ms

300 ms

150 ms

Oms

Lossrate: 0 % Average latency: 118 ms

C9300 Access Stack

Upstream Connectivity

Pinging 10.0.1.1
24 ms|

1.6 ms s

0.8 ms |

Oms®

Lossrate: 0 % Average latency: 2 ms
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Internet/Cloud Connectivity

7

Unit 7, 10 Finsbury Square, London EC2A Pinging 8.8.8.8 =

Summary | Ports | Power L3routing | Eventlog Location
*C9300-01 .
MS390-24 ad:b4:39:5f
Ping 8888 Ping or Ping switch
;
B ringingcosoo-01 ¢
900 ms
600 ms
300 ms
g Oms
— (=]
Gd gle 3 Map data 82022 Google Lossrate: 0%  Average latency: 133 ms
ADDRE 4
Unit 7, 10 Finsbury Square, London EC2A Pinging 8.8.8.8 2
1AF
750 ms
AN IF 4 500 ms
10.0.1.4 (statica 5
250ms /'\
i Oms
ki Lossrate: 0%  Average latency: 85 ms
137.220.83.252
Summary = Ports Power L3routing Eventlog Location |
» C9300-02 4
M5390-24
Pini 8888 Ping of
. 9 g
] Pinging C9300-02 &
1200 ms
800 ms
400 ms
0ms
(=]
GdBgle I Lossrate: 0%  Average latency: 190 ms

1AF
450 ms
4 300 ms
10.00.4
150 ms
1 oms

Lossrate: 0%  Average latency: 20 ms

137.220.83.252
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Downstream Connectivity

Pinging 10.0.10.3 +

1200 ms |

800 ms |
400 ms |

Oms'

Lossrate: 0 % Average latency: 341 ms

MR Access Points

Client Connectivity

samsack1PSAMSACKL-M-F859 ~ % ifconfig en@

en@: flags=8863<UP,BROADCAST, SMART,RUNNING, SIMPLEX,MULTICAST> mtu 1500
options=6463<RXCSUM, TXCSUM, TS04, TS06, CHANNEL _I0,PARTIAL_CSUM, ZEROINVERT_CSUM>
ether 3c:22:fb:30:da:69
ineté feB0::1075:6cbc:6758:3%e%end® prefixlen 64 secured scopeid 0x7
inet 10.0.20.4 netmask Oxffffffoo broadcast 10.0.20.255
ndé options=201<PERFORMNUD,DAD>
media: autoselect
status: active

samsack1l@PSAMSACKL-M-F859 ~ %

samsackl@PSAMSACKL-M-F859 ~ % ping 8.8.8.8
PING 8.8.8.8 (8.8.8.8): 56 data bytes
64 bytes from 8.8.8.8: icmp_seq=0 ttl=51 time=25.638 ms
64 bytes from 8.8.8.8: icmp_seqg=1 ttl=51 time=14.667 ms
64 bytes from 8.8.8.8: icmp_seq=2 ttl=51 time=7.580 ms
64 bytes from 8.8.8.8: icmp_seq=3 ttl=51 time=14.387 ms
64 bytes from 8.8.8.8: icmp_seq=4 ttl=51 time=8.437 ms
8.8.8.8
8.8.8.8

64 bytes from : icmp_seq=5 ttl=51 time=9.119 ms
: icmp_seq=6 ttl=51 time=13.621 ms

64 bytes from
AC

--- 8.8.8.8 ping statistics -—-

7 packets transmitted, 7 packets received, 0.0% packet loss
round-trip min/avg/max/stddev = 7.580/13.350/25.638/5.722 ms
samsack1@SAMSACKL-M-F859 ~ % I
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[samsack1@SAMSACKL-M-F859 ~ % nslookup

(> cnn.com
Server: 208.67.222.222
Address: 208.67.222.222453

Non-authoritative answer:
Name: cnn.com

Address: 151.101.1.67
Name: cnn.com

Address: 151.101.65.67
Name: cnn.com

Address: 151.101.129.67
Name: cnn.com

Address: 151.101.193.67

>

[Current clients o 2
Description IP address VLAN MAC address Usage Associated for SSID Channel Current channel width Signal strength Tools
iPhone-11 100.20.3 20 cc:66:00:3e:44:69 1930 M8 1hour Testing 161 80 — 38 dB ping
Macbogk Pr 10.0.20.4 20 3¢:22:f0:30:42:69 s312M8 1 hour Testng 161 80 — 30 dB ping
CLIENTS

Macbook Pro »

Overview Connections Performance Timeline

Status %" associated since May 19 10:07

SsID Testing

Access point AP2 Zonel topology

Splash N/A

Signal = 30dB (channel 161, 5 GHz)
Device type, Apple

0s

Health for the last 2 hours

Most common failure step
Association

1 OO% Most problematic SSID 9 9%

Connections Testing latency less
successful than 64ms

Most common failure AP
AP2_Zonel
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802.1x Authentication

802.1x authentication has been tested on both Corp and BYOD SSIDs. Dashboard will be checked to verify the
correct IP address assignment and username. Packet captures will also be checked to verify the correct SGT
assignment. In the final section, ISE logs will show the authentication status and authorization policy applied.

MacBook Pro Acme Corp Corp1
3c:22:fb:30:da:69
10.0.10.3
iPhone 11 Acme BYOD Byod1 20 20
46:f2:0c:4b:e7:fd
10.0.20.5
MacBook Pro MS390-01 Corp1 0 (Auth-fail VLAN 30) 10
8C:AE:4C:DD:15:19 Port 6
10.0.10.6
a >
pok Pro May 23 16:32 114 GB Other 10.010.2 normal 10: Corp Acma Corp w0
CLIENTS

TFTP Server(+]

Status

Switch [ port

MS390-01 / 5 (topology)

W' currently connected Send Wake-on-LAN €

Device type, Plugable Technologies
Tools event log packet capture
.
Notes "4
Time Endpoint ID Status Details Identity Repea... Authentication P... Authorization Policy Authorization Pr...
X Endpolint ID ~ Identity Authentication Policy Authorization Policy Authorization Profiles
May 23, 2022 03:58:20.2 22:FB:30:DA:69 [ ] g carp2 1 Default >> Dot1X Default >> Corp allowed Corp_Permit
May 23, 2022 03:58:20.2 3C:22:FB:30:DA:69 P corp2 Default >»> Dot1X Default >> Corp allowed Corp_Permit
May 23, 2022 03:58:08.2 46:F2:0C:4B:E7:FD (] P byod1 2 Default >> Dot1X Default >> BYOD allowed BYOD_Permit
May 23, 2022 03:14:26.4 46:F2:0C:4B:E7:FD a byod1 Default >> Dot1X Default >> BYOD allowed BYQD_Permit
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Overview

Event

Username

Endpoint Id

Endpoint Profile
Authentication Policy
Authorization Policy

Authorization Result

5200 Authentication succeeded
byod1

46:F2:0C:4B:E7:FD &

Unknown

Default >> Dot1X

Default >> BYOD allowed

BYOD_Permit

Overview

Event

Username

Endpoint Id

Endpoint Profile
Authentication Policy
Authorization Policy

Authorization Result

5200 Authentication succeeded
corp2

3C:22:FB:30:DA:69 &
Apple-Device

Default >> Dot1X

Default >> Corp allowed

Corp_Permit
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Authentication Details

Authentication Details

Source Timestamp
Received Timestamp
Policy Server

Event

Username

User Type

Endpoint Id

Calling Station Id
Endpoint Profile

Authentication Identity
Store

Identity Group

Audit Session Id
Authentication Method
Authentication Protocol
Service Type

Network Device

Device Type

Location

NAS IPv4 Address
NAS Port Id

NAS Port Type

2022-05-23 18:27:05.857
2022-05-23 18:27:05.857
ISE-Campus

5200 Authentication succeeded
corpl

User

8C:AE:4C:DD:15:19
8C-AE-4C-DD-15-19

Unknown

Internal Users

User Identity Groups:Employee,Unknown
0103010100000025F 1F3E5S5F

dot1x

PEAP (EAP-MSCHAPv2)

Framed

Campus

All Device Types

All Locations

10.0.1.3

2C:3F:0B:04:7E:80/5

Ethernet
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Result

Class

Tunnel-Type
Tunnel-Medium-Type

Tunnel-Private-Group-ID

EAP-Key-Name

cisco-av-pair
cisco-av-pair
MS-MPPE-Send-Key
MS-MPPE-Recv-Key

LicenseTypes

CACS:0103010100000025F1F3ES5F:ISE-
Campus/442276467/106

(tag=1) VLAN
(tag=1) 802

(tag=1) 10

19:62:8b:c3:e3:7¢c:cb:d8:f1:a0:7d:e1:30:01:26:27:af:78:ab:3d:

9a:fc:07:5e:d3:27:9b:bc:0a:0a:f2:bd:e5:df:b4:5d:9a:eb:99:d4:

81:55:3a:3e:3e:44:bb:1e:94:a2:2e:00:¢c3:0f:7¢:97:90:9f:60:6d:

6d:74:74:b2:f7
cts:security-group-tag=000A-00

cts:security-group-tag=000a-00

o

o

Essential license consumed.

Note: Please note that the configuration of Cisco ISE is out of scope of this CVD. Please refer to Cisco ISE
administration guide for details on configuring policy sets on Cisco ISE. Also, please refer to this article for
more information on the configuration of Cisco ISE with Cisco Meraki devices.
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Wireless roaming

Wireless roaming has been tested between two zones and APs homed to different switch stacks whilst being
on a Webex meeting with Audio/Video and Content share. Device and Client details in the following table:

MR55 (AP3_Zone2) 68:3a:1e:54:0d:48
10.0.1.5

MR57 (AP2_Zone1) cc:9c:3e:ec:26:b0
10.0.1.6

Client (iPhone 11) cc:66:0a:3e:44:69
10.0.20.3

First association

11:45 9 .l

A my.meraki.com

.))
L]

cisco Meraki

Connection Neighbors

Your client connection

Client IP 10.0.20.3

Client MAC cc:66:0a:3e:44:69
AP radio

Band 5 GHz

Channel 52 (80 MHz wide)
Mode 802.11ax

Max bitrate 1200 Mbps

Signal 67 dB
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C9300-2 (Stack2)

MS390-1 (Stack1)

AP3_Zone2
AP2_Zone1
(Layer 2 Roaming)
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11:46 9 o T

A my.meraki.com ]

Access Point details

Name AP3_Zone2

Network name Campus - wireless

Hardware address 68:3a:1e:54:0d:48

Product model MR55

2.4 GHz Channel 6 utilization 802.11
traffic:
26% |
Non-802.11 traffic: 1%

5 GHz Channel 52 utilization 802.11
traffic:
3% |
MNon-802.11 traffic: 0%

Ethernet This access point is directly
connected to a local network.
IP address: 10.0.1.5

Internet This access point is connected
to the Internet.

Cisco Meraki cloud This access point is
successfully connected to the
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Second Association (The video overlay is the stream from a Webex meeting while the client was roaming)

.
11:58 ol T -

Connection gh Configure

Your client connection

Client IP 10.0.20.3

Client MAC cc:66:0a:3e:44:69
AP radio

Band 5 GHz

Channel 161 (80 MHz wide)
Mode 802.11ax

Max bitrate 1200 Mbps

Signal 47 dB
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11:58 w T

A my.meraki.com )

Access Point details

Name AP2_Zone1
Network name Campus - wireless
Hardware address cc:9c:3e:ec:26:b0
Product model MRS&7

2.4 GHz Channel 1 utilization 802.11
traffic:
9% I
Non-802.11 traffic: 5%

5 GHz Channel 44 utilization  802.11
traffic:
2% I
Non-802.11 traffic: 0%

5 GHz Channel 161 utilization 802.11
traffic:

Ethernet

Internet
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Traffic Flow (Packet #27)

© 2024 Cisco and/or its affiliates. All rights reserved.

8888 Stop
23 From 8.8.8.8, size 56 bytes, tl 51 17ms
24 From 8.8.8.8, size 56 bytes, tl 51 17 ms
25 From 8.8.8.8, size 56 bytes, ttl 51 11ms
26 From 8.8.8.8, size 56 bytes, ttl 51 17 ms
27 From 8.8.8.8, size 56 bytes, ttl 51 3I5ms
28 From 8.8.8.8, size 56 bytes, ttl 51 11 ms
29 From 8.8.8.8, size 56 bytes, ttl 51 12ms
30 From 8.8.8.8, size 56 bytes, ttl 51 11 ms
31 From 8.8.8.8, size 56 bytes, ttl 51 11ms
32 From 8.8.8.8, size 56 bytes, ttl 51 1ms
33 From 8.8.8.8, size 56 bytes, ttl 51 18 ms
34 From 8.8.8.8, size 56 bytes, ttl 51 18ms
35 From 8.8.8.8, size 56 bytes, 1l 51 11ms
36 From 8.8.8.8, size 56 bytes, ttl 51 18ms

Page 119 of 355



Webex meeting statistics (Snapshot taken after roaming)

Audio & video statistics

Audio & video connection

Video codec: H.264
VolP codec (computer audio): Opus
Connection ports:

Audio: UDP (31043)

Video: UDP (32601,30079)

Shared content

Send Receive
General
Bandwidth 526.71 Kbps 66.26 Kbps
Send Receive
Audio
Latency 6ms =
Jitter 5ms 32ms
Bandwidth 0.46 Kbps 0.92 Kbps
Packet loss 0% 0%
Audio level - 0
Rendering delay - 344 ms
Packets per second 4 2
Send Receive
Video
Latency 5ms
Jitter 1ms 14ms
Bandwidth 494.42 Kbps 87.84 Kbps
Packet loss 0% 0%
Video resolution 640 X 360 (30 fps) 640 X 360 (24.2 fps)
Rendering delay - 50 ms
Packets per second 65 48
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Dashboard logs
CLIENTS
iPhone-11 »
Overview Connections Performance Timeline
Status 7% associated since May 19 11:57
SSID Testing
Access point AP2_Zonel topology
Splash N/A
Signal Eeesssmmmm—— 56dB (channel 161, 5 GHz)
Device type, Apple iPhone 11,i0S15.4.1 ™
0S
Capable Wi-Fi 802.11ax - 2.4 and 5 GHz, Fastlane capable details
standards
Tools history packet capture disconnect client
Notes 4

Problematic connection steps
Association: 100% Authentication: 100% DHCP: 100% DNS: 100% Success: 100%

0% fa 0% fa 0% fail 0% fail 0% fail to
to associate 1o auth DHCP DNS pass traffic

© 2024 Cisco and/or its affiliates. All rights reserved. Page 121 of 355



May 19
1:46:11

May 19
1461

May 19
1:46:11

May 19
11:46:08

May 19
11:45:27

Roamed from AP AP2_Zone1 then had a successful connection to SSID Testing for 12 minutes on AP AP3_Zone2, and then the client rcamed to
AP AP2_Zonel.

52 ScHz 47 s 20

Successful connection to SSID Testing for 5 minutes on AP AP2_Zone1, and then the client roamed.

-1 5

Successful connection to $SID Testing for a few seconds on AP AP3_Zone2.
A O

52 56Hz *66 a8

Roamed from AP AP3_ZoneZ then had a successful connection to $SID Testing for a few seconds on AP AP2_Zone1, and then the client
roamed to AP AP3_Zone2.

-1 Sowe 930

Roamed from AP AP2_Zone1 then had a successful connection to SSID Testing for a few seconds on AP AP3_Zone2, and then the client
roamed.

NE D

52 5- z 654 0:4?0

Usage for the last 2 howrs ~

675.8 MB (4 575.9 MB, T 99.9 MB) Apphications

Destination

WebEx

Munes

62100.229129
YouTube
gaberynlawemdia com
Ctrad

Goeghe HTTPS

@ total

ST B

Protocel Port % Usage Usage ™ Sent Recerved
WX 1082 B s49M8 s33 M8
15.8% 478 M8 TazNE arTme
uoe 9000 2% LRIV} 2amp 7B
28% aome 25808 77 M
Tce 443 15% a6 M8 LET FEIv
0.9% 29M8 26 M8 304 KB
0.4% 12 M8 199 KB 10 MB
son2-g Wbl com TcP 443 0.3% 851 KB 25KB 826 KB
<01% 26 KB 238 2348

STP Convergence
STP convergence will be tested using several methods as outlined below. Please see the following table for
steady-state of the Campus LAN before testing:

C9500-01

C9500-02

MS390-01

MS390-02

Master 4096:b0c5.3¢60.fbad Interface Role Sts
Twel/0/1 Desg FWD
Twe2/8/1 Back BLK
Member 4096.40b5.c111.01e0 Pol Desg FWD
Po2 Desg FWD

Master 61440:2¢c3f.0004.7e80 STP ROOT
b0:c5:3¢:60:fb:a0 (priority 4096)

Member Blocking ports

None
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Cost Prio.Nbr Type
2000 128.193 P2p
2000 128.385 P2p
10000 128.2089 P2p
1000 128.2090 P2p
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C9500-02 |

Hu1/0/25 ~ Hu2/0/25
| C9500-01
Hu1/0/26 Hu2/0/26

\V
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
< 7
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 (" Port 1 Port 1 ] C9300-01
Introducing loops (Access to Core)
Hu1/0/25 ~ Hu2/0/25
C9500-01 9, C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
< 7
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 NM Port 2 Y €9300-01
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A loop was introduced by adding a link between C9300-01 /NM Port 2 and C9500 Core Stack / Port
TwentyFiveGigE1/0/22 (Please note that for the purposes of this test, the interface has been unshut and

configured as a Trunk port with Native VLAN 1 with STP guards on that interface).

9500-01#show ip interface brief | in TwentyFiveGigEl1/0/22

TwentyFiveGigEl/0/22 unassigned YES unset up up

ow9500-01#show run interface TwentyFiveGigEl1/0/22

Building configuration...

Current configuration

interface TwentyFiveGigE1l/0/22

132 bytes

switchport trunk allowed vlan 1,10,20,30,40

switchport mode trunk

spanning-tree guard root

end

9500-01+#

9500-01#show spanning-tree

MSTO

Spanning tree enabled protocol mstp

Root ID Priority 4096

Address b0c5.3c60.fbal

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay

Bridge ID Priority 4096

(priority 4096 sys-id-ext

Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay

Interface

Prio.Nbr Type

Twel/0/1
Twel/0/2
Twel/0/22
Twe2/0/1
Twe2/0/2
Pol

Po2
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FWD

BLK

BLK

FWD

FWD

128.193 P2p
128.194 P2p
128.214 P2p
128.385 P2p
128.386 P2p
128.2089 P2p
128.2090 P2p

15 sec

15 sec

Page 124 of 355



Note: Interface Twe1/0/22 is in STP FWD state (As expected since this is the Root bridge)

Blink LEDs > Model: MS390-24

1 13 15 17 19 21

8 10 12 14 16 18_20 22
SFP port CQSOO-NM-SX/2
Trunk: native VLAN 1
Connected
Auto negotiate (10 Gbps)
DI:I STP discarding packets from this

aaan
6 8 10 12 M

1 3 5 7

Blink LEDs >

[:%:]
4

il
2

18 20 22 24 2 4 6 8

1]
=

1]
L]

Note: Interface 26 is in STP BLK state (As expected since the Ether-channel is in FWD state)

samsackIPSAMSACK
PING 8.8.8.8 (8.
64 bytes from 8.
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

859 Downloads % ping 8.8.8.8
): 56 data bytes
icmp_seq=0 ttl=111 time=30.064 ms
icmp_seq=1 ttl=111 time=9.501 ms
iemp_seq=2 ttl=111 time=14.600 ms
icmp_seq=3 ttl=111 time=7.825 ms
icmp_seq=4 ttl=111 time=14.596 ms
icmp_seq=5 ttl=111 time=10.745 ms
icmp_seq=6 ttl=111 time=8.043 ms
iemp_seq=7 ttl=111 time=14.351 ms
icmp_seq=8 ttl=111 time=14.496 ms
: icmp_seq=9 ttl=111 time=14.858 ms
icmp_seq=10 ttl=111 time=8.281 ms
icmp_seq=11 ttl=111 tlme 14.733 ms

64 bytes from icmp_seg=12 ttl=111 .967 ms
64 bytes from icmp_seq=13 ttl=111 .368 ms
64 bytes from 8.8.8.8: icmp_seq=14 ttl=111 .755 ms

64 bytes from
64 bytes from

icmp_seq=16 ttl=111 time=109.708 ms
icmp_seq=16 ttl=111 txme 8.304 ms

64 bytes from 8.8.8. icmp_seq=17 ttl=111 ms
64 bytes from icmp_seq=18 ttl=111 ms
64 bytes from ms
64 bytes from icmp_seq=20 ttl=111 ms
64 bytes from icmp_seq=21 ttl=111 ms
64 bytes from 8.8.8. icmp_seq=22 ttl=111 ms
64 bytes from icmp_seq=23 ttl=111 ms
64 bytes from icmp_seq=24 ttl=111 ms
64 bytes from .8.8: icmp_seq=25 ttl=111 ms

64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

iemp_seq=26 ttl=111 time=14.708 ms
icmp_seq=27 ttl=111 t1me‘ 4.408 ms
icmp_seq=28 ttl=111
icmp_seq=29 ttl=111
icmp_seq=30 ttl=111
icmp_seq=31 ttl=111
icmp_seq=32 ttl=111
icmp_seq=33 ttl=111
icmp_seq=34 ttl=111
icmp_seq=35 ttl=111
icmp_seq=36 ttl=111
icmp_seq=37 ttl=111
icmp_seq=38 ttl=111
icmp_seq=39 ttl=111
icmp_seq=40 ttl=111 time=7.626 ms

femm eemta a&Y _MaA aiee m AR e

L-M-F
8.8.8
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
B.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
B8.8.8:
8.8.8:
8.8.8:
B.8.8:
8.8.8:
8.8.8:
.8.8.8: icmp_seq=19 ttl=111
8.8.8:
8.8.8:
8.8.8:
8.8.8:
B8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8.8:
8.8. B

200 00 0O 00 GO OO 0O D 0O 0O 03 00 G0 D 0 OO 0O 00 O3 00 00 D 00 OO 0O 0O G0 00 00 D 00 OO 00 0O G0 B0 0 D 0 OO

Note: No impact on traffic flow for wireless clients
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Introducing Loops (Access Layer, with STP Guard: Loop Guard)

Hu1/0/25 Hu2/0/25

-

C9500-01 C9500-02

Hu1/0/26 Hu2/0/26

Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24

Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 NM Port 2 C9300-01
" Port 11

For the purposes of this test and in addition to the previous loop connections, the following ports were
connected: MS390-01 / Port 11 < - > C9300-01 / Port 11

---------------------------------

n 13 15 17 19 21 i

o N5 1 7,
sssen DDDDE]EI omosecoreces RIS
4 6 8 i

18 20 22 24

MBH_

Note: Port 11 on MS390-01 in STP BLK state

n 15 17 19 21

1008 87
2 4 6 8

18 20 22 24

Note: Port 11 on C9300-01 in STP FWD state (Bridge ID: 61440:a4b4.395f.2a8b)
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Spanning Tree Protocol
Protocol Identifier: Spanning Tree Protocol (@0x@000)
Protocol Version Identifier: Multiple Spanning Tree (3)
BPDU Type: Rapid/Multiple Spanning Tree (0x02)

Root Identifier: 4096 / @ / b@:c5:3c:60:fb:a0d

Root Path Cost: @

Bridge Identifier: 4096 / @ / b@:c5:3c:60:fb:a@

Port identifier: 0x806b

MST Extension
MST Config ID format selector: ©
MST Config name: regionl
MST Config revision: 1
MST Config digest: ac36177f50283cd4b83821d8ab26de62
CIST Internal Root Path Cost: 1000
CIST Bridge Identifier: 61440 / @ / 4c:el:75:b@:ba:00

CIST Remaining hops: 19

Note: Packet capture on MS390-01 / Port 11 shows that Bridge ID: 61440:4ce1.75b0.ba00 is relaying the
Root bridge BPDUs with Root Bridge ID: 4096:b0c5.3c60.fba0

Introducing Loops (Access Layer, without STP Guard)

Hu1/0/25 ~ Hu2/0/25
C9500-01 ¥, C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
< 7
Port 12
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Port 1 Port 1 Stack 2
MS390-02 NM Port 2 C9300-01
< Port 11

For the purposes of this test and in addition to the previous loop connections, the following ports were
connected:
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MS390-02 / Port 12 < - > C9300-02 / Port 12

3
a

[P e e
I ]
i ]

5 7 a n 13 15 17 19 21 23 i
BeUE BTEE|D oo IR
! | 1 ]
B B

18 20 22 24 i i

e __________.

MEH_

Note: MS390-02 / Port 12 is in STP BLK state (Bridge ID: 61440:2c3f.0b0f.ec00)

n 13 15 17 19 21 1 3 S 7

4 6 0 12 14 16 18 20 22 24 E

1 3 5 7
2

lIII

Note: C9300-02 / Port 12 is in STP FWD state (Bridge ID: 61440:4ce1.75b0.ba00)

Introducing Loops (Core Layer)

Twe1/0/V NaZ/OHO
C9500 Stack Hu1/0/25 Hu2/0/25
STP Priority | C9500-01 C9500-02
8192 Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
N 7
Port 12
Port 1 NM Port 1
Stack 1 MS390-01 C9300-02 Stack 2
STP Priority Port 1 Port 1 STP Priority
4096
61440 MS390-02 NM Port 2y C9300-01
7 Port 11
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For the purpose of this test and in addition to the previous loop connections, the following ports were
connected:

Port Twe1/0/10 to port Twe2/0/10 on the C9500 Core switches.

9500-01#show run interface Twel/0/10
Building configuration...
Current configuration : 132 bytes
!
interface TwentyFiveGigE1l/0/10
switchport trunk allowed vlan 1,10,20,30,40
switchport mode trunk
spanning-tree guard root
end
9500-01#show run interface Twe2/0/10
Building configuration...
Current configuration : 132 bytes
!
interface TwentyFiveGigE2/0/10
switchport trunk allowed vlan 1,10,20,30,40
switchport mode trunk
spanning-tree guard root
end
9500-01+#
9500-01#show ip interface brief | in TwentyFiveGigE1/0/10
TwentyFiveGigE1l/0/10 unassigned YES unset up up
9500-01+#
9500-01#show ip interface brief | in TwentyFiveGigE2/0/10
TwentyFiveGigE2/0/10 unassigned YES unset up up
9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3c60.fbal
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Type

Twel/0/1 Desg FWD 2000 128.193 P2p
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Twel/0/2 Desg FWD 2000 128.194 P2p
Twel/0/10 Desg BLK 2000 128.202 P2p
Twel/0/22 Desg FWD 2000 128.214 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Twe2/0/2 Back BLK 2000 128.386 P2p
Twe2/0/10 Desg BKN'2000 128.394 P2p "ROOT Inc
Pol Desg FWD 10000 128.2089 P2p
Po2 Desg FWD 1000 128.2090 P2p

9500-01#show spanning-tree interface Twe2/0/10 detail

Port 394 (TwentyFiveGigE2/0/10) of MSTO is broken (Root Inconsistent)
Port path cost 2000, Port priority 128, Port Identifier 128.394.
Designated root has priority 4096, address 4cel.75b0.ba00
Designated bridge has priority 8192, address b0c5.3c60.fbal
Designated port id is 128.394, designated path cost 0
Timers: message age 4, forward delay 0, hold 0
Number of transitions to forwarding state: O
Link type is point-to-point by default, Internal
PVST Simulation is enabled by default
Root guard is enabled on the port
BPDU: sent 2592, received 5175

9500-01+#

Introducing Rogue Bridge in VLAN 1

Twe1/0/V Nez/ono
C9500 Stack Hu1/0/25 Hu2/0/25
STP Priority | C9500-01 C9500-02
8192 Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
Port 1 NM Port 1
Port 11 \
Stack 1 MS390-01 C9300-02 Stack 2
STP Priority Port 1 NM Port 1 STP Priority
4096
61440 I\Ms390-02 NM Port 2" C9300-01
7 Port 11
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For the purpose of this test and in addition to the previous loop connections, the Bridge priority on C9300 Stack

will be reduced to 4096 (likely root) and increasing the Bridge priority on C9500 to 8192.

¢ Downlinks on C9500 are configured with STP Root Guard

» Access Layer Links (Stack to Stack) are configured with STP Loop Guard + UDLD

9500-01 (config) #spanning-tree mst 0 priority 8192
9500-01 (config) #end

9500-01#show spanning-tree

MSTO

Spanning tree enabled protocol mstp

Root ID Priority 8192

Address b0c5.3c60.fbal

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 8192

Address b0c5.3c60.fbal

(priority 8192 sys-id-ext 0)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twel/0/10 Desg FWD 2000 128.202 P2p
Twel/0/22 Desg FWD 2000 128.214 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Twe2/0/10 Desg BKN'2000 128.394 P2p "ROOT Inc
Pol Desg FWD 10000 128.2089 P2p
Po2 Desg FWD 1000 128.2090 P2p
9500-01+#

STP configuration

Spanning tree protocol
(i

STP bridge priority

STP bridge priority will
determine which switch is the
STP root in the network. The
switch with the lowest priority
will become the root (MAC
address is the tie-breaker).

[Enable RSTP v |

Switches/Stacks

Default

Bridge priority

Set the bridge priority for another switch or stack
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9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 8192
Address b0c5.3c60.fbal
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 8192 (priority 8192 sys-id-ext 0)
Address b0c5.3¢c60.fba0

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface RoleSts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p

Twel/0/2 Desg FWD 2000 128.194 P2p
Twel/0/10 Desg FWD 2000 128.202 P2p
Twel/0/22 Desg BKN'2000 128.214 P2p "ROOT Inc
Twe2/0/1 Back BLK 2000 128.385 P2p

Twe2/0/2 Back BLK 2000 128.386 P2p
Twe2/0/10 Desg BKN'2000 128.394 P2p "ROOT Inc
Pol Desg FWD 10000 128.2089 P2p

P02 Desg FWD 1000 128.2090 P2p
9500-01+#

9500-01#show spanning-tree interface Twel/0/22 detail

Port 214 (TwentyFiveGigE1/0/22) of MSTO is broken (Root Inconsistent)

Port path cost 2000, Port priority 128, Port Identifier 128.214.
Designated root has priority 4096, address 4cel.75b0.ba00
Designated bridge has priority 8192, address b0c5.3c60.fbal
Designated port id is 128.214, designated path cost 0
Timers: message age 5, forward delay 0, hold O
Number of transitions to forwarding state: 2
Link type is point-to-point by default, Internal
PVST Simulation is enabled by default
Root guard is enabled on the port
BPDU: sent 4611, received 319

9500-01+#

Note: C9500 Core Stack is still the Root Bridge (i.e. The root Bridge placement has been enforced).

Downlink to C9300-01 is in STP Inconsistent State
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RSTP RC

This stack
Name: C9300-01 Status: ® Blink LEDs > Model: MS390-24
1 3 5 7 ] 13 15 17 19 21
T el Seeels 1 1.) i
vveeewww | | | Eliﬂﬂ ———
2 4 (-] 8 10 112 4 1% 18 20 22 24 = =
Name: C9300-02 Status: ® Blink LEDs > Model: MS390-24

9 M 13 15 17 1® A 23

aasaaaee | [MAN
USEeUEULCU0 MMMe T
2 4 8 8

1
0 12 14 18 18 20 22 4 3

Note: C9300 Stack is root
All C9300 ports are in FWD state

Stack2 (39300 (priority 4096) via loca
port 1 and MS390-02 port 1

14 16 18 20 22 24 =

Name: MS390-01 Status: ® Blink LEDs » Model: MS390-24U
1 3 5 7 N 1315 17 19 AN
=g ==%%%% No module connected _IE
2 4 6 8 10 12 14 16 18 20 22 24 . e
Name: MS390-02 Status: ® Blink LEDs > Model: MS390-24
s M 1315 17 1 2 o2
IIIIII (N EEEE,

.E] DEIE"E' No module connected _"jz]
12

Note: C9300 Stack is root for MS390
All MS390 to C9300 are in STP BLK state
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64 bytes from 8.8.8.8: icmp_seq=5725 ttl=51 time=7.581 ms

64 bytes from 8.8.8.8: icmp_seq=5726 ttl=51 time=8.358 ms

64 bytes from 8.8.8.8: icmp_seq=5727 ttl=51 time=9.050 ms

64 bytes from 8.8.8.8: icmp_seq=5728 ttl=51 time=8.256 ms

64 bytes from 8.8.8.8: icmp_seq=5729 ttl=51 time=6.798 ms

Request timeout for icmp_seq 5730

Request timeout for icmp_seq 5731

Request timeout for icmp_seq 5732

Request timeout for icmp_seq 5733

Request timeout for icmp_seq 5734

Request timeout for icmp_seq 5735

Request timeout for icmp_seq 5736

Request timeout for icmp_seq 5737

Request timeout for icmp_seq 5738

Request timeout for icmp_seq 5739

Request timeout for icmp_seq 5740

Request timeout for icmp_seq 5741

Request timeout for icmp_seq 5742

Request timeout for icmp_seq 5743

Request timeout for icmp_seq 5744

Request timeout for icmp_seq 5745

Request timeout for icmp_seq 5746

Request timeout for icmp_seq 5747

Request timeout for icmp_seq 5748

Request timeout for icmp_seq 5749

Request timeout for icmp_seq 5750

Request timeout for icmp_seq 5751

Request timeout for icmp_seq 5752

Request timeout for icmp_seq 5753

Request timeout for icmp_seq 5754

Request timeout for icmp_seq 5755

Request timeout for icmp_seq 5756

Request timeout for icmp_seq 5757

Request timeout for icmp_seq 5758

Request timeout for icmp_seq 5759

64 bytes from 8.8.8.8: icmp_seq=5760 ttl=51 time=8.006 ms

64 bytes from 8. icmp_seq=5761 ttl=51 time=6.702 ms

64 bytes from icmp_seq=5762 ttl=51 time=8.582 ms

64 bytes from icmp_seq=5763 ttl=51 time=9.595 ms

64 bytes from icmp_seq=5764 ttl=51 time=7.773 ms

64 bytes from icmp_seq=5765 ttl=51 time=8.236 ms

64 bytes from icmp_seq=5766 ttl=51 time=8.071 ms

64 bytes from icmp_seq=5767 ttl=51 time=8.211 ms

64 bytes from icmp_seq=5768 ttl=51 time=8.462 ms
44;& bytes from icmp_seq=5769 ttl=51 time=7.462 ms

.

©0 00 00 00 00 00 00 0
mmmm;:ommmm
000000 m®®

.

s ms w8 ws ss w8 ss ss ws

Note: Wireless client traffic flow disrupted for about 30 secs
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Notes:

Reverting all configuration back to original state:

1.

2.

Disconnect and shutdown interface TwentyFiveGigE1/0/22
Disconnect port 11 on MS390-01 and C9300-01 and remove Loop Guard and UDLD

Disconnect port 12 on MS390-02 and C9300-02.

Disconnect and revert port TwentyFiveGigE1/0/10 and TwentyFiveGige20/10 back to access with

VLAN 1 and shutdown
Change MST priority on C9300 stack to 61440

Change MST priority on C9500 Core Stack to 4096

High Availability and Failover
Here's the steady-state physical architecture for reference:

Hu1/0/25 ~ Hu2/0/25
| C9500-01 C9500-02 |
Hu1/0/26 Hu2/0/26

J
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Port 1 > < NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
NM
MS390-02( Port 1 Port 1 C9300-01
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MX WAN Edge Failover

WAN
MX
warm-spare
Primary WAN A A Secondary WAN
Edge © 'Q’{\ © '@('\E Edge
Port 19 Port 20 Port 20
Twe1/0/1 / Twe1/0/2 Twe2/0/1\ Twe2/0/2
~ SVL p
Hu1/0/25 N Hu2/0/25
C9500-01 | C9500-02
JHur0/26 YV Hu2/0/26 |
Twe1/0/23 Jwe1/0/24 Twe?2/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 C9300-01
NM Port 1
Port 13-16 Port 13-16
— e~ — —_
o ‘e o )
MR55 CW9166 MR55 CW9166
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PRIMARY
Unreachable <
SPARE
4
Current master

samsacklPSAMSACKL-M-F859 ~ % ping 8.8.8.8

PING 8.8.8.8 (8.8.8.8): 56 data bytes

64 bytes from 8.8.8.8: icmp_seq=0 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=1 ttl=111
64 bytes from 8.8.8.8: icmp_seq=2 ttl=111
64 bytes from 8.8.8.8: icmp_seq=3 ttl=111
64 bytes from 8.8.8.8: icmp_seg=4 ttl=111
64 bytes from 8.8.8.8: icmp_seq=5 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=6 ttl=111
64 bytes from 8.8.8.8: icmp_seq=7 ttl=111
64 bytes from 8.8.8.8: icmp_seq=8 ttl=111
64 bytes from 8.8.8.8: icmp_seq=9 ttl=111
64 bytes from 8.8.8.8: icmp_seq=10 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=11 ttl=111
64 bytes from 8.8.8.8: icmp_seg=12 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=13 ttl=111
64 bytes from 8.8.8.8: icmp_seq=14 ttl=111
64 bytes from 8.8.8.8: icmp_seq=15 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=16 ttl=111
Request timeout for icmp_seq 17

64 bytes from 8.8.8.8: icmp_seq=18 ttl=111
64 bytes from 8.8.8.8: icmp_seq=19 ttl=111
64 bytes from 8.8.8.8: icmp_seq=20 ttl=111
64 bytes from 8.8.8.8: icmp_seqg=21 ttl=111
64 bytes from 8.8.8.8: icmp_seq=22 ttl=111
64 bytes from 8.8.8.8: icmp_seq=23 ttl=111
64 bytes from 8.8.8.8: icmp_seq=24 ttl=111
64 bytes from 8.8.8.8: icmp_seq=25 ttl=111
64 bytes from 8.8.8.8: icmp_seq=26 ttl=111
64 bytes from 8.8.8.8: icmp_seq=27 ttl=111
64 bytes from 8.8.8.8: icmp_seq=28 ttl=111
64 bytes from 8.8.8.8: icmp_seq=29 ttl=111
64 bytes from 8.8.8.8: icmp_seq=30 ttl=111
64 bytes from 8.8.8.8: icmp_seq=31 ttl=111
64 bytes from 8.8.8.8: icmp_seq=32 ttl=111
64 bytes from 8.8.8.8: icmp_seq=33 ttl=111
64 bytes from 8.8.8.8: icmp_seq=34 ttl=111
64 bytes from 8.8.8.8: icmp_seq=35 ttl=111
64 bytes from 8.8.8.8: icmp_seq=36 ttl=111
64 bytes from 8.8.8.8: icmp_seq=37 ttl=111
64 bytes from 8.8.8.8: icmp_seq=38 ttl=111
64 bytes from 8.8.8.8: icmp_seq=39 ttl=111
64 bytes from 8.8.8.8: icmp_seq=40 ttl=111

time=40.604
time=3.981
time=4.124
time=5.089
time=5.054
time=4.542
time=4.594
time=4.612
time=10.067
time=4.570
time=4.503
time=4.372
time=4.496
time=4.348
time=4.019
time=4.435
time=5.242

time=949.483 ms

time=4.377
time=4.037
time=4.362
time=4.245
time=4,367
time=4.620
time=5.048
time=3.963
time=4.202
time=3.945
time=4.068
time=4.085
time=4.602
time=4.046
time=4.312
time=4.178
time=4.562
time=4.594
time=4.754

time=10.587 ms

time=4.121
time=4.241

ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms

ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms

ms
ms

Note: Client traffic was very briefly disrupted during failover event (1 packet drop)
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WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/1 / Twe1/0/2

Hu1/0/25 Hu2/0/25
Hu1/0/26 YV Hu2/0/26

C9500-01 C9500-02

Twe1/0/23 Twe?2/0/24
Port 1 NM Port 1
MS390-01 C9300-02

Stack 1 Stack 2
MS390-02 C9300-01
Port 13-16
=
o
MR55 CW9166 MR55 CW9166
Unreachable P
SPARE
—— 4
Current master
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icmp_seq=1187 ttl=114 time=4.070 ms
icmp_seq=1188 ttl=114 time=4.027 ms
icmp_seq=1189 ttl=114 time=4.068 ms
icmp_seq=1190 ttl=114 time=3.961 ms
icmp_seq=1191 ttl=114 time=4.215 ms
icmp_seq=1192 ttl=114 time=3.904 ms
64 bytes from icmp_seq=1193 ttl=114 time=4.066 ms
64 bytes from icmp_seq=1194 ttl=114 time=4.140 ms
Request timeout for icmp_seq 1195

Request timeout for icmp_seq 1196

Request timeout for icmp_seq 1197

64 bytes from icmp_seq=1198 ttl=114 time=35.212 ms
64 bytes from icmp_seq=1199 ttl=114 time=4.369 ms
64 bytes from icmp_seq=1200 ttl=114 time=4.658 ms
64 bytes from icmp_seq=1201 ttl=114 time=4.484 ms
64 bytes from icmp_seq=1202 ttl=114 time=4.179 ms
64 bytes from icmp_seq=1203 ttl=114 time=4.160 ms
64 bytes from icmp_seq=1204 ttl=114 time=4.604 ms
64 bytes from icmp_seq=1205 ttl=114 time=4.475 ms
64 bytes from icmp_seq=1206 ttl=114 time=4.277 ms
64 bytes from icmp_seq=1207 ttl=114 time=4.741 ms
64 bytes from icmp_seq=1208 ttl=114 time=4.527 ms
64 bytes from icmp_seq=1209 ttl=114 time=4.501 ms
64 bytes from icmp_seq=1210 ttl=114 time=3.691 ms
64 bytes from icmp_seq=1211 ttl=114 time=4.332 ms
64 bytes from icmp_seq=1212 ttl=114 time=4.093 ms
64 bytes from icmp_seq=1213 ttl=114 time=4.193 ms
64 bytes from icmp_seq=1214 ttl=114 time=4.363 ms
64 bytes from icmp_seq=1215 ttl=114 time=4.303 ms
64 bytes from icmp_seq=1216 ttl=114 time=4.387 ms
64 bytes from icmp_seq=1217 ttl=114 time=4.271 ms

L1 khisbkan Ewam . amm AAam—AN10 ++T1_ AL etmal ATO ma

64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

o 0o oo oo
mwm&mmmm
@m0 mmmm o

.

.
s ms ws ws ss w8 ws ss

.

.

.

D0 0 0 0 0 00 00 0 0 O 0 00 0 0 o o o
°mmmmmwmwm?ﬂmmmmmmmmmm
000 0O D OO OO OO DO DD OGO MO MM MM

.

.
® ®s 88 E8 w8 B4 S8 s ws WS SE S8 A8 w4 ss S8 S A8 G &8 ws

Note: Client traffic disrupted for about 1-3 secs
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C9500 Core Stack Loss of Uplink

WAN
MX
warm-spare
Primary WAN A A Secondary WAN
Edge © 'Q’{\ © '@('\E Edge
Port 19 Port 20 Port 20
Twe1/0/1 / Twe1/0/2 Twe2/0/1\ Twe2/0/2
~ SVL p
Hu1/0/25 N Hu2/0/25
C9500-01 | C9500-02
JHur0/26 YV Hu2/0/26 |
Twe1/0/23 Jwe1/0/24 Twe?2/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 C9300-01
NM Port 1
Port 13-16 Port 13-16
— e~ — —_
o ‘e o )
MR55 CW9166 MR55 CW9166
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For the purpose of this test, ports TwentyFiveGigE1/0/1 and TwentyFiveGigE1/0/2 will be disconnected.

9500-01#show ip interface brief

TwentyFiveGigEl/0/1 unassigned YES unset down down
TwentyFiveGigE1/0/2 unassigned YES unset down down
TwentyFiveGigE2/0/1 unassigned YES unset up up
TwentyFiveGigE2/0/2 unassigned YES unset up up

9500-01#show switch
Switch/Stack Mac Address : b0c5.3c60.fbal0 - Local Mac Address
Mac persistency wait time: Indefinite

H/W Current

Switch# Role Mac Address Priority Version State
"1 Active b0c5.3c60.fbal 5 V02 Ready
2 Standby 40b5.c111.01e0 1 v02 Ready
9500-01+#

Request timeout Tor lcmp_seq Y192
Request timeout for icmp_seg 9193
Request timeout for icmp_seqg 9194
Request timeout for icmp_seg 9195
Request timeout for icmp_seg 9196
Request timeout for icmp_seg 9197
Request timeout for icmp_seg 9198
Request timeout for icmp_seg 9199
Request timeout for icmp_seqg 9268
Request timeout for icmp_seg 9281
Request timeout for icmp_seq 9282
Request timeout for icmp_seg 9283
Request timeout for icmp_seg 9284
Request timeout for icmp_seq 9285
Request timeout for icmp_seq 9286&
Request timeout for icmp_seq 9287
Request timeout for icmp_seq 9288
Request timeout for icmp_seq 9289
Request timeout for icmp_seg 9218
Request timeout for icmp_seg 9211
Request timeout for icmp_seqg 9212
Request timeout for icmp_seqg 9213
Request timeout for icmp_seqg 9214
Request timeout for icmp_seg 9215
Request timeout for icmp_seg 9216
Request timeout for icmp_seqg 9217
Request timeout for icmp_seg 9218
Request timeout for icmp_seg 9219
Request timeout for icmp_seq 9228
Request timeout for icmp_seg 9221
Request timeout for icmp_seq 9222
Request timeout for icmp_seq 9223
Request timeout for icmp_seq 9224
Request timeout for icmp_seq 9225
Request timeout for icmp_seqg 9226
64 bytes from 8.8.8.8: icmp_seq=9227 ttl=111 time=7.4469 ms

64 bytes from 8.8.8.8: icmp_seq=9228 ttl=111 time=6.84% ms
64 bytes from 8.8.8.8: icmp_seq=9229 ttl=111 time=7.8468 ms
64 bytes from 8.8.8.8: icmp_seq=9238 ttl=111 time=7.252 ms

Note: Wireless client traffic flow disrupted for about 30 secs
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C9300 Stack Loss of Uplink

WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/1 / Twe1/0/2

Hu1/0/25 Hu2/0/25
Hu1/0/26 YV Hu2/0/26

C9500-01 C9500-02

Twe1/0/23 Twe?2/0/24
Port 1 NM Port 1
MS390-01 C9300-02

Stack1

Stack2

Port 1 NM Port 1

MS390-02

Port 13-16

C9300-01

=
e

MR55 CW9166 MR55 CW9166
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For the purpose of this test, NM Port 1 on C9300-01 (Master switch) will be disconnected.

18:34 9
< IP Tools
8.8.8.8 Ping
ERamEI= R L a e AL
55 From 8.8.8.8, size 56 bytes, ttl 111 13 ms

56 Request timeout

57 Request timeout

58 Request timeout

59 Request timeout

60 Request timeout

61 Request timeout

62 Request timeout

63 Request timeout

64 Request timeout

65 Request timeout

66 Request timeout

67 Request timeout

68 Request timeout

69 Request timeout

Note: Wireless client traffic flow disrupted for about 30 secs
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MS390 Stack Loss of Uplink

WAN

Primary WAN
Edge

Twe1/0/2

Twe1/0/1

Hu1/0/25

MX
warm-spare

SVL
()

Hu2/0/25

C9500-01

Hu1/0/26

Twe1/0/23

Port 1

MS390-01 \
MS390-02

Port 13-16

Stack 1

Port 1

MR55 CW9166

v/

Hu2/0/26

NM Port 1

C9500-02

Twe2/0/24

NM Port 1

C9300-02
C9300-01

Secondary WAN
Edge

Stack 2

| =

]

CW9166

For the purpose of this test, port 1 on MS390-01 (Master switch) will be disconnected.
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UW UyLesS TIUm
64 bytes from
64 bytes from
64 bytes from

64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

Request timeou

Request timeou

Request timeou
Request timeou

ICMP_SCU=1IUSJ7
! icmp_seq=10440
: icmp_seq=10441
icmp_seq=10442
cmp_seq 10443

icmp_seq=10444
icmp_seq=10445
icmp_seq=10446
icmp_seq=10447
icmp_seq=10448
icmp_seq 10449

icmp_seq=10450
icmp_seq=10451
icmp_seq=10452
icmp_seq=10453
icmp_seq=10454
: icmp_seq=10455
icmp_seq 10456

cmp_seq 10457

: icmp_seq=10458
: 1cmp_seq=10459
: lcmp_seq=10460
: icmp_seq=10461
: icmp_seq=10462

(1]

- 00 00 00 00 OO - 00 00 ®

o

0o 00 00 00 00 00 00 00 00 00 00 00 00 OO OO OO OO 0O OO 00 00 ~h ~h OO OO OO OO OO OO ~h 0O OO 00 00 00 -h OO OO0 OO q
00 00 0w

o 0O -

00 00 00 00 00 00 00 00 00 00 00 OO 0o 0o OO OO OO 0O 0O 0O 0O ™~ ™~ OO0 0O OO OO OO OO ~ 00O 00O 00 00 GO W~ OO0 00 OO d

i

8

8

8

8

8

8: icmp_seq=10463
8: icmp_seq=10464
8: icmp_seq=10465
8: icmp_seq=10466
8: icmp_seq=10467
.8: icmp_seq=10468
8
8
8
8
8
8
8
8
8
8

: lcmp_seq=10469
: icmp_seq=10470
: icmp_seq=10471
: icmp_seq=10472
: icmp_seq=10473
icmp_seq=10474
icmp_seq=10475
: icmp_seq=10476
: icmp_seq=10477
: lcmp_seq=10478

00 00 00 00 00 0D 0D 0D 0O OO OO 00 00 0D OD 0D 0D 0D 00 00 OO w+ «+ OD OO OO OO OO OO «+ OO OO OO OO OO ~+ OO OO OO (

TCI=IIX

ttl=111
ttl=111
ttl=111

ttl=111
ttl=111
ttl=111
ttl=111
ttl=111

ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111

ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111
ttl=111

CEIMOC=7 . T L7 S
time=9.558 ms
time=13.315 ms
time=7.202 ms

time=7.644 ms
time=6.427 ms
time=8.329 ms
time=20.515 ms
time=15.399 ms

time=26.488 ms
time=8.758 ms
time=22.565 ms
time=20.149 ms
time=17.307 ms
time=7.371 ms

time=25.008 ms
time=7.907 ms
time=13.606 ms
time=17.955 ms
time=20.984 ms
time=26.031 ms
time=21.931 ms
time=17.613 ms
time=27.587 ms
time=22.066 ms
time=25.890 ms
time=23.064 ms
time=16.053 ms
time=20.443 ms
time=22.713 ms
time=21.381 ms
time=8.151 ms
time=6.894 ms
time=5.762 ms
time=7.449 ms
time=13.023 ms

Note: Wireless client traffic to the internet disrupted for about 2 secs
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64 bytes from 10.0.20.5: icmp_seq=9 ttl=64 time=99.045 ms
64 bytes from 10.0.20.5: icmp_seq=10 ttl=64 time=15.473 ms
64 bytes from 10.0.20.5: icmp_seq=11 ttl=64 time=5.512 ms
64 bytes from 10.0.20.5: icmp_seq=12 ttl=64 time=6.149 ms
64 bytes from 10.0.20.5: icmp_seq=13 ttl=64 time=5.916 ms
64 bytes from 10.0.20.5: icmp_seq=14 ttl=64 time=6.030 ms
64 bytes from 10.0.20.5: icmp_seq=15 ttl=64 time=5.890 ms
64 bytes from 10.0.20.5: icmp_seq=16 ttl=64 time=5.969 ms
64 bytes from 10.0.20.5: icmp_seq=17 ttl=64 time=64.174 ms
Request timeout for icmp_seq 18

64 bytes from 10.0.20.5: icmp_seq=19 ttl=64 time=185.541 ms
64 bytes from 10.0.20.5: icmp_seq=20 ttl=64 time=5.780 ms
64 bytes from 10.0.20.5: icmp_seq=21 ttl=64 time=5.950 ms
64 bytes from 10.0.20.5: icmp_seq=22 ttl=64 time=66.381 ms
64 bytes from 10.0.20.5: icmp_seq=23 ttl=64 time=5.679 ms
64 bytes from 10.0.20.5: icmp_seq=24 ttl=64 time=100.983 ms
64 bytes from 10.0.20.5: icmp_seq=25 ttl=64 time=5.750 ms
64 bytes from 10.0.20.5: icmp_seq=26 ttl=64 time=4.784 ms
64 bytes from 10.0.20.5: icmp_seq=27 ttl=64 time=4.764 ms
64 bytes from 10.0.20.5: icmp_seq=28 ttl=64 time=5.699 ms
64 bytes from 10.0.20.5: icmp_seq=29 ttl=64 time=7.896 ms
64 bytes from 10.0.20.5: icmp_seq=30 ttl=64 time=5.511 ms
64 bytes from 10.0.20.5: icmp_seq=31 ttl=64 time=4.974 ms
b4 hutes from 1A.A.2A.5: iemn sen=32 tt1=A4 time=K.492 ms

Note: Wireless client traffic on Campus LAN disrupted for about 1 sec

QoS

For the purpose of this test, packet capture will be taken between two clients running a Webex session. Packet
capture will be taken on the Edge (i.e. MR wireless and wired interfaces) then on the Access (i.e. the MS390 or
C9300 uplink port) then on the MX WAN Downlink and finally on the MX WAN Uplink. The table below shows

the testing components and the expected QoS behavior:

Client

Client #1 (10.0.20.2)

iPhone 11
(cc:66:0a:3e:44:69)

Client #2 (10.0.20.3)

MacBook Pro
(3c:22:fb:30:da:69)

Application

Access Point (Wired)

Expected QoS

Access Switch Uplink | MX Appliance Uplink
Port Expected QoS Port Expected QoS

Webex (UDP 9000)

iTunes

Webex (UDP 9000)

Dropbox

AP3_Zone2 /| AF41/
DSCP 34

AP3_Zone2 / AF21/
DSCP 18

AP2_Zone1 / AF41/
DSCP 34

AP2_Zone1 / AFO /
DSCP 0
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C9300-02 (Port 25) /
AF41 / DSCP 34

AF41 / DSCP 34

C9300-02 (Port 25) /
AF21 / DSCP 18

AF21 / DSCP 18

MS390-01 (Port 1) /
AF41 / DSCP 34

AF41 [ DSCP 34

MS390-01 (Port 1) /
AFO / DSCP 0

AFO /DSCP 0
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Access Point Wireless Port pcaps

Client #1

Frame Control Field: ©x8881
.000 0000 0011 0000 = Duration: 48 microseconds
Receiver address: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
Transmitter address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
Destination address: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
BSS Id: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
STA address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
ssss ssss ssss 0000 = Fragment number: @
0110 0010 0110 .... = Sequence number: 1574
Qos Control: ©@x@al5

avanawwe: 0101 = TID: 5

[eeee eeue wees <101 = Priority: Video (Video) (5)]
ssss ssss sssl 2aaa = QoS bit 4: Bits 8-15 of QoS Control field are Queue Size
sess 400, .... = Ack Policy: Normal Ack (0x®)

Frame Control Field: ©x8881
.000 0000 0011 0000 = Duration: 48 microseconds
Receiver address: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
Transmitter address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
Destination address: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
BSS Id: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
STA address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
ssss sses sses 0000 = Fragment number: @
0100 1001 0110 .... = Sequence number: 1174
Qos Control: ©x1310
asss saxns sess D000 = TID: O
«ses 000 = Priority: Best Effort (Best Effort) (0)]
ssss ssss sssdl sass = Q0S bit 4: Bits 8-15 of QoS Control field are Queue Size

Note: Please note that QoS values in this case could be arbitrary as they are upstream (i.e. Client to AP) unless
you have configured Wireless Profiles on the client devices. Please check the following article for more details
on creating Wireless Profiles and using FastLane with Meraki Systems Manager.
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Client #2

Frame Control Field: @x8801

.000 0000 2011 000@ = Duration: 48 microseconds
Receiver address: de:9c:le:ec:26:b® (de:9c:le:ec:26:b0)
Transmitter address: Apple_30:da:69 (3c:22:fb:30:da:69)
Destination address: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_30:da:69 (3c:22:fb:30:da:69)

BSS Id: de:9c:le:ec:26:b@ (de:9c:le:ec:26:b0)

STA address: Apple_30:da:69 (3c:22:fb:30:da:69)
............ 0000 = Fragment number: @

9100 0100 101@ .... = Sequence number: 1098

Qos Control: @x0006

IEEE 802.11 QoS Data, Flags: ..eeuss i

Type/Subtype: QoS Data (0x0028)
Frame Control Field: 0x8801
.000 0000 0011 Q000 = Duration: 48 microseconds
Receiver address: de:9c:le:ec:26:b® (de:9c:le:ec:26:b0)
Transmitter address: Apple_30:da:69 (3c:22:fb:30:da:69)
Source address: Apple_30:da:69 (3c:22:fb:30:da:69)
BSS Id: de:9c:le:ec:26:b@® (de:9c:le:ec:26:b0)
STA address: Apple_30:da:69 (3c:22:fb:30:da:69)
csss ssss ea.. 0000 = Fragment number: @
1000 1101 1001 .... = Sequence number: 2265
Qos Control: 0x0081

sses sass sese 80801 = TID: 1

«sss 001 = Priority: Background (Background) (1)]

Note: Please note that QoS values in this case could be arbitrary as they are upstream (i.e. Client to AP) unless
you have configured Wireless Profiles on the client devices. Please check the following article for more details
on creating Wireless Profiles and using FastLane with Meraki Systems Manager.
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Access Point Wired Port pcaps

Client #1
"'J'\.-I =T VT AR Lad A A A4 T

Internet Protocol Version 4, Src: 10.0.20.2, Dst: 62.109.209.152
0100 .... = Version: 4
«+:. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 682
Identification: @x991e (39198)
Flags: 0x00
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 64
Protocol: UDP (17)
Header Checksum: @xb@95 [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.2
Destination Address: 62.109.209.152
User Datagram Protocol, Src Port: 61534, Dst Port: 9000
Source Port: 61534

Destination Port: 9000

Internet Protocol Version 4, Src: 10.0.20.2, Dst: 23.41.8.48
0100 .... = Version: 4

«+s. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x48 (DSCP: AF21, ECN: Not-ECT)

Total Length: 76

Identification: 0x0000 (@)

Flags: 0x40, Don't fragment

...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 64

Protocol: TCP (6)

Header Checksum: @xfd@9 [validation disabled]
[Header checksum status: Unverified]

Source Address: 10.0.20.2

Destination Address: 23.41.8.48
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Client #2

T

Internet Protocol Version 4, Src: 10.0.20.3, Dst: 62.109.209.152
9100 .... = Version: 4
«sss 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 50
Identification: 0x6e9a (28314)
Flags: 0x00
...0 0000 0000 0000 = Fragment Offset: ©
Time to Live: 64
Protocol: UDP (17)
Header Checksum: ©0xdd90@ [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.3
Destination Address: 62.109.209.152
User Datagram Protocol, Src Port: 52633, Dst Port: 9000
Source Port: 52633

Destination Port: 9000

Internet Protocol Version 4, Src: 10.0.20.3, Dst: 10.0.20.255
0100 .... = Version: 4
«+s. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x00 (DSCP: CS@, ECN: Not-ECT)

Total Length: 174
Identification: @xa62f (42543)
Flags: 0x00
...0 0000 0000 0000 = Fragment Offset: ©
Time to Live: 64
Protocol: UDP (17)
Header Checksum: ©0x970e [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.3
Destination Address: 10.0.20.255
User Datagram Protocol, Src Port: 17500, Dst Port: 17500
Source Port: 17500
Destination Port: 17500
Length: 154
Checksum: ©@x15e8 [unverified]
[Checksum Status: Unverified]
[Stream index: 3]
[Timestamps]
UDP payload (146 bytes)
Dropbox LAN sync Discovery Protocol
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Access Switch Uplink pcaps

Client #1
e R e e e e e ey B s S e S e i B B S e S S ]

v Internet Protocol Version 4, Src: 10.0.20.2, Dst: 62.109.209.152
0100 .... = Version: 4
.... 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: ©x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 625
Identification: Oxded42 (56898)

Flags: 0x00
..+.0 0000 0000 Q0@ = Fragment Offset: @
Time to Live: 64
Protocol: UDP (17)
Header Checksum: Ox6baa [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.2
Destination Address: 62.109.209.152
llser Dataaram Protocol. Src Port: 61534. Dst Port: 9000

v Internet Protocol Version 4, Src: 10.0.20.2, Dst: 23.41.8.48
0100 .... = Version: 4
. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: ©x48 (DSCP: AF21, ECN: Not-ECT)
Total Length: 52
Identification: 0x0000 (0)
Flags: ©0x40, Don't fragment
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 64
Protocol: TCP (6)
Header Checksum: @xfd21l [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.2
Destination Address: 23.41.8.48
Transmission Control Protocol. Src Port: 65273. Dst Port: 443. Sea: 1. Ack: 26. len: A
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Client #2

Internet Protocol Version 4, Src: 10.0.20.3, Dst: 62.109.209.152
0100 .... = Version: 4
«es. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)

Total Length: 50
Identification: @xaebf (44735)
Flags: 0x00
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 64
Protocol: UDP (17)
Header Checksum: 0x9déb [validation disabled]
[Header checksum status: Unverified]
Source Address: 10.0.20.3
Destination Address: 62.109.209.152
User Datagram Protocol, Src Port: 52633, Dst Port: 9000

Internet Protocol Version 4, Src: 62.109.209.152, Dst: 10.0.20.3
0100 .... = Version: 4
. 9101 = Header Length: 20 bytes (5)
> Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 1370
Identification: @x7e24 (32292)
Flags: 0x40, Don't fragment
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 236
Protocol: TCP (6)
Header Checksum: @xdce8 [validation disabled]
[Header checksum status: Unverified]
Source Address: 62.109.209.152
Destination Address: 10.90.20.3
Transmission Control Protocol, Src Port: 443, Dst Port: 58008, Seq: 3890, Ack: 41, Len: 1330

MX appliance Downlink pcaps
Client #1

TYPE: ITrVeH \UAUOUU]

Internet Protocol Version 4, Src: 10.0.20.2, Dst: 62.109.209.152
0100 .... = Version: 4
«+s. 0101 = Header Length: 20 bytes (5)

> Differentiated Services Field: @0x88 (DSCP: AF41, ECN: Not-ECT)

Internet Protocol Version 4, Src: 10.0.20.2, Dst: 23.41.8.48
0100 .... = Version: 4

«... 0101 = Header Length: 20 bytes (5)
> Differentiated Services Field: 0x48 (DSCP: AF21, ECN: Not-ECT)

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 152 of 355



Client #2
I,’PC- LT V™ T UAOYOOUO
Internet Protocol Version 4, Src: 10.0.20.3, Dst: 62.109.209.152
0100 .... Version: 4
«+ss 0101 = Header Length: 20 bytes (5)

> Differentiated Services Field: ©x88 (DSCP: AF41, ECN: Not-ECT)

-~y —-- = R ——

Internet Protocol Version 4, Src: 10.0.20.3, Dst: 142.250.179.227
0100 .... = Version: 4
«+ss 0101 = Header Length: 20 bytes (5)

> Differentiated Services Field: @x0@0 (DSCP: CS@, ECN: Not-ECT)

MX Appliance Uplink pcaps

> Differentiated Services Field: 0x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 74
Identification: @x3dfc (15868)
Flags: 0x00
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 62
Protocol: UDP (17)
Header Checksum: 0x6c49 [validation disabled]
[Header checksum status: Unverified]
Source Address: 192.168.1.40
Destination Address: 62.109.209.152
User Datagram Protocol, Src Port: 52633, Dst Port: 9000

Internet Protocol Version 4, Src: 192.168.1.40, Dst: 17.188.3.12
9100 .... = Version: 4

. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x48 (DSCP: AF21, ECN: Not-ECT)

Total Length: 52

Identification: @x0000 (@)

Flags: ©x4@, Don't fragment

...0 0000 0000 0000 = Fragment Offset: @

Time to Live: 62

Protocol: TCP (6)

Header Checksum: @x65e4 [validation disabled]

[Header checksum status: Unverified]

Source Address: 192.168.1.40

Destination Address: 17.188.3.12
‘Transmission Control Protocol, Src Port: 49494, Dst Port: 443, Seq: 518, Ack: 5193, Len: @
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Option 2: STP-Based Convergence without Native VLAN 1

Overview

This option is similar to the above except that the default VLAN 1 does not exist and the Native VLAN is
replaced with another non-trivial VLAN assignment which can be considered a more preferable option for
customers as it's separate from the Management VLAN. Also, a Transit VLAN has been introduced between the
C9500 Core Stack and the MX WAN Edge to facilitate the separation between Management traffic (VLAN 100)
and Client Traffic (Transit VLAN 192)

This design is based on consistent STP protocols running in this campus deployment, as such Multiple
Spanning Tree Protocol (MST, aka 802.1s) will be configured since it is supported on both the Meraki and
Catalyst platforms.

Tech Tip: It is recommended to run the same STP protocol across all switches (MST in this case). Running any
other protocol on Catalyst (e.g. PVST) can introduce undesired behavior and can be more difficult to
troubleshoot.

Tech Tip: Running PVST/PVST+ on Catalyst in this design will result in very slow STP convergence and create
an inconsistent STP domain due to the fact that PVST/PVST+ backward compatible BPDUs only run in VLAN 1
tagged whereas Meraki switches will send 802.1D BPDUs in the Native VLAN untagged

You should consider this option if you need to steer away from having VLAN 1 in your Campus LAN. Here's
some things to consider about this design option:

Pros:
« Flexibility in your VLAN design
+ Facilitates Wireless Roaming across the whole campus
« Easier to deploy and consistent configuration across the entire Campus LAN
e Minimize the risk of VLAN hopping

e Considered more secure due to separation between Management traffic and Client traffic

« Non-deterministic route failover
« Slow convergence

« Different STP protocols on Cloud Managed and Cloud Monitored Catalyst Switches

Tech Tip: Since STP will be used as a loop prevention mechanism, all SVIs will be created on the collapsed
core layer with the exception of the Management (aka Infrastructure VLAN) and Transit VLAN.
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Logical Architecture

The following diagram shows the logical architecture highlighting STP convergence within a campus LAN

design leveraging Cloud Managed and Cloud Monitored Catalyst platforms:
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Physical Architecture

The following diagram shows the physical architecture and port list for this design:
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Assumptions

The following assumptions have been considered:
¢ VLAN 1 should not be configured on any switchport in this Campus LAN
« ltis assumed that Wireless roaming is required everywhere in the Campus
o It is assumed that VLANs are spanning across multiple zones

« Corporate SSID (Broadcast in all zones) users are assigned VLAN 10 on all APs. CoA VLAN is VLAN 30
(Via Cisco ISE)

o BYOD SSID (Broadcast in all zones) users are assigned VLAN 20 on all APs. CoA VLAN is VLAN 30
(Via Cisco ISE)
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Guest SSID (Broadcast in all zones) users are assigned VLAN 30 on all APs

loT SSID (Broadcast in all zones) users are assigned VLAN 40 on all APs

Access Switches will be running in Layer 2 mode (No SVIs or DHCP)

MS390-M Access Switches physically stacked together

C9300-M Access Switches physically stacked together

C9500 Core Switches with Stackwise-virtual stacking using SVLs

Access Switch uplinks are in trunk mode with native VLAN = VLAN 1 (Management VLAN")

STP root is at Distribution/Collapsed-core

Distribution/Collapsed-core uplinks are in Trunk mode with Native VLAN = VLAN 1 (Management VLAN)
All VLAN SViIs are hosted on the core layer

Network devices will be assigned fixed IPs from the management VLAN DHCP pool. Default Gateway is

10.0.100.1

Network Segments

Please check the following table for more information about the network segments (e.g. VLANs, SVIs, etc.) for

this design:

Infrastructure 10.0.100.0/24 10.0.100.1 SVI hosted on edge MX
Transit 192 192.168.0.0/24 192.168.0.1 SVI hosted on edge MX
Corporate Devices 10 10.0.10.0/24 10.0.10.1 SVI hosted on core
(Wireless and Wired) switches

BYOD Wireless 20 10.0.20.0/24 10.0.20.1 SVI hosted on core
Devices switches

Guest Wireless 30 10.0.30.0/24 10.0.30.1 SVI hosted on core
Devices switches

loT Wireless Devices 40 10.0.40.0/24 10.0.40.1 SVI hosted on core

switches

Tech Tip: Please size your subnets based on your own requirements. The above table is for illustration

purposes only

Tech Tip: In this example, the Infrastructure VLAN has been created on the Edge MX. Alternatively, you can
create the SVI on the C9500 Core Stack
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Quality of Service

Application _ Access Switches Core Switches

SIP (Voice) Trust incoming values Trust incoming values
DSCP 46 DSCP 46
AC_Vo CoS 5

Webex and Skype AF41 Trust incoming values Trust incoming values
DSCP 34 DSCP 34
AC_VI CoS 4

All Video and Music AF21 Trust incoming values Trust incoming values
DSCP 18 DSCP 18
AC_BE CoS 2

Software Updates AF11 Trust incoming values Trust incoming values
DSCP 10 DSCP 10
AC_BK CoS 1

Tech Tip:

Please note that the above table is for illustration purposes only. Please configure QoS based on your network
requirements. Refer to the following articles for more information on traffic shaping and QoS settings on
Meraki devices:

SD-WAN and traffic shaping
MS QoS and traffic shaping

MR traffic shaping rules

Device list

MX250 Primary WAN Edge 10.0.100.1 warm-spare

MX250 Spare WAN Edge

C9500-24YCY C9500-01 10.0.100.2 Stackwise Virtual (C9500-
Core-Stack)

C9500-24YCY C9500-02

MS390-24P MS390-01 10.0.100.3 Physical Stacking (Stack1-
MS390)

MS390-24P MS390-02

C9300-24P C9300-01 100.100.4 Physical Stacking (Stack2-
C9300

C9300-24P C9300-02 )
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MR55 AP1_Zone1 10.0.100.5 Tag = Zone1
C9166 (eq MR57) AP2_Zone1 10.0.100.6 Tag = Zone1
MR55 AP3_Zone2 10.0.100.7 Tag = Zone2
C9166 (eq MR57) AP4_Zone2 10.0.100.8 Tag = Zone2

Access policies

Wired-1x 802.1x Authentication via Authentication method = my Radius Cisco ISE authentication and
Cisco ISE for wired clients server posture checks

that support 802.1x .
Radius CoA = enabled
Host mode = Single-Host
Access Policy type = 802.1x
Guest VLAN = 30
Failed Auth VLAN = 30
Critical Auth VLAN = 30
Suspend Port Bounce = Enabled
Voice Clients = Bypass authentication
Walled Garden = enabled
Wired-MAB MAB Authentication via Authentication method = my Radius Cisco ISE authentication
Cisco ISE for wired clients server
that do not support . .
802.1x Radius CoA = disabled
Host mode = Single-Host

Access Policy type = MAC
authentication bypass

Guest VLAN = 30

Failed Auth VLAN = 30

Critical Auth VLAN = 30

Suspect Port Bounce = Enabled
Voice Clients = Bypass authentication
Walled Garden = disabled

Port list
T S
Primary WAN Edge / 1 WANT1 VIP1

Spare WAN Edge
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Primary WAN Edge /| 2
Spare WAN Edge

Primary WAN Edge 19

20

Spare WAN Edge 19

20
9500-01 Twe1/0/1

Twe1/0/2
9500-02 Twe2/0/1

Twe2/0/2
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WAN2

9500-01 (PortTwe1/0/1)

9500-02 (PortTwe2/0/1)

9500-01 (Port Twe1/0/2)

9500-02 (Port Twe2/0/2)

Primary WAN Edge (Port 19)

Spare WAN Edge (Port 19)

Primary WAN Edge (Port 20)

Spare WAN Edge (Port 20)

Trunk (Native VLAN 100)
Allowed VLANs 100, 192

Trunk (Native VLAN 100)
Allowed VLANs 100, 192

Trunk (Native VLAN 100)
Allowed VLANs 100, 192

Trunk (Native VLAN 100)
Allowed VLANs 100, 192

switchport mode trunk

switchport trunk native vlan
100

switchport trunk allowed vian
100,192
switchport mode trunk

switchport trunk native vlan
100

switchport trunk allowed vian
100,192
switchport mode trunk

switchport trunk native vlan
100

switchport trunk allowed vian
100,192
switchport mode trunk

switchport trunk native vlan
100

switchport trunk allowed vian
100,192

VIP2

Downlink

Downlink

Downlink

Downlink

Uplink

Uplink

Uplink

Uplink
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9500-01 Twe1/0/23 MS390-01 (Port 1)
Twe1/0/24 C9300-01 (Port 1)
9500-02 Twe2/0/23 MS390-02 (Port 1)
Twe2/0/24 C9300-02 (Port 1)
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switchport mode trunk Downlink

switchport trunk native vlan
100

switchport trunk allowed vlans
10,20,30,40, 100

channel-group 1 mode active
spanning-tree guard root
auto qos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native vlan
100

switchport trunk allowed vlans
10,20,30,40,100

channel-group 2 mode active
spanning-tree guard root
auto gos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native vlan
100

switchport trunk allowed vilans
10,20,30,40,100
channel-group 1 mode active
spanning-tree guard root
auto gos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native vlan
100

switchport trunk allowed vilans
10,20,30,40,100

channel-group 2 mode active
spanning-tree guard root
auto qos trust dscp

policy static sgt 2 trusted
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9500-01

9500-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02

Hu1/0/25

Hu1/0/26

Hu2/0/25

Hu2/0/26

5-8

13-16

C9500-02 (Port Hu2/0/26)
C9500-02 (Port Hu2/0/25)
C9500-01 (PortHu1/0/26)
C9500-01 (PortHu1/0/25)

Wired Clients

Wired Clients

MR

9500-01 (Port Twe1/0/23)

9500-02 (Port Twe2/0/23)
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stackwise-virtual link 1
stackwise-virtual link 1
stackwise-virtual link 1
stackwise-virtual link 1

Access (Data VLAN 10)
Access Policy = Wired-1x
PoE Enabled

STP BPDU Guard

Tag = Wired Clients 802.1x

AdP: Corp

Access (Data VLAN 10)
Access Policy = MAB
PoE Enabled

STP BPDU Guard

Tag = Wired Clients MAB
AdP: Corp

Trunk (Native VLAN 100)
PoE Enabled

STP BPDU Guard

Tag = MR WLAN

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 100)
PoE Disabled

Name: Core 1

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 100)
PoE Disabled

Name: Core 2

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Stackwise Virtual
Stackwise Virtual
Stackwise Virtual
Stackwise Virtual

For wired clients
supporting
802.1x

For wired clients
that do not
support 802.1x

Allowed VLANS:
10,20,30,40,100

Allowed VLANS:
10,20,30,40,100

Allowed VLANS:
10,20,30,40,100
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C9300-01 C9300-01 / 9500-01 (Port Twe1/0/24) Trunk (Native VLAN 100) Allowed VLANS:
C9300-NM-8X / PoE Disabled 10,20,30,40,100
! Name: Core 1
Tag = Uplink
Peer SGT Capable

AdP: Infrastructure

C9300-02 C9300-02 / C9500-02 (Port Twe2/0/24)  Trunk (Native VLAN 100) Allowed VLANS:
C9300-NM-8X / PoE Disabled 10,20,30,40,100
! Name: Core 2
Tag = Uplink
Peer SGT Capable

AdP: Infrastructure

Wireless SSID list

Broadcast Configuration Firewall and Traffic
Shaping

Acme Corp All APs Association = Enterprise Cisco ISE Authentication Layer 2 Isolation =
with my Radius server and posture checks Disabled
. (172.31.16.32/1812)
Encryption = WPA2 only Allow Access to LAN =
. Enabled
Splash Page = Cisco ISE
. Per-Client Bandwidth
Radius CoA = Enabled Limit = 50Mbps
SSID mode = Bridge mode Per-SSID Bandwidth Limit
VLAN Tagging = 10 (ISE = Unlimited
Override) Enable Default Traffic
AdP Group = 10:Corp Shaping rules
Radius override = Enabled SIP - EF (DSCP 46)
- Software Updates - AF11
Mandatory DHCP =
Enbled (DSCP 10)

: A Webex and Skype - AF41
Layer 2 isolation =
Disabled (DSCP 34)

All Video and Music -

Allow Clients access LAN AF21 (DSCP 18)

= Allow

Traffic Shaping = Enabled
with default settings
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Firewall and Traffic

Broadcast Configuration

Shaping
Acme BYOD All APs Association = Enterprise Cisco ISE Authentication Layer 2 Isolation =

with my Radius server (via Azure AD) and posture Disabled

checks.
Encryption = WPA2 only Allow Access to LAN =

Dynamic GP assignment Enabled
g0z 11w= Enabled (Radlus attribute < Per-Client Bandwidth
Splash Page = Cisco ISE  Airospace-ACLNAME) Limit = 50Mbps
SSID mode = Bridge mode Per-SSID Bandwidth
VLAN Tagging = 20 Limit = Unlimited
AdP Group = 20:BYOD Enable Default Traffic
Radius override = Disabled Shaping rules
Mandatory DHCP = SIP - EF (DSCP 46)
Enabled Software Updates - AF11
Layer 2 isolation = (DSCP 10)
Disabled Webex and Skype - AF41
Allow Clients access LAN (DSCP 34)
= Allow All Video and Music -
Traffic Shaping = Enabled AF21 (DSCP 18)
with default settings

Guest All APs Association = Enterprise Meraki Authentication Layer 2 Isolation =
with my Radius server Enabled
Encryption = WPA1 and Allow Access to LAN =
WPA2 Disabled
802.11w = Enabled Per-Client Bandwidth
Limit = 5Mbps

Splash Page = Click-
Through Per-SSID Bandwidth Limit

. = 100Mbps

SSID mode = Bridge mode
. Enable Default Traffic

VLAN Tagging = 30 Shaping rules
AdP Group = 30:Guest SIP - EF (DSCP 46)
Radius override = Disabled Software Updates - AF11
Mandatory DHCP = (DSCP 10)
Enabled Webex and Skype - AF41
Layer 2 isolation = Enabled (DSCP 34)

All Video and Music -

Allow Clients access LAN AF21 (DSCP 18)

= Deny
Per SSID limit = 100Mbps

Traffic Shaping = Enabled
with default settings
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Acme loT

Tech Tips:

Broadcast

All APs

Configuration

Association = identity PSK  Cisco ISE is queried at
association time to obtain a
passphrase for a device
based on its MAC address.

with Radius

Encryption = WPA1 and
WPA2

802.11r = Disabled
802.11w = Disabled
Splash Page = None
Radius CoA = Disabled
SSID mode = Bridge mode
VLAN Tagging = 40

AdP Group = 40:l0T
Radius override = Disabled

Mandatory DHCP =
Enabled

Allow Clients access LAN =
Deny

Per SSID limit = 10Mbps

Traffic Shaping = Enabled
with default settings

Dynamic GP assignment
(Radius attribute Filter-Id)

Firewall and Traffic

Shaping

Layer 2 Isolation =
Disabled

Allow Access to LAN =
Enabled

Per-Client Bandwidth
Limit = 5Mbps

Per-SSID Bandwidth Limit
= Unlimited

Enable Default Traffic
Shaping rules

SIP - EF (DSCP 46)

Software Updates - AF11
(DSCP 10)

Webex and Skype - AF41
(DSCP 34)

All Video and Music -
AF21 (DSCP 18)

« The above configuration is for illustration purposes only. Please configure your SSIDs based on your own requirements (mode, IP

assignment, etc.)

e Please note that Adaptive Policy on MR requires MR-ADV license. For more information about the requirements, please refer to this

document.

Configuration and implementation guidelines

The following section will take you through the steps to amend your design by removing VLAN 1 and creating
the desired new Native VLAN (e.g. VLAN 100) across your Campus LAN. The steps below should not be
followed in isolation as first you have to complete the configuration of your Campus LAN based on the above
previous section. The below steps are meant to replace VLAN 1 in your Campus LAN with a new one.

Tech Tip: It is vital to follow the below steps in chronological order. This is to avoid loss of connectivity to
downstream devices and consequently the requirement to do a factory reset. This will result in traffic
interruption. It is therefore recommended to do this in a maintenance window where applicable.
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Login to your dashboard account

MX Addressing and VLANs; Navigate to Security and SD-WAN > Configure > Addressing and

VLANSs, then click on VLANSs then click on Add VLAN to add your new infrastructure and Transit VLANs
then click on Create. Please do not delete the existing VLAN 1 yet. Then, click on Save at the bottom

of the page.
Modify VLAN
VLAN name
Infrastructure
VLAN ID
100
Group polic
None ~
VPN mode
‘ Enabled Disabled
Next
Modify VLAN
¢ IPv4 Config o IPV6 Enabled
PRI e Config Disabled
10.0.100.1
10.0.100.0/24
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Subnets .

O Management o Manual 10.011/24 Any None Enabled
G Disabled Any

100 Infrastructure £  Manual 10.0100.1/24 Any None Enabled
(6] Disabled Any

192 Transit o Manual 192.168.0.1/24 Any None Disabled
g Disabled Any

o As seen above, VLAN 1 needs to be kept at this stage to avoid losing connectivity to all downstream
devices.

3. MX Addressing and VLANs: Navigate to Security and SD-WAN > Configure > DHCP, then under
VLAN 100 AND 192 click on Fixed IP assignments and add entries for your network devices. (Tip: You
can copy the MAC addresses from VLAN 1 and make sure to add the correct IP assignment to them).
Then, click on Save at the bottom of the page.

GxeC: e aesenets Client name MAC address LANIP Actions
9500-Core-Stack b0:¢5:3¢:60:fc:3f 10.0.100.2
MS390-Access-Stackl 2¢:3f:0b:04:7e:80 10.0.100.3
C9300-Access-Stack2 4c:e1:75:b0:ba:00 10.0.100.4
AP1_Zonel 68:3a:1e:54:0d:48 10.0.100.5
AP3_Zone?2 cc:9c:3e:ec:26:b0 10.0.100.6
TFTP Server 8c:ae:4c:dd:15:19 10.0.100.7
Add a fixed IP assignment
Import CSV
Fixed IP assignments Client name MAC address LANIP Actions
9500-Core-Stack b0:¢5:3c:60:fc: 3f 192.168.0.2

Add a fixed IP assignment
Import CSV
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4. Create VLAN 100 and 192 on your C9500 Core Stack

Switch>en

Switch#conf t

Enter configuration commands, one per line. End with CNTL/Z.
9500-02 (config) #interface vlan 100
9500-02 (config-if) #ip address dhcp
9500-02 (config-if) #no shut

9500-02 (config) #interface vlan 192
9500-02 (config-if) #ip address dhcp
9500-02 (config-if) #no shut

9500-02 (config) #vlan 100

9500-02 (config-if) #no shut

9500-02 (config) #vlan 192

9500-02 (config-if) #no shut

9500-02 (config-if) #end

9500-02#wr mem

Building configuration...

[OK]

5. Navigate to Switching > Configure > Switch ports and filter for MR (if you have tagged the ports
accordingly, otherwise select your downlink ports manually), then change the Native VLAN on these
switchports from Native VLAN 1 to Native VLAN 100. Also, please add VLAN 100 to the list of Allowed
VLANSs and remove VLAN 1 from the allowed list of VLANs. Then, click on Save at the bottom of the

page.

Type Trunk Access
A
Native VLAN 100

Allowed VLANs

h0,20,30,40,100

« Please note that this will cause disruption to client traffic

6. Navigate to Switching > Monitor > Switches and click on the first master switch then change the IP
address settings from Static to DHCP and please leave the VLAN field blank. (DO NOT add VLAN 100
at this stage). Then, click on Save at the bottom of the window. Please repeat this for all master
switches in your network.
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Type

(DHCP v

VLAN

Save

« As seen from the above screen shot, the VLAN value has been kept empty at this stage

7. On your C9500 Core Stack, add an MST instance in VLAN 100 and VLAN 192

9500-01 (config) #spanning-tree mst configuration
9500-01 (config-mst) #instance 0 wvlan 100

9500-01 (config-mst) #instance 0 vlan 192

9500-01 (config-mst) #name regionl

9500-01 (config-mst) #revision 1

9500-01 (config-mst) #exit

9500-01 (config) #spanning-tree mode mst

9500-01 (config) #spanning-tree mst 0 priority 4096
9500-01 (config) #exit

9500-01#wr mem

Building configuration... [OK]

9500-01#

8. Navigate to Switching > Monitor > Switch ports and filter for uplink (if you have tagged the ports
accordingly, otherwise select your uplink ports manually), then change the Native VLAN on these
switchports from Native VLAN 1 to Native VLAN 100. Also, please add VLAN 100 to the list of Allowed
VLANSs and remove VLAN 1 from the allowed list of VLANSs. Then, click on Save at the bottom of the

page.

Type Trunk Access

Native VLAN

100

Allowed VLANs h0,20,30,40,100

« Please note that this will cause the Access Stacks to go offline on the Meraki dashboard
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9. On your C9500 Core Stack, change the Native VLAN on your downlink Port-channels to VLAN 100

9500-01 (config) #interface pol

9500-01 (config-if) #switchport trunk allowed vlan 10,20,30,40,100
9500-01 (config-if) #switchport trunk native wvlan 100

9500-01 (config-if) #interface po2

9500-01 (config-if) #switchport trunk allowed vlan 10,20,30,40,100
9500-01 (config-if) #switchport trunk native vlan 100

9500-01 (config) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#

10. Shutdown all uplinks from C9500 Core Stack to Port 19 and 20 on your Secondary WAN Edge
appliance to avoid having a dual-active situation.

9500-01 (config) #interface twel/0/24
9500-01 (config-if) #shutdown

9500-01 (config-if) #interface twe2/0/24
9500-01 (config-if) #shutdown

9500-01 (config) #end

9500-01+#

11. MX Addressing and VLANs: Navigate to Security and SD-WAN > Configure > Addressing and
VLANSs, then under Per-port settings, change the Native VLAN on your downlinks to VLAN 100 and
allow both VLAN 100 and 192.
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Configure MX LAN ports

Enabled Enabled ~

Type Trunk ~

Native VLAN VLAN 100 (Infrastructure) ~

Allowed VLANs x VLAN 100 (Infrastructure)

x VLAN 192 (Transit)

12. On your C9500 Core Stack, change the Native VLAN on your uplink to VLAN 100 and allow VLANs 100
and 192 (Please note that you will need to connect to your C9500 Core Stack via console access since
VLAN 1 does not exist anymore on the upstream device which is the MX WAN Edge in this case):

9500-01 (config) #define interface-range uplinks TwentyFiveGigE1/0/1-2 ,
TwentyFiveGigE2/0/1-2

9500-01 (config) #interface range macro uplinks

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk allowed vlan 100,192
9500-01 (config-if) #switchport trunk native wvlan 100
9500-01 (config) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#

13. On your C9500 Core Stack, create a default route for your SVI interfaces:

9500-01 (config) #ip route 0.0.0.0 0.0.0.0 192.168.0.1
9500-01 (config) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#
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14. Adjust your Static Routes on the MX to point to the transit VLAN instead of VLAN 1. Navigate to

Security and SD-WAN > Configure > Addressing and VLANs and under Static routes click on a static
route to change the next-hop. Please repeat that for all your static routes. Then, click on Save at the

bottom of the page:

Modify Static Route
Enabled Enabled Disabled
Name COrp
Subnet 10.0.10.0/24
Next hop IP 192.168.0.2
Active Always ~
VPN mode .
Enabled Disabled
Cancel Update
Add Static Route
Enabled Name Subnet Gateway IP Conditions
° BYOD 10.0.20.0/24 192.168.0.2 always
o Guest 10.0.30.0/24 192168.0.2 always
o loT 10.0.40.0/24 192.168.0.2 always
® Corp 10.0.10.0/24 192.168.0.2 always

15. Wait for your Access Switches to come back online and acquire an IP address in the new Native VLAN
100. Then, proceed to the next step.

16. Now your switches should have acquired an IP address per the fixed IP assignment configuration.
Navigate to Switching > Monitor > Switches then click on the first master switch and then change the
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IP address settings to static. Then, click on Save at the bottom of the window. Repeat this for all
master switches in your network.

Type

[ static IP v|

IP

10.0.100.3

Subnet mask

255.255.255.0

Gateway

10.0.1001

VLAN

100

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

« Please repeat the above step for all stacks in your network

17. Navigate to your Primary WAN Edge device and ping 10.0.100.2 to make sure that it is reachable via
VLAN 100. Then proceed to the next step.

18. Unshut the uplinks on your C9500 Core Stack to the Secondary WAN Edge appliance:

9500-01 (config) #interface twel/0/24
9500-01 (config-if) #no shutdown

9500-01 (config-if) #interface twe2/0/24
9500-01 (config-if) #no shutdown

9500-01 (config) #end

9500-01+#
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19. Verify that all your devices have come back online and acquired an IP address in the new Management
VLAN. Navigate to Organization > Monitor > Overview then click on the devices tab:

€&  Model

@ M1
MT10
MS390-24
@ MS390-24U
@ MsS390-24
@ Ms390-24
@ MRS5S

@ MR57
VMX-M

@ VMX-M
MX250

@ MX250

12 total

Name
Lobby
Server Room
MS390-02
MS390-01
C9300-02
C9300-01
AP3_Zone2
AP2_Zonel
vMX-AWS-A
vMX-AWS-B
Primary WAN Edge

Secondary WAN Edge

Network
Campus
Campus
Campus
Campus
Campus
Campus
Campus
Campus
AWS-Primary
AWS-Secondary
Campus

Campus

Uplink IP (Port 1) &

10.0.100.3
10.0.100.3
10.0.100.4
10.0.100.4
10.0.100.5
10.0.100.6
172.3116.239
172.3116.240
192.168.1.40

192.168.1.45

MAC address
a8:46:9d:76:01:ec
a8:46:9d:76:02:e4
2¢:31:0b:0f:ec:00
2¢:31:0b:04:7e:80
4c:e1:75:b0:ba:00
a4:b4:39:5f:2a:80
68:3a:1e:54:0d:48
cc:9c:3eec:26:b0
cc:03:d9:01:af:56
cc:03:d9:01:68:cd
98:18:88:11:16:d3

18:9e:28:40:10:fd

20. Navigate to Switching > Configure > Switch settings then change the Management VLAN

configuration to VLAN 100. Then, click on Save at the bottom of the page.

Management VLAN ©

VLAN configuration

100

21. Delete VLAN 1 from your MX appliance. Navigate to Security and SD-WAN > Configure > Addressing
and VLANs and select the old Management VLAN 1 and then click on Delete. Then, click on Save at
the bottom of the page.

LAN setting

Subnets

VLANs Single LAN

100 nfrastructure

192 Transit

000 ¢

10.0100.0/24

Manual
Disabled
Manual

192.168.0.1/24

Disabled

Any

Any

Any

None Enabled

None Disabled
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22. Where applicable - Please remember to adjust any routing between your Campus LAN and remote
servers (e.g. Cisco ISE for 802.1x auth) as in this case devices will use the new Management VLAN
100 as the source of Radius requests. To verify that you have connectivity to your remote servers,
Navigate to Wireless > Monitor > Access points then click on any AP and from the Tools section ping
your remote server. Repeat this process from one of your switches.

‘ Q. 10.0.100.0/24 b Q0 enl-084dc50772b8175¢ % @actve o Remove ]
Summary @ Eventlog Timeline | Location | Connections | Performance & LAN
®* AP2_Zonel ~
MRS?
Pin 172.3116.32 -mor Ping AP
7 9 = ]
N | 3 M pva
e Q Pinging 172.3116.32 X
) — = i —— o
e
Googleyss den 62022 Goole WPyd IP172300632  Lossrate: 0% Average latency: 6 ms
10 Finsbury Square, London
Reboot device Reboot AP
e Summary = Ports | Power | L3routing Eventlog Location (1]
* MS390-01 .
MS5390-24U
Ping 172.3116.32 or Ping switch
. a S '
O Pinging 172.3116.32

4

Asm D #aﬁ
3 a0 -1

Lossrate: 0%  Average latency: 101 ms

Unit 7, 10 Finsbury Square, London EC2A
1AF Reboot device Reboot switch

« With the current scope of the design, Cisco ISE resides in AWS and is reachable via AutoVPN which
terminates on the vMX in AWS as well. As such, it was required to add a route on the VPC to
10.0.100.0/24 pointing to the vMX

e Also, please ensure that the new Management VLAN has been enabled with AutoVPN by navigating to
Security and SD-WAN > Configure > Site-to-site VPN and ensure that VLAN 100 is enabled.
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23. Where applicable - Please remember to adjust your Radius server configuration (e.g. Cisco ISE) as the
Network devices now are grouped in a new Management VLAN 100. Please see the below example for
Cisco ISE:

es List » Campus
Network Devices
Name Campus
Description
IP Address . *IP : 10.0.100.0 / 24 ;

Option 3: Layer 3 Access

Overview

This option assumes that your OSPF domain is extended all the way to your core layer and thus there is no need
to rely on STP between your Access and Core for convergence (as long as there are separate broadcast
domains between Access and Core). It offers fast convergence since it relies on ECMP rather than STP layer 2
paths. However, it doesn't offer great flexibility in your VLAN design as each VLAN cannot span between
multiple stacks/closets.

Pros:
o Deterministic route failover
« Fast convergence
+ Relies on either stacking or gateway redundancy at upper layers

« Complete end to end separation between Management traffic and Client traffic

¢ VLANSs cannot span multiple stacks/closets
e Your backbone area size can be unmanageable
e Forces Layer 3 roaming across the Campus LAN

» Additional VLANs needed to route traffic between Campus LAN layers (aka Transit VLAN)

Logical Architecture

The following diagram shows the logical architecture for Layer 3 convergence within a campus LAN design
leveraging Cloud Managed and Cloud Monitored Catalyst platform components:
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VLAN 11/12 - Corporate
VLAN 21/22 - BYOD
VLAN 30 - Guest
VLAN 40-loT
OSPF Area
. _ _ . VRRP
Bridge
Priority
C D s
) OSPF
& Interface
Default
Gateway
|:| DHCP
Server
ﬂ Static Route
ﬂ Default Route

& VLAN 1921
S VLAN1TT H
S VLAN21 H
S VLAN30 H

61440

VLANs
100/11/21/30

.,))

.,))

[}

Q

L
X

Ly

VRS

~—~

10.0.0.0./16 - _

i
7

VLANs
00/1921

L 8u0z /| 18s0|Q

_10.0.0.0./16
- ~

~

S -

K R
Remote Site Remote Site
10.1.0.0/16 SD-WAN 10.2.0.0/16

MX
warm-spare
VLAN 3
o VLAN 100 |:| o X

VLAN 200

VLAN 1923

VLAN 1921
VLAN 1922
(X) VLAN 1923
VLAN 100
VLAN 200

192.168.1.1
192.168.2.1

OSPF Area 0

Corporate SSID (VLAN 11)
BYOD SSID (VLAN 21)
Guest SSID (VLAN 30)

VLANs
/100/200/

VLAN 11 - 10.0.11.0/24
VLAN 12 - 10.0.12.0/24

VLAN 21 - 10.0.21.0/24
VLAN 22 - 10.0.22.0/24

VLAN 30 - 10.0.30.0/24

VLAN 40 - 10.0.40.0/24

Closet 2/ Zone 2
A

N
~~

~~
(]

BPDU Guard

Root Guard

Trunk Port

Access Port

IReX XoX

Link Aggregation

SVLAN12 H
S VLAN 22 H
S VLAN 4O B

VLANs
200/12/22/40

.,))

.,))

Corporate SSID (VLAN 12)

BYOD SSID (VLAN 22)
loT SSID (VLAN 40)

Physical Architecture

The following diagram shows the physical architecture and port list for this design:
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WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/1 / Twe1/0/2

SVL
Hu1/0/25 N Hu2/0/25
C9500-01 i C9500-02

Hu1/0/26 YV Hu2/0/26

Twe1/0/23 Twe?2/0/24

NM Port 1

C9300-02
C9300-01

Port 1

MS390-01
MS390-02

Port 13-16

Stack 1 Stack 2

Port 1 NM Port 1

MR55 CW9166 MR55 CW9166

Assumptions
The following assumptions have been considered:
e Itis assumed that Wireless roaming is required only within a specific Campus Zone
e It is assumed that VLANs are NOT spanning across multiple zones
e There will be NO use of VLAN 1 across the Campus LAN
« Corporate SSID (Broadcast in all zones) users are assigned VLAN 11/12 based on the AP zone.
« BYOD SSID (Broadcast in all zones) users are assigned VLAN 21/22 based on the AP zone.
o Guest SSID (Broadcast in Zone1) users are assigned VLAN 30 on all APs in that zone
o loT SSID (Broadcast in zone2) users are assigned VLAN 40 on all APs in that Zone
« Access Switches will be running Layer 3 (SVIs and DHCP)
« MS390 Access Switches physically stacked together
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« C€9300-M Access Switches physically stacked together

e« €9500 Core Switches with Stackwise-virtual stacking using SVLs

« Access Switch uplinks are in trunk mode with native VLAN = VLAN 1 (Management VLAN)

e STP root is at Distribution/Collapsed-core

« Network devices will be assigned fixed IPs from the management VLAN DHCP pool. Default Gateway
will vary based on the Zone and stack.

Network Segments

Please check the following table for more information about the network segments (e.g. VLANs, SVIs, etc.) for

this design:

Management (Core)
Management (Stack1) 100

Management (Stack2) 200

Corporate Devices 11
(Wireless and Wired)

12

BYOD Wireless Devices 21

Guest Wireless Devices 30

loT Wireless Devices 40

10.0.3.0/24

10.0.100.0/24

10.0.200.0/24

10.0.11.0/24

10.0.12.0/24

10.0.21.0/24

10.0.22.0/24

10.0.30.0/24

10.0.40.0/24

10.0.3.1

10.0.100.1

10.0.200.1

10.0.11.1

10.0.12.1

10.0.21.1

10.0.22.1

10.0.30.1

10.0.40.1

SVI hosted on edge MX
SVI hosted on edge MX

SVI hosted on edge MX

SVI hosted on Access switches (Zone 1)

SVI hosted on Access switches (Zone 2)

SVI hosted on Access switches (Zone 1)

SVI hosted on Access switches (Zone 2)

Tech Tip: Please size your subnets based on your own requirements. The above table is for illustration

purposes only.

Quality of Service

SIP (Voice)

DSCP 46
AC_Vo

Trust incoming values
DSCP 46
CoS 5
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Trust incoming values
DSCP 45
LLQ
Unlimited
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Webex and Skype AF41
DSCP 34
AC_VI

All Video and Music AF21
DSCP 18
AC_BE

Software Updates AF11
DSCP 10
AC_BK

Device List

Trust incoming values
DSCP 34
CoS 4

Trust incoming values

Trust incoming values
DSCP 18
CoS 2

Trust incoming values

Trust incoming values
DSCP 10
CoS 1

Trust incoming values

Afa1
DSCP 34
High Priority

AF21

DSCP 18
Medium Priority
5Mbps / Client

AF11

DSCP 10

Low Priority
10Mbps / Client

MX250 Primary WAN Edge 10.0.3.1 warm-spare

MX250 Spare WAN Edge

C9500-24YCY C9500-01 10.0.3.2 Stackwise Virtual (C9500-
Core-Stack)

C9500-24YCY C9500-02

MS390-24P MS390-01 10.0.100.2 Physical Stacking (Stack1-
MS390)

MS390-24P MS390-02

C9300-24P C9300-01 10.0.200.2 Physical Stacking (Stack2-
C9300)

C9300-24P C9300-02

MR55 AP1_Zone1 10.0.100.3 Tag = Zone1l

MR55 AP2_Zone1 10.0.100.4 Tag = Zone1

C9166 (eq MR57) AP3_Zone2 10.0.200.3 Tag = Zone2

C9166 (eq MR57) AP4_Zone2 10.0.200.4 Tag = Zone2

Access Policies

Wired-1x

support 802.1x
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802.1x Authentication via
Cisco ISE for wired clients that Radius server

Authentication method = my

Cisco ISE authentication and
posture checks
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Wired-MAB MAB Authentication via Cisco
ISE for wired clients that do not
support 802.1x

Port List

Radius CoA = enabled
Host mode = Single-Host
Access Policy type = 802.1x

Suspend Port Bounce =
Enabled

Voice Clients = Bypass
authentication
Walled Garden = enabled

Authentication method = my Cisco ISE authentication

Radius server
Radius CoA = disabled
Host mode = Single-Host

Access Policy type = MAC
authentication bypass

Suspect Port Bounce =
Enabled

Voice Clients = Bypass
authentication
Walled Garden = disabled

WAN Edge
Primary WAN Edge 19 9500-01 (port Trunk (Native VLAN 3) Downlink, allowed VLANs
Twe1/0/1) 3, 100, 200, 1923
20 9500-02 (port Trunk (Native VLAN 3) Downlink, allowed VLANs
Twe2/0/1) 3, 100, 200, 1923
Spare WAN Edge 19 9500-01 (port Trunk (Native VLAN 3) Downlink, allowed VLANs
Twe1/0/2) 3, 100, 200, 1923
20 9500-02 (port Trunk (Native VLAN 3) Downlink, allowed VLANs
Twe2/0/2) 3, 100, 200, 1923
9500-01 Twe1/0/1 Primary WAN Edge switchport mode trunk Uplink
(Port 19) . .
switchport trunk native
vlan 3
switchport trunk allowed
vlan 3,100,200,1923
auto gos trust dscp
policy static sgt 2 trusted
Twe1/0/2 Spare WAN Edge switchport mode trunk Uplink

(Port 19)
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switchport trunk native
vlan 3
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9500-02 Twe2/0/1
Twe2/0/2

9500-01 Twe1/0/23
Twe1/0/24

9500-02 Twe2/0/23
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Primary WAN Edge
(Port 20)

Spare WAN Edge
(Port 20)

MS390-01 (Port 1)

C9300-01 (Port 1)

MS390-02 (Port 1)

switchport trunk allowed
vlan 3,100,200,1923

auto qos trust dscp

policy static sgt 2 trusted

switchport mode trunk Uplink

switchport trunk native
vlan 3

switchport trunk allowed
vlan 3,100,200,1923

auto gos trust dscp

policy static sgt 2 trusted

switchport mode trunk Uplink

switchport trunk native
vlan 3

switchport trunk allowed
vlan 3,100,200,1923

auto qos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native
vlan 100

switchport trunk allowed
vlan 100,1921

channel-group 1 mode
active

spanning-tree guard root
auto qos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native
vlan 200

switchport trunk allowed
vlan 200,1922

channel-group 2 mode
active

spanning-tree guard root
auto qos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native
vian 100
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9500-01

9500-02

MS390-01

MS390-02

C9300-01

C9300-02

MS390-01

MS390-02

C9300-01

C9300-02
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Twe2/0/24

Hu1/0/25

Hu1/0/26

Hu2/0/25

Hu2/0/26

5-8

9-12

C9300-02 (Port 1)

C9500-02 (Port
Hu2/0/26)

C9500-02 (Port
Hu2/0/25)

C9500-01 (Port
Hu1/0/26)

C9500-01 (Port
Hu1/0/25)

Wired Clients

Wired Clients

switchport trunk allowed
vlan 100,1921

channel-group 1 mode
active

spanning-tree guard root
auto gos trust dscp

policy static sgt 2 trusted

switchport mode trunk Downlink

switchport trunk native
vlan 200

switchport trunk allowed
vlan 200,1922

channel-group 2 mode
active

spanning-tree guard root
auto gos trust dscp

policy static sgt 2 trusted

stackwise-virtual link 1 Stackwise Virtual

stackwise-virtual link 1 Stackwise Virtual

stackwise-virtual link 1 Stackwise Virtual

stackwise-virtual link 1 Stackwise Virtual

"Access (Data VLAN For wired clients
11/12) supporting 802.1x

Access Policy = Wired-
1x

PoE Enabled
STP BPDU Guard

Tag = Wired Clients
802.1x

AdP: Corp"

Access (Data VLAN For wired clients that do
11/12) not support 802.1x
Access Policy = MAB

PoE Enabled

STP BPDU Guard

Tag = Wired Clients MAB
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MS390-01 13-16 MR
MS390-01 1 9500-01 (port
Twe1/0/23)
MS390-02 1 9500-02 (Port
Twe2/0/23)
C9300-01 C9300-01 / 9500-01 (Port

C9300-NM-8X /1 Twe1/0/24)
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AdP: Corp

Trunk (Native VLAN Allowed VLANSs: 11/12,
100/200) 21/22, 30 or 40, 100/200
PoE Enabled

STP BPDU Guard
Tag = MR WLAN
Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 100) Allowed VLANSs: 100,1921
PoE Disabled

Name: Core 1

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 100) Allowed VLANSs: 100,1921
PoE Disabled

Name: Core 2

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure

Trunk (Native VLAN 200) Allowed VLANs: 200,1922
PoE Disabled

Name: Core 1

Tag = Uplink

Peer SGT Capable

AdP: Infrastructure
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C9300-02 C9300-02 / 9500-02 (Port Trunk (Native VLAN 200) Allowed VLANSs: 200,1922
C9300-NM-8X/ 1 Twe2/0/24) .
PoE Disabled

Name: Core 2
Tag = Uplink
Peer SGT Capable

AdP: Infrastructure

Wireless SSID List

Broadcast Configuration Firewall and Traffic
Shaping
Acme Corp All APs Association = Enterprise Cisco ISE Authentication Layer 2 Isolation =
with my Radius server and posture checks Disabled
. (172.31.16.32/1812)
Encryption = WPA2 only Allow Access to LAN =
. Enabled
Splash Page = Cisco ISE
. Per-Client Bandwidth
Radius CoA = Enabled Limit = 50Mbps
SSID mode = Bridge mode Per-SSID Bandwidth
(based on AP tag) Enable Default Traffic
AdP Group = 10:Corp Shaping rules

Radius override = Enabled SIP - EF (DSCP 46)

i} Software Updates -
Mandatory DHCP = Enabled AF11 (DSCP 10)

Layer 2 isolation = Disabled Webex and Skype -

Allow Clients access LAN = AF41 (DSCP 34)
Allow All Video and Music -
Traffic Shaping = Enabled AF21 (DSCP 18)
with default settings
Acme BYOD All APs Association = Enterprise Cisco ISE Authentication Layer 2 Isolation =
with my Radius server (via Azure AD) and Disabled
. posture checks.
Encryption = WPA2 only Allow Access to LAN =
Dynamic GP assignment  Enabled
802.11w = Enabled (Radius attribute = Gl B
; _ er-Client Bandwi
Splash Page = Cisco ISE  Airospace-ACLNAME) - "~ 50Mbps
SSID mode = Bridge mode Per-SSID Bandwidth
(based on AP tag) Enable Default Traffic

Shaping rules
SIP - EF (DSCP 46)

Software Updates -
Mandatory DHCP = Enabled AF11 (DSCP 10)

Layer 2 isolation = Disabled Webex and Skype -
AF41 (DSCP 34)

AdP Group = 20:BYOD

Radius override = Disabled
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Broadcast Configuration Firewall and Traffic
Shaping

Allow Clients access LAN = All Video and Music -
Allow AF21 (DSCP 18)

Traffic Shaping = Enabled
with default settings

Guest Zone1 Association = Enterprise Meraki Authentication Allow Access to LAN =
with my Radius server Disabled
Encryption = WPA1 and Per-Client Bandwidth
WPA2 Limit = 5Mbps
802.11w = Enabled Per-SSID Bandwidth

. Limit = 100Mbps
Splash Page = Click
Through Enable Default Traffic

. Shaping rules
SSID mode = Bridge mode

. SIP - EF (DSCP 46)
VLAN Tagging = 30
Software Updates -

AdP Group = 30:Guest AF11 (DSCP 10)
Radius override = Disabled Webex and Skype -
Mandatory DHCP = Enabled AF41 (DSCP 34)

All Video and Music -

Layer 2 isolation = Enabled AF21 (DSCP 18)

Allow Clients access LAN =
Deny

Per SSID limit = 100Mbps
Traffic Shaping = Enabled

with default settings

Acme loT Zone2 Association = identity PSK  Cisco ISE is queried at Layer 2 Isolation =
with Radius association time to obtain Disabled
. a passphrase for a device

Encryption = WPA1 and based on its MAC Allow Access to LAN =

WPA2 address. Enabled

802.11r = Disabled Dynamic GP assignment  Per-Client Bandwidth

802.11w = Disabled (Radius attribute Filter-Id) Limit = 5Mbps
Per-SSID Bandwidth

Splash Page = None Limit = Unlimited

Radius CoA = Disabled Enable Default Traffic

SSID mode = Bridge mode Shaping rules

AdP Group = 40:l0T ST St 08

AF11 (DSCP 10)

Radius override = Disabled Webex and Skype -

Mandatory DHCP = Enabled AF41 (DSCP 34)
Allow Clients access LAN = All Video and Music -
Deny AF21 (DSCP 18)

Per SSID limit = 10Mbps

Traffic Shaping = Enabled
with default settings
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Tech Tip:

« The above configuration is for illustration purposes only. Please configure your SSIDs based on your
own requirements (mode, IP assignment, etc.).

« Please note that Adaptive Policy on MR requires MR-ADV license. For more information about the
requirements, please refer to this document.

Configuration and Implementation Guidelines

It is assumed that by this stage, Catalyst devices have been added to dashboard for either Monitoring (e.g.
C9500) and/or Management (e.g. C9300). For more information, please refer to the above section.

Before proceeding, please make sure that you have the appropriate licenses claimed into your dashboard
account.

1. Login to your dashboard account (or create an account if you don't have one)
2. Navigate to Organization > Configure > Inventory

3. For Co-term license model, click on Claim. And for PDL, please click on Add

Claim by serial and/or order number

You can add devices to the inventory by either adding the order number or the individual
device serial numbers, one per line.

If you want to define the device name at the same time, you can enter it using the format:
“serial number, name" for each line.

Where can | find these numbers?

You can can use this method to claim orders that

Enter order number, serial nUMbErs,  contain hardware and licenses or just hardware.

or license keys - one per line ) ) )
License only orders must get claimed via the

License Info page.
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To add purchases to Dashboard, enter your order numbers, license keys, or
device serial numbers below.

4. Enter the order and/or serial number(s) to claim the devices into your account. For PDL, click Next then
please choose to add them to Inventory (Do not add them to a network)
5. Create a Dashboard Network: Navigate to Organization > Configure > Create network to create a

network for your Campus LAN (Or use an existing network if you already have one). If you are creating
a new network, please choose "Combined" as this will facilitate a single topology diagram for your

Campus LAN. Choose a name (e.g. Campus) and then click Create network

Create network

Setup network

Networks provide a way to logically group, configure, and monitor devices. This is a useful way to
separate physically distinct sites within an Organization. ©

Network name

[Campus ]
Network type Combined hardware ~ ©
Network configuration O Default Meraki configuration
Bind to template No templates to bind to @

Clone from existing network
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Select devices from inventory

You have no unused devices

Add devices Go to inventory

Create network

Network notes ©

Local time zone

Traffic analysis

Traffic analysis

Custom pie chart

Corporate Campus Network in London

Europe - London (UTC +1.0, DST)

| Detailed: collect destination hostnames v

No slices specified.
Add a slice
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Dashboard Network Settings: Navigate to Network-wide > Configure > General and choose the
settings for your network (e.g. Time zone, Traffic Analytics, firmware upgrade day/time, etc.)
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Device configuration

Local device status | Local device status pages enabled v
pages What is this?

(switch.meraki.com,

wired.meraki.com)

Remote device status [ Remote device status pages enabled v|
pages What is this?
(through device's LAN IP)

Local credentials © Username: admin

Password: essscssss Show password

Default block message
i)

y

Firmware upgrades
Try beta firmware [No w

What is this?
Upgrade window [Sunday  v|[2am w|BST

What is this?
Switch firmware The switches in this network are configured to run the latest available firmware.
Security appliance The security appliance in this network is configured to run the latest available firmware
firmware

7. Schedule Firmware Upgrade: Navigate to Organization > Configure > Firmware upgrades to select
the firmware for your devices such that devices upgrade once they connect to dashboard. Select the
device type then click on Schedule upgrade.
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8. Add Devices to a Dashboard Network: Navigate to Organization > Configure > Inventory.

e For Co-term licensing model, select the MS390 and C9300 switches and the Primary WAN Edge then

click on Add then choose the Network Campus

e For PDL licensing model, select the MS390 and C9300 switches and the Primary WAN Edge then click

on Change network assignment and then choose the Network Campus

e Please DO NOT add the Secondary WAN Edge device at this stage

9. Rename MX Security Appliance: Navigate to Security and SD-WAN > Monitor > Appliance status
then click on the edit button to rename the MX to Primary WAN Edge then click on Save.

&

Primary WAN Edge

Save

10. MX Connectivity: Plug in your WAN uplink(s) on the Primary WAN Edge MX then power it on and wait
for it to come online on dashboard. This might take a few minutes as the MX will download its firmware
and configuration. Navigate to Security and SD-WAN > Configure > Appliance status and verify that

the MX has come online and that its firmware and configuration is up to date.

Historical device data for the last 2 hours ~

Connectivity

Network usage

Up to date
Current version: MX 16.16

Up to date

11. Rename Access Switches: Navigate to Switching > Monitor > Switches then click on each MS390
and C9300 switch and then click on the edit button on top of the page to rename it per the above table

then click on Save such that all your switches have their designated names.
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12.

13.

14.

# Name

1 @ MS390-02

2 MS390-01

3 B C9300-02

4 @ C9300-01

Rename MR APs: Navigate to Wireless > Monitor > Access points then click on each AP and then
click on the edit button on top of the page to rename it per the above table then click on Save such
that all your APs have their designated names.

MR AP Tags: Navigate to Wireless > Monitor > Access points then click on each AP and then click on
the edit button next to TAGS to add Tags to your AP per the above table then click on Save such that
all your APs have their designated tags.

4

Save

MX Addressing and VLANSs: Navigate to Security and SD-WAN > Configure > Addressing and
VLANSs, and in the Deployment Settings menu select Routed mode. Further down the page on the
Routing menu, click on VLANSs then click on Add VLAN to add your Management and Transit VLANs
then click on Create. Then for the per-port VLAN settings, select your downlink ports (19 and 20) and
click on Edit and configure them as Trunk with VLAN 3 (Allowed VLANs 3, 100, 200, 1923) and click on
Update. Finally, click on Save at the bottom of the page.
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Deployment Settings

Mode O Routed

In this mode, the WAN appliance will act as a layer 3 gateway between the
subnets configured below. Unless otherwise configured (see below), client
traffic to the Internet is translated (NATed) so that its source IP becomes
the uplink IP of the WAN appliance.

Configure DHCP on the DHCP settings page.

Passthrough or VPN Concentrator

This option can be used for two deployment models: in-line passthrough or
one-arm concentrator. In a passthrough deployment, the WAN appliance
acts as a Layer 2 bridge, and does not route or translate client traffic.

In a one-arm concentrator deployment, the WAN appliance acts as a
termination point for Meraki Auto VPN traffic to and from remote sites.

For more information on how to deploy an WAN appliance in one-arm
concentrator mode, see our documentation

Modify VLAN

VLAN name

Management

VLAN ID

3

Group policy

None ~

VPN mode

Enabled Disabled
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Modify VLAN

¢ Pv4 Config IPV6 T
Confi :

VLAN interface IP g Disabled

10.0.3.1

Subnet

10.0.3.0/24

Back Next

Modify VLAN

VLAN name

Transit

VLAN ID

1923

Group policy

None ¥

VPN mode

Enabled Disabled

Next
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Modify VLAN

¢ Pv4 Config IPV6 Enabled

Conﬁg Disabled

VLAN interface IP

192.168.3.1

Subnet

192.168.3.0/24

Back Next

« Please repeat the above steps to create VLANs 100 and 200

Routing

LAN setting VLANs Single LAN
Subnets | = Search by VLAN name, MX IF SOCNEAN

O iba VLAN name Version Config VLAN interface IF Uplink Group policy VPN mode

0 3 Management Core O Manual 10.0.3./24 Any None Enabled
a Disabled Any
(J 100  Management Zone 1 0 Manual 10.0100.1/24 Any None Enabied
a Disabled Any
O 200 Management Zone 2 o Manual 10.0.200.1/24 Any None Enabled
e Disabled Any
O 1923 Transit ©  Menual  192168.31/24 Any None Disabled
G Disabled . Any
Built-in 19 ° Trunk Native: VLAN 1 (Management) all
Built-in 20 L Trunk Mative: VLAN 1 (Management) all
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Configure MX LAN ports

Enabled Enabled ~

Type Trunk ~

Native VLAN VLAN 3 (Management) ~

Allowed VLANS x  VLAN 3 (Management)

x  VLAN 1923 (Transit)

Mative: VLAN 3

(J  Builtsin 19 & Trunk (Management Core)

Mative: VLAN 3

(]  Built<in 20 ° Trunk [Maia et Cora)

15. Campus LAN Static Routes: Create Static Routes for your Campus network by navigating further down
the page to Static routes then click on Add Static Route. Start by adding your Corporate LAN subnet
then click on Update and then add static routes to all other subnets (e.g. BYOD, Guest and loT). Finally,
click on Save at the bottom of the page. (The Next hop IP that you have used here will be used to
create a fixed assignment for the Core Stack later in DHCP settings).
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Add Static Route

Name Corp Zone 1
Subnet 10.0.11.0/24
Next hop IP 192.168.3.2
Active Always ~

VPN mode Enabled Disabled

Add Static Route
Enabled @. Disabled
Name Corp Zone 2
Subnet 10.0.12.0/24
Next hop IP 192.168.3.2 ]
Active Always ~
VPN mode \E Disabled
Cancel
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Add Static Route

Enabled Enabled Disabled

Name BYOD Zone 1
Subnet 10.0.21.0/24
Next hop IP 192.168.3.2
Active Always ~

VPN mode Enabled Disabled

Add Static Route
Enabled Disabled
Name BYOD Zone 2
Subnet 10.0.22.0/24
Next hop IP 192.168.3.2
Active Always ~
VPN mode Disabled
Cancel
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O  Enabled Name

O e Corp Zone 1

O e Corp Zone 2

O e BYOD Zone 1
O e BYOD Zone 2
O e Guest

O e loT

Subnet

10.0.11.0/24

10.0.12.0/24

10.0.21.0/24

10.0.22.0/24

10.0.30.0/24

10.0.40.0/24

Gateway IP

192.168.3.2

192.168.3.2

192.168.3.2

192.168.3.2

192.168.3.2

192.168.3.2

Conditions
always
always
always
always
always

always

16. Optional - If you are accessing any resources over Meraki SD-WAN, please navigate to Security and
SD-WAN > Configure > Site-to-site VPN and enable VPN based on your topology and traffic flow
requirements. (In this case, we will configure this Campus as Spoke with Split Tunneling)

e Choose Type: Spoke then click on Add a hub and select your hub site where you need access to
resources via VPN. You can also add multiple hubs for resiliency. To choose Split Tunneling, please

leave the box next to the Hub unticked as shown below.

Site-to-site VPN

Type ©

Hubs © =
1
2

Off

Do not participate in site-to-site VPN.

Hub (Mesh)

Establish VPN tunnels with all hubs and dependent spokes.

Spoke

Establish VPN tunnels with selected hubs.

Name

' AWS-Primary

v

| AWS-Secondary v |

IPv4 default route Actions

« Under VPN Settings, choose which subnet to be Enabled in VPN (e.g. Management VLAN will be
required for Radius authentication purposes as the MR/MS390/C9300 devices will reach out to Cisco ISE
using their management IP). Any Subnet that needs to access resources via VPN must be Enabled

otherwise keep it as Disabled.

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 200 of 355


https://documentation.meraki.com/Architectures_and_Best_Practices/Cisco_Meraki_Best_Practice_Design/Best_Practice_Design_-_MX_Security_and_SD-WAN/Meraki_SD-WAN

Local networks

VPN settings

Name

Management Core

Transit

Management Zone 1

Management Zone 2

Corp Zone 1

Corp Zone 2

BYOD Zone 1

BYOD Zone 2

Guest

loT

VPN mode

Disabled

Disabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Disabled

Disabled

4

|

4

4

Subnet

10.0.3.0/24

192.168.3.0/24

10.0.100.0/24

10.0.200.0/24

10.0.11.0/24

10.0.12.0/24

10.0.21.0/24

10.0.22.0/24

10.0.30.0/24

10.0.40.0/24

« Finally, click on Save at the bottom of the page on the Hub site, please make sure to advertise the
subnets that are required to be reachable via VPN. Navigate to Security and SD-WAN > Configure >
Site-to-site VPN then add a local network then click Save at the bottom of the page (Please make sure
that you are configuring this on the Hub's dashboard network).

-5 Network
"t AWS-Secondary v~

s Network-wide

Il Insight

®  Organization

|

I Ssecurity & SD-WAN

Site-to-site VPN

Type © off

Do not participate in site-to-site VPN,

® Hub (Mesh)

Establish VPN tunnels with all hubs and dependent spokes

Spoke

Establish VPN tunnels with selected hubs.

VPN settings

Local networks Name

VPN mode

Disabled ~

10.1.1.0/24

Client VPN
AWS

172.31.16.0/20

Add a local network
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17. Optional - Verify that your VPN has come up by selecting your Campus LAN dashboard network from
the Top-Left Network drop-down list and then navigate to Security and SD-WAN > Monitor > VPN
status then check the status of your VPN peers. Next, navigate to Security and SD-WAN > Monitor >
Route table and check the status of your remote subnets that are reachable via VPN. You can also
verify connectivity by pinging a remote subnet (e.g. 172.31.16.32 which is Cisco ISE) by navigating to
Security and SD-WAN > Monitor > Appliance status then click on Tools and ping the specified IP
address (Please note that the MX will choose the highest VLANSs interface IP participating in VPN by
default as the source).

2 site-to-site peers 1 exported subnet 0 Non-Meraki peers
Status Description Usage Latency (avg) Connectivity 4 +
° AWS-Primary None 4ms [ ]
™ AWS-Secondary 2.5KB 4ms [ ]

2 total

Route table

SUBNET NAME IP VERSION TYPE

Search by subnet Search by name All Meraki VPN: VLAN ~ Show more filters

Subnet/Prefix Name Version Type Next hop
e 172.3116.0/20 AWS-Secondary: AWS @ Meraki VPN: VLAN Peer: AWS-Secondary

Pinging (Default IP » 172.31.16.32) -

2ms

0O ms

IPv4 IP:172.3116.32 Lossrate:0% Average latency: 5 ms

Please note that in order to ping a remote subnet, you must either have BGP enabled or have static routes
at the far-end pointing back to the Campus LAN local subnets. (In other words, the source of your traffic
which for ping by default is the highest VLAN participating in AutoVPN if not otherwise specified).

In this example, the VPC in AWS has been configured with a Route Entry to route 10.0.100.0/24 and
10.0.200.0/24 via the vMX deployed in AWS that has a VPN tunnel back to the Campus LAN site.

10.0.100.0/24 eni-084dcS07712b8175¢ [ @ Active No
10.0.200.0/24 eni-0840¢507712b8175¢ I3 @ Active Ne

17231.0.0/16 local © Active No

0.00.0/0 Igw-0ada19ch363289at6 @ Active No
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If the remote VPN peer (e.g. AWS) is configured in Routed mode, the static route is not required since
traffic will always be NAT'd to a local reachable IP address. Please also don't forget to create Network
Device groups on Cisco ISE for your network devices to be able to send authentication messages to Cisco

ISE. See the below example:

18. SD-WAN and Traffic Shaping Configuration: To configure Traffic Shaping settings for your Campus
LAN site. Navigate to Security and SD-WAN > Configure > SD-WAN and Traffic Shaping to configure
your preferred settings. For the purpose of this CVD, the default traffic shaping rules will be used to
mark traffic with a DSCP tag without policing egress traffic (except for traffic marked with DSCP 46) or
applying any traffic limits. (Please adjust these settings based on your requirements such as traffic
limits or priority queue values. For more information about traffic shaping settings on the MX devices,

please refer to the following article).

Uplink configuration

WAN 1 1 Gbps
WAN 2 1 Gbps
Cellular unlimited

details

details

details

WebEx, Skype

All Video & Music

All Advertising, All Software Updates, All Online Backups

Uplink selection
Global preferences
Primary uplink WAN 1 v
Load balancing Enabled
Traffic w nk ve
Management tr
®' Disabled
A erne 3 will use the primary up € by an uplink preference he p
Active-Active AutoVPN @ Enabled
Create VPN tunneils over all of the available uplinks (primary and secondary)
Disabled
Do not create VPN tunnels over the secondary uplink unless the primary uplink fails.
Traffic shaping rules
Default Rules Enable default raffic shaping rules v
Traffic Type DSCP tag
SIP (Voice) 46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)
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19. Optional - Configure Threat Protection (Requires Advanced License or above) for your Campus LAN
site. Navigate to Security and SD-WAN > Configure > Threat Protection and choose the settings that
meet your site requirements. Please see the following configuration example:

Threat protection

Advanced Malware Protection (AMP)

Mode © | Enabled w

Allow list URLs © There are no URLs on the Allow list.
Add a URL to the Allow list

Allow list files There are no files on the Allow list.
Add a file to the Allow list

Intrusion detection and prevention

Mode © [Prevention v |
Ruleset © [Balanced  v|
Allow list rules © There are no IDS rules on the Allow list.

Add an IDS rule to Allow list

20. Click on Save at the bottom of the page.

21. Optional - Configure Content Filtering Settings (Requires Advanced License or above) for your Campus
LAN site. Navigate to Security and SD-WAN > Configure > Content filtering and choose the settings
that meet your site requirements. Please see the following configuration example:

Category blocking

Block URLs by website and threat category. See the full category list.

© Block

Content categories @ Streaming Media X @ Gambling X
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URL filtering
Enter specific URLs to block or allow. You can use Category blocking to block a large number of sites by category rather than entering a list of specific URLs here. Learn more
® Block

Blocked URL list
*.example.com

v Allow

Allowed URL list .
news.exampie.com

22. Click on Save at the bottom of the page.

23. Core Switch Uplinks: On the Catalyst 9500 core switches, Connect their uplinks to the Primary WAN
Edge MX and power them both on.

24. Core Switch Network Access: Connect to the first C9500 switch via console and configure it with the
following commands:

Switch>en

Switch#conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch (config) #hostname 9500-01

9500-01 (config) #ip domain name meraki-cvd.local

9500-01 (config) #cdp run

9500-01 (config) #11dp run

9500-01 (config) #stackwise

Please reload the switch for Stackwise Virtual configuration to take effect
Upon reboot, the config will be part of running config but not part of start-up
config. 9500-01 (config-stackwise-virtual) #domain 1

9500-01 (config) #exit

9500-01 (config) #interface Twel/0/1

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface Twel/0/2

9500-01 (config-if) #switchport mode trunkk

9500-01 (config-if) #switchport trunk native vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 3
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9500-01 (config-if) #ip address dhcp
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 100
9500-01 (config-if) #ip address dhcp
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 200
9500-01 (config-if) #ip address dhcp
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 1923
9500-01 (config-if) #ip address 192.168.3.2 255.255.255.0
9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01#

9500-01#sh ip int brief

Interface IP-Address OK? Method Status Protocol
Vlan3 10.0.3.2 YES DHCP up up
V1anl00 10.0.100.2 YES DHCP up up
V1an200 10.0.200.2 YES DHCP up up
Vl1anl923 192.168.3.2 YES manual up up
GigabitEthernet0/0 unassigned YES NVRAM down down
TwentyFiveGigEl/0/1 unassigned YES unset up up
TwentyFiveGigE1l/0/2 unassigned YES unset up up

9500-01#ping 8.8.8.8

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/5 ms
9500-01#ping cisco.com

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 109/109/109 ms
9500-01#switch 1 renumber 1

9500-01#switch priority 5

9500-01#wr mem

Building configuration...

[OK]
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25. Core Switch Network Access: Connect to the second C9500 switch via console and configure it with
the following commands:

Switch>en

Switch#conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch (config) #hostname 9500-02

9500-02 (config) #ip domain name meraki-cvd.local

9500-01 (config) #ecdp run

9500-01 (config) #11dp run

9500-02 (config) #stackwise

Please reload the switch for Stackwise Virtual configuration to take effect
Upon reboot, the config will be part of running config but not part of start-up
config. 9500-02 (config-stackwise-virtual) #domain 1

9500-02 (config) #exit

9500-02 (config) #interface Twel/0/1

9500-01 (config-if) #switchport mode trunk

9500-02 (config-if) #switchport trnk native vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface Twel/0/2

9500-01 (config-if) #switchport mode access

9500-02 (config-if) #switchport access vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface vlan 3

9500-02 (config-if) #ip address dhcp

9500-02 (config-if) #no shut

9500-01 (config) #interface vlan 100

9500-01 (config-if) #ip address dhcp

9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 200

9500-01 (config-if) #ip address dhcp

9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface vlan 1923

9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01+#
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9500-01#sh ip int brief

Interface IP-Address OK? Method Status Protocol
Vlan3 10.0.3.3 YES DHCP up up
V1anl00 10.0.100.3 YES DHCP up up
V1an200 10.0.200.3 YES DHCP up up
V1anl923 unassigned YES manual up down
GigabitEthernet0/0 unassigned YES NVRAM down down
TwentyFiveGigE1l/0/1 unassigned YES unset up up
TwentyFiveGigEl/0/2 unassigned YES unset up up

9500-02#ping 8.8.8.8

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/5 ms
9500-02#ping cisco.com

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 109/109/109 ms
9500-02#switch 1 renumber 2

9500-02#switch priority 1

9500-02#wr mem

Building configuration...

[OK]

26. SVL Configuration: Now that both C9500 switches have access to the network, proceed to configure
the Stackwise Virtual Links per the port list provided above (In this case using two ports for the SVL
providing a total stacking bandwidth of 80 Gbps).

9500-01 (config) #interface HundredGigE1l/0/25
9500-01 (config-if) #stackwise-virtual link 1
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface HundredGigEl1/0/26
9500-01 (config-if) #stackwise-virtual 1link 1
9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#reload

Proceed with reload? [confirm]
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9500-02 (config) #interface HundredGigE1l/0/25
9500-02 (config-if) #stackwise-virtual link 1
9500-02 (config-if) #no shut

9500-02 (config-if) #exit

9500-02 (config) #interface HundredGigE1/0/26
9500-02 (config-if) #stackwise-virtual 1link 1
9500-02 (config-if) #no shut

9500-02 (config-if) #end

9500-02#wr mem

Building configuration...

[OK]

9500-02#reload

Proceed with reload? [confirm]

27. Connect Stacking Cables: Whilst the C9500 switches are reloading, connect the stacking cables on
both switches.

28. Verify Stackwise Configuration: Please wait for about 10 minutes for the switches to come back up
and initialize the stack. Then, connect to the 9500-01 (Stack Master) via console to verify that the stack
is operational. The stackwise-virtual link should be U (Up) and R (Ready).

9500-01#show stackwise-virtual

Stackwise Virtual Configuration:

Stackwise Virtual : Enabled

Domain Number : 1

Switch Stackwise Virtual Link Ports

1 HundredGigE1/0/25
HundredGigE1/0/26
2 HundredGigE2/0/25
HundredGigE2/0/26

9500-01+#

9500-01#show stackwise-virtual link

Stackwise Virtual Link (SVL) Information:

U-Up D-Down
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Protocol Status

1 1 HundredGigE1/0/25 U R
HundredGigE1/0/26 U R
2 1 HundredGigE2/0/25 U R
HundredGigE2/0/26 U R
9500-01+#

9500-01#show stackwise-virtual bandwidth

Switch Bandwidth

1 80G
2 80G
9500-01+#

9500-01#sh switch
Switch/Stack Mac Address : b0c5.3c60.fbal0 - Local Mac Address
Mac persistency wait time: Indefinite

H/W Current

Switch# Role Mac Address Priority Version State
1 Active b0c5.3¢c60.fbal 5 V02 Ready
2 Standby 40b5.c111.01e0 1 V02 Ready
9500-01+#
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29. Optional - Attach and configure stackwise-virtual dual-active-detection: DAD is a feature used to avoid
a dual- active situation within a stack of switches. It will rely on a direct attachment link between the
two switches to send hello packets and determine if the active switch is responding or not. Please note
that DAD cannot be applied to any SVL links and has to be a dedicated interface. For the purpose of
this CVD, interface HundredGigE1/0/27 and HundredGigE2/0/27 will be used for enabling DAD
between the two C9500 switches.

9500-01#configure terminal
9500-01 (config) #interface HundredGigE1l/0/27
9500-01 (config-if) #stackwise-virtual dual-active-detection

WARNING: All the extraneous configurations will be removed for HundredGigE1l/0/27 on
reboot.

INFO: Upon reboot, the config will be part of running config but not part of start-up
config.

9500-01 (config-if) #interface HundredGigE2/0/27
9500-01 (config-if) #stackwise-virtual dual-active-detection

WARNING: All the extraneous configurations will be removed for HundredGigE1l/0/27 on
reboot.

INFO: Upon reboot, the config will be part of running config but not part of start-up
config. 9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01#reload

Reload command is being issued on Active unit, this will reload the whole stack
Proceed with reload? [confirm]Connection to 10.0.3.2 closed by remote host.
Connection to 10.0.3.2 closed.

>>

9500-01#sh stackwise-virtual dual-active-detection

In dual-active recovery mode: No

Recovery Reload: Enabled

Dual-Active-Detection Configuration:

1 HundredGigE1/0/27 up
2 HundredGigE2/0/27 up
9500-01+#
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30. Configure Multiple Spanning Tree Protocol (802.1s). Connect to the 9500-01 (Stack Master) via
console and use the following commands:

9500-01 (config) #spanning-tree mst configuration
9500-01 (config-mst) #instance 0 vlan 3,100,200,1921,1922,1923
9500-01 (config-mst) #name regionl

9500-01 (config-mst) #revision 1

9500-01 (config-mst) #fexit

9500-01 (config) #spanning-tree mode mst

9500-01 (config) #spanning-tree mst 0 priority 4096
9500-01 (config) #exit

9500-01#wr mem

Building configuration...

[OK]

9500-01#

31. Verify Spanning Tree Configuration (Please note that interface Twe2/0/1 will be in STP blocking state
due to the fact that both uplinks are connected to the same MX edge device at this stage).

9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3c60.fbal
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)
Address b0c5.3¢c60.fba0

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
9500-01+#
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32. Configure STP Root Guard and UDLD on the Core Stack Downlinks:

9500-01l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #int Twel/0/23

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twel/0/24

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twe2/0/23

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #int Twe2/0/24

9500-01 (config-if) #spanning-tree guard root
9500-01 (config-if) #udld port aggressive
9500-01 (config-if) #fend

9500-01#wr mem

Building configuration...

[OK]

9500-01+#

33. Optional - STP Hygiene: It is recommended to configure STP Root Guard on all C9500 Core Stack
downlinks to avoid any new introduced downstream switches from claiming root bridge status.

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

9500-01 (config) #define interface-range stp-protect TwentyFiveGigEl/0/3 - 22
9500-01 (config) #interface range macro stp-protect

9500-01 (config-if-range) #spanning-tree guard root

9500-01 (config-if-range) #exit

9500-01 (config) #define interface-range stp-protect2 TwentyFiveGigE2/0/3 - 22
9500-01 (config) #interface range macro stp-protect2

9500-01 (config-if-range) #spanning-tree guard root

9500-01 (config-if) #fend

9500-01#wr mem

Building configuration...

[OK]

9500-01+#
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34. Optional - STP Hygiene: It is recommended to configure STP Loop Guard on all C9500 Core Stack
un-used stacking links.

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface HundredGigE1l/0/27
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if-range) #exit

9500-01 (config) #interface HundredGigE1l/0/28
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if) #exit

9500-01 (config) #interface HundredGigE2/0/27
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if-range) #exit

9500-01 (config) #interface HundredGigE2/0/28
9500-01 (config-if) #spanning-tree guard loop
9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

9500-01+#

35. Configure SVIs for your Campus LAN on the Core Stack:

9500-01 (config) #interface vlan 1921

9500-01 (config-if) #ip address 192.168.1.1 255.255.255.0
9500-01 (config-if) #no shut

9500-01 (config-if) #interface vlan 1922

9500-01 (config-if) #ip address 192.168.2.1 255.255.255.0
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #ip dhcp pool vlanl00

9500-01 (dhcp-config) #network 10.0.100.0 /24

9500-01 (dhcp-config) #default-router 10.0.100.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-confiqg) #ip dhcp pool vlan200

9500-01 (dhcp-config) #network 10.0.200.0 /24

9500-01 (dhcp-config) #default-router 10.0.200.1

9500-01 (dhcp-config) #dns-server 208.67.222.222 208.67.220.220
9500-01 (dhcp-config) #end

9500-01#wr mem

Building configuration...
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[OK]
9500-01+#

36. Verify your DHCP pool configuration:

9500-01#sh ip dhcp pool

Pool v1anl00

Utilization mark (high/low) : 100 / O
Subnet size (first/next) : 0 / O
Total addresses 254

Leased addresses O

Excluded addresses 0

Pending event : none

1 subnet is currently in the pool
Current index IP address range

10.0.100.1 10.0.100.1 - 10.0.100.254

Pool v1an200

Utilization mark (high/low) : 100 / O
Subnet size (first/next) : 0 / 0
Total addresses 254

Leased addresses 0

Excluded addresses 0

Pending event : none

1 subnet is currently in the pool

Current index IP address range
10.0.100.1 10.0.100.1 - 10.0.100.254
9500-01+#

37. Verify your SVI configuration:

9500-01#sh ip int brief | in Vlan

Vlan3 10.0.3.113 YES DHCP up
V1anl00 10.0.100.2 YES DHCP up
V1an200 10.0.200.2 YES DHCP up
Vlanl921 192.168.1.1 YES manual up
Vl1anl922 192.168.2.1 YES manual up
Vl1anl923 192.168.3.2 YES manual up
9500-01+#
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38. Configure Layer 2 Switchports, SGTs, and CST (Cisco TrustSec) on your Core Stack interfaces.
(Please note that enforcement has been disabled on downlink ports allowing it to happen downstream)

9500-01#conf t

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #cts sgt 2

9500-01 (config) #cts role-based enforcement vlan-list 3,11,12,21,22,30,40,100,200
9500-01 (config) #ip access-list role-based Allow_All
9500-01 (config-rb-acl) #permit ip

9500-01 (config-rb-acl) #exit

9500-01 (config) #cts role-based permissions default Allow_All
9500-01 (config) #interface TwentyFiveGigEl1/0/23

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 100
9500-01 (config-if) #switchport trunk allowed vlan 100,1921
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigEl1/0/24

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native wvlan 200
9500-01 (config-if) #switchport trunk allowed vlan 200,1922
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigE2/0/23

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native wvlan 100
9500-01 (config-if) #switchport trunk allowed vlan 100,1921
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt

9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01 (config) #interface TwentyFiveGigE2/0/24

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native wvlan 200
9500-01 (config-if) #switchport trunk allowed vlan 200,1922
9500-01 (config-if) #no cts role-based enforcement

9500-01 (config-if) #cts manual

9500-01 (config-if-cts-manual) #propagate sgt
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9500-01 (config-if-cts-manual) #policy static sgt 2 trusted
9500-01#wr mem

Building configuration...

[OK]

9500-01+#

39. Spare WAN Edge Connectivity: Follow these steps to create warm-spare with two MX appliances:
(Please note that this might result in a brief interruption of packet forwarding on the MX Appliance)

« Navigate to Security and SD-WAN > Monitor > Appliance status and click on Configure warm spare

Configure warm spare

« Now click on Enabled then choose the Spare MX from the drop-down menu and then choose the Uplink
IP option that suits your requirements (Please note that choosing Virtual IPs requires an additional IP
address on the upstream network and a single broadcast domain between the two MXs) then click on
Update

Configure warm spare

Warm spare Enabled Disabled
Device serial Q2SW-QD92-B5QP
Uplink IPs Use MX uplink IPs «

« Now click on Spare to access the Appliance status page of your Spare MX and click on the Edit button
to rename the spare unit (e.g. Secondary WAN Edge)

4
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Secondary WAN
Edge

MX250

« Then configure the following on your C9500 Core Stack:

9500-01#configure terminal

9500-01 (config) #interface Twel/0/2

9500-01 (config-if) #switchport mode trunk

9500-01 (config-if) #switchport trunk native vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-01 (config-if) #no shut

9500-01 (config-if) #exit

9500-01 (config) #interface Twe2/0/2

9500-01 (config-if) #switchport mode access

9500-01 (config-if) #switchport trunk native vlan 3

9500-01 (config-if) #switchport trunk allowed vlan 3,100,200,1923
9500-01 (config-if) #no shut

9500-01 (config-if) #end

9500-01#wr mem

Building configuration...

[OK]

« Then connect the Spare MX downlinks to your C9500 Core Stack (e.g. Spare MX port 19 to Twe1/0/2
and port 20 to Twe2/0/2)

o Then connect the Spare MX with its uplinks (This must match the uplink configuration on your Primary
WAN Edge)

« Power on the Spare MX and wait for it to come online on dashboard

Current master x

SPARE p
Passive; ready
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Pinging Secondary WAN Edge -

24 ms
—___-""--__

16 ms
8 ms

Oms*®

Lossrate: 10 %  Average latency: 20 ms

AL

Pinging Primary WAN Edge -
75 ms

50 ms

25 ms Pt e

Oms®

Lossrate: 0 %  Average latency: 39 ms

¢ You can also verify that your C9500 Core Stack interfaces to the Spare MX are up, and that the
redundant uplinks are in STP BLK mode

9500-01#sh ip interface brief

Interface IP-Address OK? Method Status
TwentyFiveGigE1l/0/2 unassigned YES unset up up
TwentyFiveGigE2/0/2 unassigned YES unset up up
9500-01#

9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3¢c60.fba0
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)
Address b0c5.3c60.fbal
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
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Twel/0/2 Desg FWD 2000
Twe2/0/1 Back BLK 2000
Twe2/0/2 Back BLK 2000
9500-01#

128.194 P2p
128.385 P2p
128.386 P2p

40. Access Policy configuration: When you're logged in dashboard, Navigate to Switching > Configure >

Access policies to configure Access Policies as required for your Campus LAN. Please see the

following example for two Access Policies; 802.1x and MAB.

Name

Authentication method

RADIUS servers ©

RADIUS testing ©
RADIUS CoA support ©

RADIUS accounting

802.1x

my RADIUS server e

# Host Port
1 172.3116.32 1812
dd a serve

RADIUS testing enabled v

RADIUS CoA enabled v

RADIUS accounting disabled v

Actions

Test

RADIUS attribute specifying group policy Filter-1d v

name

Host Mode © Single-Host v

Access policy type © 802.1x v

Guest VLAN 30

Failed Auth VLAN %™ g 30

Re-authentication Interval %™ g

Critical Auth VLAN %™ g Data Voice
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Voice VLAN clients
URL redirect walled garden ©

URL redirect walled garden ranges

Systems Manager enroliment:

Switch ports

| Bypass authentication v

| Walled garden is enabled v |

swcentral.acme.corp

What do | enter here?

| Systems M Enrol disabled v

There are currently 0 Switch ports using this policy

Name

Authentication method

RADIUS servers ©

RADIUS testing ©
RADIUS CoA support @

RADIUS accounting

MAB

my RADIUS server v

# Host Port Secret

1 172.3116.32 1812 senssnsnnnnen

Add a server

RADIUS testing enabled v |

| RADIUS accounting disabled v i

Actions

Test

RADIUS attribute specifying group policy [Fiter-1d |
name
Host Mode © | Single-Host v

Access policy type @

Guest VLAN

Failed Auth VLAN 574 g

Re-authentication Interval 5™ @

Critical Auth VLAN 57 @

P
MAC authentication bypass v |
30

30

Data Voice
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Voice VLAN clients Require authentication v |

URL redirect walled garden © (Walld garden s disabied v

Systems Manager enrollment: y ger Enroliment disabled v |

Switch ports There are currently 0 Switch ports using this policy|

41. Adaptive Policy Configuration: Configure Adaptive Policy for your Campus LAN. When you're logged
in dashboard, Navigate to Organization > Configure > Adaptive Policy then click on the Groups tab on
the top. There should be two groups (Unknown, Infrastructure) that are already available. Click on
Add group to add each group required for your Campus LAN. You need to fill in the Name, the SGT
value, and a description then click on Review changes then click on Submit. Please see the following

examples.
Summary
You are adding a group with following info:
Name Corp
SGT Value 10
Description For all Corp devices
Policy Object
Binding
Infrastructure 2
-
BYOD 0
Guest 0
40 For all 10T devices
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42. Adaptive Policy Configuration: Configure Adaptive Policy for your Campus LAN. When you're logged
in dashboard, Navigate to Organization > Configure > Adaptive Policy then click on the Policies tab
on the top. The source groups are on the left side, and the destination groups are on the right side.
Select a source group from the left side then select all destination groups on the right side that should
be allowed then click on Allow and click on Save at the bottom of the page. Next, select a source
group from the left side then select all destination groups on the right side that should be denied (i.e.
Blocked) then click on Deny and click on Save at the bottom of the page. After creating the policy for
that specific source group, the allowed destination groups will be displayed with a green tab and the
denied destination groups will be displayed with a red tab. Repeat this step for all policies required for
all Groups (Allow and Deny).

Source groups Destination groups

D otcies seectes v o .

[Source groups Destination groups

B soscies seiected v ® *

Source groups Destination groups

n policies selected v @ -
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Source groups Destination groups

Source groups Destination groups

Source groups Destination groups

) poscies seiected v @ *

43. Access Switch Ports Preparation: MS390 switches support a maximum of 1000 configured VLANs
and given that the default configuration has all switchports in Trunk mode with Native VLAN 1 and
allowed VLANs 1-1000 (consuming the 1000 limit already), Dashboard will not allow for the
configuration of this design to be saved (i.e. configuring VLAN 1921/1922 as this will breach the 1000
VLANS limit). As such, ports will need to be configured with a different range or VLAN set other than
the default settings before applying the configuration needed for this design. It is therefore
recommended to configure ALL ports in your network as access in a parking VLAN such as 999. To do
that, Navigate to Switching > Monitor > Switch ports then select all ports (Please be mindful of the
page overflow and make sure to browse the different pages and apply configuration to ALL ports) and
then make sure to deselect stacking ports (as you cannot change configuration on dedicated stacking
ports) then click on the Edit button and configure all ports as shown below:
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Switchports forthe last day ~

Edit Aggregate Split = Mirror Unmirror | Tags « lbearch,.. ~ help 208 switchports, 208 selected (
Switch / Port Name & Tags Enabled Type
MS390-01 /1 details C9500-01 (Port 23) Stack1l Uplink enabled  trunk
C9300-01/ C9300-NM-8X / 1 details C9500-01 (Port 24) Stack2 Uplink enabled  trunk
MS390-02 / 1 details C9500-02 (Port 23)  Stackl Uplink enabled  trunk
C9300-02 / C9300-NM-8X / 1 details C9500-02 (Port 24) Stack2 Uplink enabled  trunk
O MS390-02 / Dedicated stack port 2 details

(J  MS390-02 / Dedicated stack port 1 details

O MS390-01 / Dedicated stack port 2 details

O MS390-01 / Dedicated stack port 1 details

(J C9300-01/ Dedicated stack port 2 details

(J C9300-01/ Dedicated stack port 1 details

<122
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(J C9300-02 / Dedicated stack port 2 details

(J C9300-02 / Dedicated stack port 1 details

Edit

Switchports for the last day ~

Tags ~

Search...

-

help 208 switchports, 200 selected (deselect all)

Update 200 ports

Name

Port status

Type

Access policy

VLAN

Voice VLAN

1ink mamatistinn

C9300-01/8x10G /8
C9300-01/8x10G /7
C9300-01/8x10G /6
C9300-01/8x10G /5
C9300-01/8x10G/ 4
C9300-01/8x10G /3
C9300-01/8x10G /2
C9300-01/8x10G /1
C9300-01/4x10G [ 4
C9300-01/4x10G /3
C9300-01/4x10G [ 2
C9300-01/ 4x10G /1
C9300-01/2x40G /2
C9300-01/2x40G /1

|

Enabled

Trunk Access ‘

-~

Open

999

Cancel Update

« IMPORTANT - The above step is essential before proceeding to the next steps. If you proceed to the
next step and receive an error on Dashboard then it means that some switchports are still configured
with the default configuration. Please revisit the Switching > Monitor > Switch ports page and ensure

that no ports have a Trunk with allowed VLANs 1-1000
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44. Access Switch Ports Configuration: Configure Uplink Ports on your Access Switches. When you're
logged in dashboard, Navigate to Switching > Monitor > Switch ports, then select your uplink ports
and configure them as shown below. (Tip: You can filter for ports by using search terms in dashboard):

Switch [ Port

Name

Port status

Settings are applied to all ports selected, including all ports in aggregate groups

MS390-02 /1
MS390-01/1

Enabled Disabled

dl

Port isolation

Type Trunk Access
Native VLAN ‘ 100 ‘
Allowed VLANSs ‘ 1001921 ‘
Link negotiation Auto negotiste =
R3TE Enabled Disabled <— STP Enabled
el Disabled -

I
Port schedule Unscheduled -

Enabled Disabled

Peer SGT capable

Adaptive policy group

Storm control

AruSted AL Enabled Disabled <— Enable Trusted DAI
on Uplink Ports
UL Alert | Enf : T H ‘1 fi
ertonly nforce <— Enable UDLD in Enforce Mode
The port will be shut down temporarily if UDLD detects an error.
Recommended on point-to-point links to prevent loops.
Tags

Uplink X

Enabled <— Enable for Uplink Ports

r—

<— Must be Group: 2

‘ 2: Infrastructure

| Enabled

Disabled

+ <— Add tags for ease of Management
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Settings are applied to all ports selected, including all ports in aggregate groups

Switch / Port C9300-01/ C9300-NM-8X /1
C9300-02 ] C9300-NM-8X /1

Name l

Port status ‘ Enabled Disabled
Type ‘ Trunk Access

Native VLAN ‘ 200 ‘
Allowed VLANs ‘ 2001922 ‘
Link negotiation .
g Auto negotiate =
RSTP | Enabled Disabled
STP guard z
9 Disabled v
Port schedule ectaaidad -
Rork\soltion Enabled Disabled
Ttaa Ded Enabled Disabled
UDLD Alert only Enforce ‘
The port will be shut down temporarily if UDLD detects an error.
Recommended on point-to-point links to prevent loops.

Tags
g Uplink x +

Peer SGT capable Enabled Disabled
Adaptive policy group 2: Infrastructure T
Storm control Enabled Disabled
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45. Optional - For ease of management, it is recommended that you rename the ports connecting to your
Core switches with the actual switch name / Connecting port as shown below.

Switch f Port Name a Tags Enabled Type VLAN Allowed VLANs
MS390-01 /1 details C9500-01 (Port 23) Stackl enabled trunk native 100 100,921
C9300-01/ C9300-NM-8X / 1 details C9500-01 (Port 24) Stack2 Uplink enabled trunk native 200 2001922
MS380-02 [/ 1 details C9500-02 (Port 23) Stackl Uplink enabled trunk native 100 100,921
C9300-02 / C9300-NM-8X / 1 details C9500-02 (Port 24)  Stack2 Uplink enabled trunk native 200 200,1922

46. Access Switch Ports Configuration: Configure Wired Client Ports (802.1x) on your Access Switches.
Navigate to or Refresh Switching > Monitor > Switch Ports, then select your Wired Client ports (5-8)
and configure them aso shown below. (Tip: You can filter for ports by using search terms in dashboard)

Switchports for the last day ~

5-8 MS390 >

Settings are applied to all ports selected, including all ports in aggregate groups

Switch / Port MS390-01/5
MS390-01/6
MS390-01/7
MS390-01/8
MS390-02 /5
MS390-02 /6
MS390-02 /7
MS390-02/8

Name

Port status

Enabled Disabled
Type Trunk Access
A
Access policy 802.1x .
VLAN 1
Voice VLAN
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Link negotiation ¥
9 Auto negotiate

RSTP [ Enabled Disabled

e BPDU guard

Port schedule
u Unscheduled

Port isolation Enabled Disabled ‘
ubLo ‘ Alert only Enforce

shut down.
Tags
802.1x X Wired x Clients x +
Adaptive policy group €
Storm control Enabled Disabled

Alerts will be generated if UDLD detects an error, but the port will not be

SWitChportS for the last day ~

Edit @ Aggregate Split | Mirror Unmirror Tags ~

5-8 C9300

Settings are applied to all ports selected, including all ports in aggregate groups

Switch [ Port C9300-01/5
C9300-01/6
C9300-01/7
C9300-01/8
C9300-02/5
C9300-02/6
C9300-02/7
C9300-02/8

Name

Port status

Enabled Disabled
Type Trunk m
) A
Access policy 802.1x
VLAN I 12

Voice VLAN ‘
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Link negotiation :
; e Auto negotiate >
RSTE Enabled Disabled
TP
STFiguard BPDU guard -
Port schedule
. Unscheduled -
Port isolation Enabled Disabled
UDLD Alert only Enforce
Alerts will be generated if UDLD detects an error, but the port will not be
shut down.
Tags
X € X er +
Adaptive policy group © -
PRSI Cor) Enabled ‘ Disabled

47. Access Switch Ports Configuration: Configure Wired Client Ports (MAB) on your Access Switches.
Navigate to or Refresh Switching > Monitor > Switch Ports, then select your Wired Client ports (9-12)
and configure them as shown below. (Tip: You can filter for ports by using search terms in dashboard)

Settings are applied to all ports selected, including all ports in aggregate groups

Switch [ Port MS390-01/9
MS390-01/10
MS390-01/ 11
MS390-01/12
MS390-02/9
MS390-02 /10
MS390-02 /1
MS390-02 /12

Name

Port status

Enabled Disabled
Type Trunk Access
Y
Access policy MAB -
VLAN 1
Voice VLAN
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Link negotiation

Auto negotiate -
RSTP @ Disabled
STP guard BPDU guard ki
Port schedule Unscheduled v

Port isolation Enabled Disabled ‘
uDLD Alert only Enforce

Alerts will be generated if UDLD detects an error, but the port will not be|
shut down.

Tags
Clients x MAB x Wired x +

PoE Enabled Disabled

Adaptive policy group &

Storm control Enabled Disabled

I

Settings are applied to all ports selected, including all ports in aggregate groups

Switch / Port C9300-01/9
C9300-01/10
C9300-01/M
C9300-01/12
C9300-02/9
C9300-02 /10
C9300-02/Mm
C9300-02 /12

Name ‘

Port status ‘ Enabled Disabled
Type Trunk Access ‘

Access policy MAB -

VLAN | 12

Voice VLAN ‘
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48. Access Switch Ports Configuration: Configure MR Ports on your Access Switches. Navigate to or
Refresh Switching > Configure > Switch Ports, then select your ports connecting to MR Access Points
(13-16) and configure them as shown below. (Tip: You can filter for ports by using search terms in

dashboard)

Switch [ Port

Name

Port status

MS390-01/13
MS390-01/14
MS390-01/15
MS390-01/16
MS390-02/13
MS390-02/14
MS390-02/15
MS390-02/16

Port schedule

Port isolation

Trusted DAI

ubLD

Tags

Peer SGT capable

Adaptive policy group

Storm control

Enabled . Disabled

Type Trunk - Access
A

Native VLAN 100
Allowed VLANs . 11,21,30,100
Link negotiation Auto negotiate -
RSTP w Disabled
STP guard BPDU guard i

Unscheduled -

Enabled Disabled
. Enabled Disabled

Alert only Enforce

Alerts will be generated if UDLD detects an error, but the port will not be|
shut down.

Enabled Disabled

2: Infrastructure X -

Enabled Disabled
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Switch / Port C9300-01/13
C9300-01/14
C9300-01/15
C9300-01/16
C9300-02/13
C9300-02 /14
C9300-02 /15
C9300-02 /16

Name

Port status

Enabled Disabled
Type Trunk Access
Native VLAN ‘ 200 ‘

Allowed VLANs

12,22,40,200 ‘

RSTP Enabled Disabled
STP guard
" BPDU guard w
P hedul
Drtachesie Unscheduled -
Port lolstion Enabled Disabled
Trusted DAI Enabled Disabled
e Alert only Enforce
Alerts will be generated if UDLD detects an error, but the port will not be|
shut down.
Tags
MR x Stack2 x WLAN x +
PoE

Enabled Disabled

Peer SGT capable Enabled Disabled

i

Adaptive policy group ‘ 2: Infrastructure X -

Storm control Enabled Disabled

i

© 2024 Cisco and/or its affiliates. All rights reserved. Page 234 of 355



49. Optional - Access Switch Ports Configuration: Configure unused ports on your Access Switches such
that they are disabled and mapped to a parking VLAN such as 999. Navigate to Switching > Monitor >
Switch Ports and filter for any unused ports (e.g. 17-24) and configure them as shown below.

SWitchports for the last day ~
unused ~  help 32 of 208 switchports

Switch [ Port Name a Tags Enabled Type VLAN Status

M35380-01 /17 details Unused disabled access 999 | |
MS390-01/ 18 details Unused disabled access 999 [ ]
MS390-01 /19 details Unused disabled access 999 | |
MS390-01/ 20 details Unused disabled access 999 | |
MS390-01/ 21 details Unused disabled access 999 | ]
MS390-01/ 22 details Unused disabled access 999 | ]
MS390-01/ 23 details Unused disabled access 999 | |
MS390-01 [ 24 details Unused disabled access 999 | |
MS390-02 / 17 details Unused disabled access 909 | |
MS390-02 [ 18 details Unused disabled access 999 | |
MS390-02 / 19 details Unused disabled access 999 | |
MS380-02 | 20 details Unused disabled access 999 | |
MS390-02 / 21 details Unused disabled access 999 | ]
MS390-02 / 22 details Unused disabled access 999 | ]
MS390-02 / 23 details Unused disabled access 999 [ ]
MS390-02 | 24 details Unused disabled access 999 | |
C9300-01/ 17 details Unused disabled access 999 | |

50. Rename Wireless SSIDs: To configure your SSIDs per the above table, first navigate to Wireless >
Configure SSIDs then rename the SSIDs per your requirements (Refer to the above table for
guidance).

« SSID#1 (First column, aka vap:0, enabled by default): Click on rename and change it to Acme Corp

« SSID#2 (Second column, aka vap:1): Click on rename and change it to Acme BYOD, then click on the
top drop-down menu to enable it

o SSID#3 (Third column, aka vap:2): Click on rename and change it to Guest, then click on the top drop-
down menu to enable it

o SSID#4 (Fourth column, aka vap:3): Click on rename and change it to Acme loT, then click on the top
drop- down menu to enable it

« Click Save at the bottom of the page
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Acme Corp Acme BYOD
[enabied v [enabied v
rename rename

edit settings edit settings
Open Open

None None
unlimited unlimited
Meraki DHCP Meraki DHCP
yes no

no no

nfa nfa

Disabled Disabled

no no

n/a nfa

| enabled V|
rename

edit settings
Open

None
unlimited
Meraki DHCP
no

no

n/a

Disabled

no

n/a

Acme loT
(enatied V]
rename

edit se umgg
Open

None
unlimited
Meraki DHCP
no

no

n/a

Disabled

no

n/a

51. Configure Access Control for Acme Corp: Navigate to Wireless > Configure > Access control then
from the top drop-down menu choose Acme Corp.

Access control

Acme Corp -

Security

Mot all security methods are compatible with Cisco ISE splash page

Any user can assc

Any user can associate with data encryption

MAC-based access control {no encryption)

RADIUS server is queried at association time

Q Enterprise with

User credentials are validated with B02.1X at assoc

Identity PSK with RADIUS

ces afe assigned a group policy based on its passphrase

RADIUS server is queried at association time to obtain a passphrase for

my RADIUS server ~  q——— Choose this option for Cisco ISE integration

a device based on its MAC address

Basic info he
SSID (name) Acme Corp
SSID status Enabled Disabled
Hide SSI0
i
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Choose the WPA encryption method

# Host IP or FQDN Port

You have no servers defined

Add server 3 max.

RADIUS testing &
RADIUS CoA support €

RﬂDIpSI attribute . Li] Alrespace-ACL-Name ~
specifying group policy
name

'WPA encryption & - e p .
RAZ oney suitable for your Campus LAN
BO2ZNMw O Enabled (allow unsupported clients)
Required (reject unsupported clients)
© Disabled (never use) 4——— Disable 8o2.11w if it’s not required
Mandatory DHCP | Enable Mandatory DHCP
Enabled Disabled — . . ”
] to block self-assigned IPs
RADIUS
RADIUS servers
# Host IP or FQDN Port Secret Test Actions
Il 1 172.31.16.32 1812 ssssssssssnns | Test | e
Add server 3 max.
RADIUS accounting servers
Secret Actions
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© External DHCP server assigned

wireless cameras.

Bridged

Layer 3 roaming

Tunneled

VLAN tagging &

RADIUS override ©&

RADIUS guest VLAN @

Bonjour forwarding

Enabled

Meraki devices operate transparently (do not perform NAT or DHCP). Wireless clients will receive DHCP leases from a
server on the LAN or use static IPs. Use this for wireless clients requiring seamless roaming, shared printers, and

Disabled
# AP tags VLAN ID
I 1 Zonel 1 x
I 2 Zonez2 12 x
Default 0
Add VLAN 20 max.
Override VLAN tag ‘ Ignore VLAN attribute

m
3
Y
=
@
=]

Disabled ‘

Enabled Disabled
Bridge mode and layer 3 roaming only
« Click Save at the bottom of the page
Adaptive Policy Group | 10: Corp v

Bridge mode and NAT mode

only

« Please Note: Adaptive Policy Group feature is not currently available in the New Version of the Access.
You will need to click on View old version

View old Version

which is available at the top right corner of the page to be able to access this and configure the Adaptive
Policy Group (10: Corp). Then, please click Save at the bottom of the page.
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52. Configure Access Control for Acme BYOD: Navigate to Wireless > Configure > Access control then
from the top drop-down menu choose Acme BYOD.

Access control

Acme BYOD

Basic info

SSID (name)

Acme BYOD
SSID status Enabled Disabled
Hide SSID
Security v
Mot all security methods are compatible with Cisco ISE splash page
] 55 )
i with |
ass
MAC-based access control (no encryption)
RADIUS 5 queried at association time
O Enterprise with
my RADIUS server «
antials are validated with 802.1X at association time
Identity PSK with RADIUS
RADIUS server is queried at association time to obtain a passphrase for a device based on its
are assig 1 ased on its pass| phra
WPA encryption €& WPA2 only ~
8021w & Enabled (allow unsupported clients)
Required (reject unsupported clients)
O Disabled (never use)

Mandatory DHCP Enabled Disabled
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Splash page

tion methods are compatible with WPAZ-Enterprise auth

enticatior

Add server

RADIUS accounting servers

Add server

B RADIUS testing ©
RADIUS CoA support ©

RAGIUS stiiinte ° Airespace-ACL-Name ~
specifying group policy
name

0 c SE) Authentication €
enro nt 0
o
RADIUS
RADIUS servers
N ecret
([ 172.3116.32 1812 sessrnssnenas Test
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© External DHCP server assigned

server on the LAN or use static IPs. Use this for wireless clients
wireless cameras.

Bridged Tunneled

Layer 3 roaming

VLAN tagging @ @

RADIUS guest VLAN @ Enabled

Bonjour forwarding

Enabled
Bridge mode and layer 3 roaming only

i

Meraki devices operate transparently (do not perform NAT or DHCP). Wireless clients will receive DHCP leases from a

requiring seamless roaming, shared printers, and

Disabled

# AP tags VLAN ID
I 1 Zonet 21 *®
Il 2 Zone2 22 x
Default 0
Add VLAN 20 max.
RADIUS override & Override VLAN tag Ignore VLAN attribute

Disabled

Disabled

+ Click on

View old Version

which is available on the top right corner of the page, then choose the Adaptive Policy Group 20: BYOD

and then click on Save at the bottom of the page.

Adaptive Policy Group | 20: BYOD v|
Bridge mode and NAT mode

only
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53. Configure Access Control for Guest: Navigate to Wireless > Configure > Access control then from

the top drop-down menu choose Guest.

Basic info v
SSID (name) Ut
SSID status Enabled Disabled
Hide SSID
Security
© Open (no encryption)

ARY USGT CBf ociate

Opportunistic Wireless Encryption (OWE)

ANy user car ciate with data encryption

Pre-shared key (PSK)

ars must enter a passphrase to associate

MAC-based access control (no encryption)

RADIUS server is queried at association time

Enterprise with

a5 are ) 1 BC Xata A

Identity PSK with RADIUS

] ver is que 1 at ass a pa ¥ 1 A )

Identity PSK without RADIUS

D es are assigned a group policy based on its passphrase
WPA encryption © None

r®

w e
Man r HCP )
andatory DHC Enabled Disabled
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Splash page ciick-tr

Mot all splash authentication methods are compatible with Open authentication

Mone (direct access)

Users can acc

© Click-through

Users mus’

v and acknowledge your splash page before bein

Sponsored guest login

terav

sponsor and own email address b

Sign-on with

Users must en

2f @ username and passv efore being allowed on the network

Sign-on with SMS Authentication

ivé an authonz

Users enter a mobil

After a trial per

e number and rec

via SMS

ts, you will need to connect with

Endpoint management enroliment @

Only devices enrolled in ¢

can access t

Billing (paid access) @

Users ch

e from various pay-for

Only

abled SSID may

unt on the Network-wide se

Advanced splash settings

Captive portal strength © Block all access until sign-on is complete

© Allow non-HTTP traffic prior to sign-on

O Default

Default for your settings: Open

Walled garden © Enabled

Controller disconnection Open

behavior € Devices can use the network without seeing a splash page, unless they are explicitly blocked
Restricted

Only currently associated clients and whitelisted devices will be able to use the network
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Client IP and VLAN

Meraki AP assigned (NAT mode)

©Q External DHCP server assigned

Bridged Tunneled

Layer 3 roaming

VLAN tagging ©

Enabled Disabled
-~
Defaut 30
VLAN 2
o Disabled
Bonjour forwarding Enabled Disabled

« Click Save at the bottom of the page

« Click on the top right corner of the page on "View Old Version" then choose the Adaptive Policy Group

30:Guest then click on Save at the bottom of the page

Adaptive Policy Group | 30: Guest v/

Bridge mode and NAT mode

only

« Navigate to Wireless > Configure > SSID availability and configure broadcast via Tag = Zone 1

SSID availability

SSID: | Guest v

Visibility | Advertise this SSID publicly v

Per access point Er.::_: on some access p.:. nts... v |

availability @

Scheduled availability

1access point matched

54. Configure Access Control for Acme loT: Navigate to Wireless > Configure > Access control then
from the top drop-down menu choose Acme loT. (Please note that in this example Acme loT SSID has

been configured with iPSK without Radius).

« Navigate to Network-wide > Configure > Group policies, then create a group policy for loT devices and

click Save at the bottom of the page
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« » Network-wide

Switch

= Wireless

Monitor

Clients

{/ security & SD-WAN

Traffic analytics
Topology

Packet capture

Configure

General
Administration
Alerts

Group policies

Layer 7 firewall

DNS layer protection (Cisco
Umbrella)

Traffic shaping

Wireless only

VLAN

Any Any

« This function is only available when 'Custom network firewall & shaping rules' is selected.
* There was an error during the provision process. Please contact Meraki support.

| Tag VLAN ~| 40

Any Default rule

Event log Sentry policies
e, Cameras Map & floor plans Users
Add devices
" Environmental
Group policies » lOT
Name loT
Schedule © | Scheduling disabled
Bandwidth & | Use network default vJ' L
Hostname visibility :-Use network default v-
Firewall and traffic shaping © Use network firewall & shaping rules v
Layer 3 firewall # Policy Protocol Destination Port Comment Actions

« Then, Navigate to Wireless > Configure > Access control and choose Acme IoT from the top drop-
menu and configure settings as shown below, First choose iPSK without Radius from the Security menu:

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 245 of 355



Access control

Acme loT -

Basic info

SSID (name) Acme loT

$SID status Enabled Disabled

Hide SSID

© Identity PSK without RADIUS

Devices are assigned a group policy based on its passphrase

There are no Identity PSKs configured. Add an Identity PSK.

e Then, click on Add an identity PSK:

Add Identity PSK

Note: You may not edit or view passphrase after Identity PSK has
been created

Name loT

PaSSphraSB sessessBeRRRRRRRS @
Group o=

Policy

Cancel Add

O Identity PSK without RADIUS

Devices are assigned a group policy based on its passphrase

Search Identity PSKs... 1 Identity PSK m

Name A Pre-Shared Key Group Policy

O loT sesssssne @ loT
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WPA encryption © WPA1 and WPA2 ~

B021r & Enabled
Adaptive
© Disabled

BO21w O Enabled (allow unsupported clients)

© Disabled (never use)

Mandatory DHCP Enabled Disabled

Client IP and VLAN ]

Meraki AP assigned (NAT mode)

T
Bridged Tunneled
Layer 3 roaming
VLAN tagging © Enabled Disabled
s
Default 40
Add VLAN 2
RADIUS override © Override VLAN tag Ignore VLAN attribute
10 Disabled
Bonjour forwarding Enabled Disabled
Bridge mode and layer 3 roam L
Assign group policies by device type

Enabled Disabled

« Click on Save at the bottom of the page
e Click on

View old Version

at the top right corner of the page then choose the Adaptive Policy Group 40: loT then click on Save at
the bottom of the page.

Adaptive Policy Group | 40: 10T v]
Bridge mode and NAT mode

only

« Navigate to Wireless > Configure > SSID availability and configure broadcast via Tag = Zone 2
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SSID availability

SSID: [ Acme loT

Scheduled availability

Y enabie on acq

| disabiedc v |

. bafl
Visibility |"A:1-;n_‘!'.\se this SSID publicly v
Per access point [ Enabled on some access points... v
availability @

oints wit

1access point matched

55. Enabling Stacking on your MS390 and C9300 Switches in Meraki Dashboard: Please follow these

steps.

A. Connect a single uplink to each switch (e.g. Port 1 on MS390-01 to Port TwentyFiveGigE1/0/23 on

C9500)

Make sure all stacking cables are unplugged from all switches

C. Power up all switches

Verify that your C9500 Stack downlinks are up and not shutdown

9500-01#sh ip interface brief

Interface
TwentyFiveGigE1l/0/23
TwentyFiveGigEl/0/24
TwentyFiveGigE2/0/23
TwentyFiveGigE2/0/24
9500-01#

IP-Address
unassigned
unassigned
unassigned

unassigned

OK?
YES
YES
YES

YES

Method Status
unset up
unset up
unset up

unset up

Protocol
up
up
up
up

E. Wait for them to come online on dashboard. Navigate to Switching > Configure > Switches and check

the status of your Access Switches

# Name

1 B MS390-02

2 @ MS390-01

3 @ C9300-02

4 @ C9300-01

MAC address

2¢:31:0b:0f:ec:00

2c:31:0b:04:7e:80

4c:e1:75:b0:bac00

ad:b4:39:5f:2a:80

Meodel

M5390-24-HW

M53390-24U-HW

C9300-24U

C9300-24U

Connectivity

Serial number

Configuration status

Q3EA-TXLN-JBUX Up to date
Q3EC-LV4U-EC25 Up to date
Q5TC-F2Y8-5XL7 Up to date

Q5TC-UKPT-368JK

Mot up to date

Firmware version

M5 15.14

M5 15.14

M5 15.14

M5 15.14

Rows per page

Local IP @
10.0.100.4
10.0.100.3
10.0.200.4
10.0.200.3
10 €| 1] »
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F. After they come online and download their configuration and firmware (Up to date) you can proceed to
the next step. You can see their Configuration status and Firmware version from Switching > Configure
> Switches

# Name

MAC address Model

1 @ MS390-02 2¢:31:0b:0f:e¢:00 MS390-24-HW

2 B MS390-01 2c:3f:0b:04:7e:80 MS390-24U-HW

3 m C9300-02 4c:e1:75:00:ba:00 C9300-24U

4 @ C9300-01 ad:bd:39:5f:2a:80 C9300-24U

Connectivity Serial number

Q3EA-THLN-JBUX

Q3EC-LV4U-EC25

Q5TC-F2Y8-5XL7

Q5TC-UKPT-38JK

Configuration status Firmware version Local IP @

Up to date M3 15.14 10.0.100.4

Up to date MS 15.14 10.0.100.3

Up to date MS 15.14 10.0.200.4

Up to date M3 15.14 10.0.200.3
Rowsperpage 10 = < 1 H

G. Enable stacking in dashboard by Navigating to Switching > Monitor > Switch stacks then click on add

one

Configured stacks

Detected potential stacks

No potential stacks detected

Switch stacks overview

There are no configured stacks in this network. If you add one, we can help you configure it.

H. Then give your stack a name and select it's members and click on Create

SWITEH STACKS

Create new stack

Mame: [Stacki-Ms380 ]

Stack members

4 switches: 2 checked

=/ Name Serial number Model
C9300-01 QSTC-UKPT-36JK M5390-24
€9300-02 QSTC-F2Y8-5%L7 M5390-24
M5390-01 Q3EC-LVAU-EC25 M5390-24U
MS5360-02 QIEA-TALN-JEUX M5390-24
[ croxe |
[Configured stacks
1 switch stack Add a stack
Stack Name Stack Members
Stack1-MS380 M3390-01

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 249 of 355



I. Now click on Add a stack to create all other stacks in your Campus LAN access layer by repeating the

above steps

Configured stacks
1 switch stack

Stack Name Stack Members

Stack1-MS390 MS390-01 M5390-02

Add a stack

Create new stack

Mame: [stack2-€9300 ]

Stack members

2 switches: 2 checked

Name Serial number

£9300-01 Q5TC-UKPT-36.JK
B c9300-02 Q5TC-F2Y8-5ML7

Model
ME390-24

M5390-24

Switch stacks overview

Configured stacks
2 switch stacks
Stack Name Stack Members
Stackl-M5390

S1ack2-Co3I00

Add a stack

J. Power off all access switches
K. Disconnect all uplink cables from all switches
L.
M. On the master switches, plug the uplink again
N.

logo is upright
O.

Power on your master switches first, then power other stack members

Nominate your master switch for each stack (e.g. MS390-01 for stack1 and C9300-01 for stack2)

Plug stacking cables on all switches in each stack to form a ring topology and make sure that the Cisco

Wait for the stack to come online on dashboard. To check the status of your stack, Navigate to
Switching > Monitor > Switch stacks and then click on each stack to verify that all members are online

and that stacking cables show as connected
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SWITCH STACKS

Stack1-MS390 -~

Overview Manage members Clone and replace member Layer 3 routing

Members (2) configure ports in this stack

Name: MS390-01 Status: ® Blink LEDs > Model: MS390-24U

1 3 & 7 11 13 15 17 19 21 23

jr: . D.DDDD No module connected EEI
ssssswEN | | =

2 4 8 10 12 14 16 18 20 22 24

Name: MS390-02 Status: ® Blink LEDs > Model: MS390-24

N EEEER
..E“E"E@ ' No module connected

--

Il
Il
L

SWITCH STACKS

Stack2-C9300 -

Overview Manage members Clone and replace member  Layer 3 routing

Members (2) configure ports in this stack

Name: C9300-01 Status: ® Blink LEDs »> Model: MS390-24

3008 9 n 13 15 17 19 21 23

Aasasama ) [NNN
s vseY v S8 0 C

4 10 12 14 16 18 20 22 24

[

Name: C9300-02 Status: ® Blink LEDs > Model: MS390-24

3 5 9 n 13 15 17 19 21 23

ARAaARRme [ OmEAN
sesssu B 5 MMMM 00

4 10 12 14 16 18 20 22 24 =

[
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Q. Plug uplinks on all other non-master members and verify that the uplink is online in dashboard by
navigating to Switching > Monitor > Switch stacks and then click on each stack to verify that all uplinks
are showing as connected however they should be in STP discarding mode.

SWITCH STACKS

Stack1-MS390 -

Overview Manage

Members (2) configure ports in this stack

Name: MS5350-01 Status: @

Name: MS390-02 Status: @

members Clone and replace member

Layer 3 routing

Blink LEDs > Model: MS390-24U

e br e s 13 15 17 18 21 23 H

CINAAE SREEAE |
SEEEEE ERODIOE oo
2 4 & B8 H |

10 12 14 16 18 20 22 24

Blink LEDs >

8 M 13 15 17 19 2 23

E“E DDDDDD No module connected |

0 12 14 16 18 20 22 24 : | =

-l
(-
- [
-~

SWITCH STACKS

Stack2-C9300 ~

Members (2) configure ports in this stack

Name: C9300-01 Status: ®

Name: C9300-02 Status: ®

Overview Manage members ‘lone and replace member

Blink LEDs [ 3 Model: MS390-24

n \3 15 17 19 21 23

aaasaeae ([ DmmN
YSUEEEEE [0 MMMM

0 12 14 16 18 20 22 24

Blink LEDs [ Model: MS390-24

TSl T
seSEsE NN | || MMMM

10 12 14 16 18 20 22 24
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R. Configure the same Static IP for all members in each stack by navigating to Switching > Monitor >
Switches then click on the master switch (e.g. MS390-01 for Stack1) and under LAN IP menu copy the
IP address then click on the edit button to specify the Static IP address information (You can use the
same IP address that was assigned using DHCP) then click Save. The same Static IP address
information should now be copied for all members of the same stack. You can verify this by navigating
to Switching > Monitor > Switches (Tip: Click on the configure button on the right-hand side of the
table to add Local IP information display).

10..(I).1OO.3

100
137.220.83.252
10.0.1I(I)b;1

10.0.100.1

Type
(static IP ~)

P

10.0.100.3

Subnet mask

255.255.255.0

Gateway

10.0.100.

VLAN

100

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save
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e And on your Stack2-9300 Master Switch:

Type

[ static 1P v

P

10.0.200.3

Subnet mask

255.255.255.0

Gateway

10.0.200.1

VLAN

200

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save
# Name MAC address Model Connectivity Serial number Configuration status Firmware version Local IP @
1 m MS390-02 2¢:31:0b:0f:ec:00 M5390-24-HW Q3EA-TXLN-JBUX Up to date M5 15.14 10.0.100.3
2 @ MS390-01 2e:31:0b:04:7e:80 MS390-24U-HW Q3EC-LV4U-EC25 Up to date M5 15.14 10.0.100.3
3 ®m C9300-02 4c:e1:75:b0:ba:00 C9300-24U QSTC-F2YB-5XL7 Up to date MS 15.14 10.0.200.3
4 @ C9300-01 ad:b4:39:5f.2a:80 C9300-24U QSTC-UKPT-36JK Up to date MS 15.14 10.0.200.3
Rowsperpage 10 * < 1 3
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S. Finally, configure etherchannels on both your Access Switch Stacks and your Core Switch Stacks so
that all uplinks can be operational (STP forwarding mode) at the same time. Follow these steps:

o First, disconnect the downlinks to non-master switches from your C9500 Core Stack (e.g. Port

TwentyFiveGigE2/0/23 and TwentyFiveGigE2/0/24)

o Navigate to Switching > Monitor > Switch ports and search for uplink then select all uplinks in the
same stack (in case you have tagged your ports otherwise search for them manually and select them
all) then click on Aggregate. Please note that all port members of the same Ether Channel must have
the same configuration otherwise Dashboard will not allow you to click the aggregate button.

Edit = Aggregate Mirror Tags =  uplink AND MS390 AND port:’ = help 2 of 207 switchports, 2 selected (deseiect o
Click to aggregate 2 ports.

MS390-01 /1 - uplink details  C9500-01 (Port 23) enabled trunk native 100 2: Infrastructure 1001921 8500-01.meraki-cvd locall more >>
MS390-02 /1 details ©9500-02 (Port 23) enabled trunk  native 100 2: Infrastructure 1001921 9500-01.meraki-cvd.locall more >>
Switch / Port & Name Tag Enabled Type VLAN Adaptive Policy Group owed VL

Stack1-MS390: AGGR/0 - uplink details C9500-01 (Port 23) enabled trunk native 100 loading... 100,1921
Edit  Aggregate Mirror Tags = | uplink AND C8300 AND port:1 = help 2 of 208 switchports, 2 selected (seseiect o
Chck to aggregate 2 ports.
B Swilch [Poria Name Tags Enabled Type
C9300-01/ CI300-NM-8X | 1 - uplink details  C9500-01 (Port 24) enabled trunk native 200 2t Infrastructure 2001922 9500-01.meraki-cvd.local
B C9300-02 / CI300-NM-8X [ 1- uplink detalls  C9500-02 (Port 24) enabled trunk native 200  2: Infrastructure 2001922 8500-01.meraki-cvd.local
witch / Port & Name Tags Enabled Type VLAN Adaptive Policy Group  Allowed VLANS
Stack2-C9300: AGGR/0 - uplink details C9500-02 (Port 24) enabled trunk native 200 loading... 200,922

o Please repeat above steps for all stacks in your network

> Please note that the above step will cause all members within the stack to go offline in Dashboard
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e On your C9500 Core Stack, please configure etherchannel Settings for your downlinks such that each
Stack downlinks should be in a separate Port-channel and that the mode is active:

9500-01#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface TwentyFiveGigE1/0/23

9500-01 (config-if) #channel-group 1 mode active

Creating a port-channel interface Port-channel 1

9500-01 (config-if) #

9500-01 (config-if) #interface TwentyFiveGigE2/0/23
9500-01 (config-if) #channel-group 1 mode active
9500-01 (config-if) #interface TwentyFiveGigE1l/0/24
9500-01 (config-if) #channel-group 2 mode active

Creating a port-channel interface Port-channel 2

9500-01 (config-if) #interface TwentyFiveGigE2/0/24
9500-01 (config-if) #channel-group 2 mode active
9500-01 (config-if) #end

9500-01+#

9500-01#show etherchannel 1 port-channel
Port-channels in the group:

Port-channel: Pol (Primary Aggregator)

Age of the Port-channel = 0d:01h:42m:43s
Logical slot/port = 9/1 Number of ports = 2
HotStandBy port = null

Port state = Port-channel Ag-Inuse

Protocol = LACP

Port security = Disabled

Fast-switchover = disabled

Fast-switchover Dampening = disabled

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— o
0 00 Twel/0/23 Active 0

0 00 Twe2/0/23 Active 0

Time since last port bundled: 0d:01h:40m:21s Twe2/0/23

9500-01+#
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9500-01#show etherchannel 2 port-channel
Port-channels in the group:

Port-channel: Po2 (Primary Aggregator)

Age of the Port-channel = 0d:01h:43m:56s
Logical slot/port = 9/2 Number of ports = 2
HotStandBy port = null

Port state = Port-channel Ag-Inuse

Protocol = LACP

Port security = Disabled

Fast-switchover = disabled

Fast-switchover Dampening = disabled

Ports in the Port-channel:

Index Load Port EC state No of bits
—————— o
0 00 Twel/0/24 Active 0

0 00 Twe2/0/24 Active 0

Time since last port bundled: 0d:01h:42m:04s Twe2/0/24

9500-01#9500-01#wr mem

Building configuration...

[OK]
9500-01+#

e Plug all uplinks to non-master switches

+ Now all your switches should come back online on Dashboard

# MName MAC address Model Connectivity Serial number Configuration status Firmware version Local IP o]

1 B MS390-02 2¢:31:0b:0f:ec:00 MS5330-24-HW Q3EA-TXLN-JBUX Up to date M5 15.14 10.0.100.3

2 B MS380-01 2c:3f:00:04:7e:80 MS390-24U-HW Q3EC-LV4U-EC25 Up to date M5 15,14 10.0.100.3

3 @ C9300-02 4¢:e1:75:b0:ba:00 C8300-24U QSTC-F2Y8-5XL7 Up to date MS 15.14 10.0.200.3

4 @ C9300-01 ad:b4:39:5(:2a:80 C9300-24U QSTC-UKPT-36JK Up to date M5 15.14 10.0.200.3
Rowsperpage 10 ~ ¢ »
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And now all your uplinks from each stack should be in STP Forwarding mode, which you can verify on

Dashboard by navigating to Switching > Monitor > Switch stacks and checking the uplink port status.
Also, you can check that on your C9500 Core Stack.

SWITCH STACKS

Stack1-MS390 ~

Overview Ma

Mel‘!‘lbers (2) configure ports in this stack

Name: M5390-01 Status: ®

Name: M5390-02 Status: ®

Blink LEDs I Model: MS390-24U
13 5 7 9 13 17 7 D i
% g =i=%%g : No module connected l:”:l
2 4 8 B 10 |2 w8 8 2 2 24 | B! =2
Blink LEDs = Model: MS390-24
13 5 7 9 T 13 15 17 192 23 T
% g =g=%%g | No module connected l:”:l
2 4 8 8 10 |2 14 18 18 20 22 24 : 5 e

SWITCH STACKS

Stack2-C9300 ~

Overview Manage members Clone and re

Members (2) configure ports in this stack

Name: C9300-01 Status: ®

Name: C9300-02 Status: ®

eplace member

Blink LEDs > Model: MS390-24

n

13 15 17 19 n 23

» Model: MS390-24

n 13 15 17 19 1 23
DIDDIED IEI@

14 IG 18 20 22 24
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9500-01l#show spanning-tree interface port-channel 1
Mst Instance Role Sts Cost Prio.Nbr Type
MSTO Desg FWD 10000 128.2089 P2p

9500-01#show spanning-tree interface port-channel 2

Mst Instance Role Sts Cost Prio.Nbr Type
MSTO Desg FWD 1000 128.2090 P2p
9500-01#show spanning-tree

MSTO
Spanning tree enabled protocol mstp
Root ID Priority 4096
Address b0c5.3¢c60.fbal
This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 4096 (priority 4096 sys-id-ext 0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Pol Desg FWD 10000 128.2089 P2p
Po2 Desg FWD 1000 128.2090 P2p
9500-01+#
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56. Configure Multiple Spanning Tree Protocol (802.1s) in Dashboard for MS390 and C9300 switches:
Navigate to Switch > Configure > Switch settings and select your stack and choose the appropriate
STP priority per stack (61440 for all Access Switch Stacks) then click Save at the bottom of the page.

STP configuration

Spanning tree protocol [ Enable RSTP v
£3

SIRDNICg ProTRy Switches/Stacks Bridge priority

STP bridge priority wil

determine which switch is the : yUn

STP root in the network. The T s . 61440 v |

switch with the lowest priority

will become the root (MAC .

address is the tie-breaker). 81440 v
Default 32768

Set the bridge priority for another switch or stack

« Please note that changing the STP priority will cause a brief outage as the STP topology will be
recalculated.

« Verify that the Access Stacks are seeing the C9500 Core Stack as the root by navigating to Switching >
Monitor > Switches then click on any switch and under the RSTP root menu check the root bridge
information

57. Configure Dynamic ARP Inspection (DAI) on your C9500 Core Switches: All Downlinks to Access
Switches and Uplinks to MX Edge must be configured as Trusted and all other interfaces as Untrusted.
(Please note that the order of commands is important to avoid loss of connectivity)

9500-01#show cdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,

D - Remote, C - CVTA, M - Two-port Mac Relay

Device ID Local Intrfce Holdtme Capability Platform Port ID
ad4b4395f2a80 Twe 1/0/24 124 S C9300-24U Port C9300-NM-8X/1
2c3f0b0fec00 Twe 2/0/23 174 S MS390-24 Port 1
2c3f0b047e80 Twe 1/0/23 159 S MS390-24U Port 1
4cel75b0bal00 Twe 2/0/24 177 S C9300-24U Port C9300-NM-8X/1

Total cdp entries displayed : 4
9500-01#configure terminal

9500-01 (config) #interface TwentyFiveGigE1l/0/1
9500-01 (config-if) #ip arp inspection trust
9500-01 (config-if) #ip dhcp snooping trust
9500-01 (config-if) #exit
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9500-01 (config) #interface TwentyFiveGigEl/0/2
9500-01 (config-if) #ip arp inspection trust

9500-01 (config-if) #ip dhcp snooping trust

9500-01 (config-if) #exit

9500-01 (config) #interface TwentyFiveGigE2/0/1
9500-01 (config-if) #ip arp inspection trust

9500-01 (config-if) #ip dhcp snooping trust

9500-01 (config-if) #exit

9500-01 (config) #interface TwentyFiveGigE2/0/2
9500-01 (config-if) #ip arp inspection trust

9500-01 (config-if) #ip dhcp snooping trust

9500-01 (config-if) #exit

9500-01 (config) #interface Pol

9500-01 (config-if) #ip arp inspection trust

9500-01 (config-if) #ip dhcp snooping trust

9500-01 (config-if) #exit

9500-01 (config) #interface Po2

9500-01 (config-if) #ip arp inspection trust

9500-01 (config-if) #ip dhcp snooping trust

9500-01 (config-if) #exit

9500-01 (config) #ip arp inspection vlan 3,100,200,1921,1922,1923
9500-01 (config) #ip arp inspection validate src-mac
9500-01 (config) #ip arp inspection validate ip src-mac
9500-01 (config) #ip dhcp snooping vlan 3,100,200, 1921,1922,1923
9500-01 (config) #end

9500-01#show ip dhcp snooping

Switch DHCP snooping is enabled

Switch DHCP gleaning is disabled

DHCP snooping is configured on following VLANs:
3,100,200,1921-1923

DHCP snooping is operational on following VLANs:
3,100,200,1921-1923

DHCP snooping is configured on the following L3 Interfaces:

Insertion of option 82 is enabled
circuit-id default format: vlan-mod-port
remote-id: b0c5.3c60.fbal (MAC)

Option 82 on untrusted port is not allowed

Verification of hwaddr field is enabled

Verification of giaddr field is enabled

DHCP snooping trust/rate is configured on the following Interfaces:
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Interface Trusted Allow option Rate limit (pps)

TwentyFiveGigEl/0/1 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigEl/0/2 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigEl/0/23 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigEl/0/24 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigE2/0/1 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigE2/0/2 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigE2/0/23 yes yes unlimited

Custom circuit-ids:

TwentyFiveGigE2/0/24 yes yes unlimited

Custom circuit-ids:

Port-channell yes yes unlimited

Custom circuit-ids:

Port-channel?2 yes yes unlimited
Custom circuit-ids:

9500-01+#

9500-01#show ip arp inspection

Source Mac Validation : Enabled
Destination Mac Validation : Disabled

IP Address Validation : Enable

Vlan Configuration Operation ACL Match Static ACL
3 Enabled Active

100 Enabled Active

200 Enabled Active

1921 Enabled Active

1922 Enabled Active

1923 Enabled Active

Vlan ACL Logging DHCP Logging Probe Logging

3 Deny Deny Off

100 Deny Deny Off
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200 Deny Deny Off
1921 Deny Deny Off
1922 Deny Deny Off
1923 Deny Deny Off

Vlan Forwarded Dropped DHCP Drops ACL Drops

Vlan Dest MAC Failures IP Validation Failures Invalid Protocol Data

100
200
1921
1922

o O o o o o

1923
9500-01#wr mem

Building configuration...
[OK]

9500-01+#

58. Configure Dynamic Arp Inspection (DAI) on your Access Switch Stacks: Navigate to Switch >
Monitor > DHCP Servers and ARP and scroll down to Dynamic ARP Inspection and enable it, then
click Save at the bottom of the page.
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Dynamic ARP Inspection

DAl status Enabled ~

59. Setting up your Access Points: Connect your APs to the respective ports on the Access Switches
(e.g. Ports 13-16) and wait for them to come online on dashboard and download their firmware and
configuration files. To check the status of your APs navigate to Wireless > Monitor > Access points
and check the status, configuration and firmware of your APs.

= 2accesspoints Add APs | Download As »
# Status O Name & Local I Model Connectivity MAC address. Public IP Configuration status Firmmware version *
® AP Jonel 1001124 MASS 68 3210540048 137.22083.252 Up to date MR 2861

®  AP2 oo 1001125 MRST cofic:decec:2ibl 137.220,83.252 Up to date MA 2830

60. Re-addressing your Network Devices: In this step, you will adjust your IP addressing configuration -
if required - to align with your network design. This step could have been done earlier in the process
however it will be easier to adjust after all your network devices have come online since the MX (The
DHCP server for Management VLAN 1) has kept a record of the actual MAC addresses of all DHCP
clients. Follow these steps to re-assign the desired IP addresses. (Please note that this will cause
disruption to your network connectivity)

A. Navigate to Organization > Monitor > Overview then click on Devices tab to check the current IP
addressing for your network devices

B. Navigate to Security and SD-WAN > Monitor > Appliance status then click on the Tools tab and click
on Run next to ARP Table

C. Take a note of the MAC addresses of your network devices

Navigate to Security and SD-WAN > Configure > DHCP then under Fixed IP assignments click on Add
a fixed IP assignment and add entries under each DHCP Pool as shown below for your network
devices using the MAC addresses you have from Step #3 above then click on Save at the bottom of the

page.
Fixed IP assignments Client name MAC address LANIP Actions
9500-Core b0:c5:3c:60:fc:3f 10.0.3.2
Add a fixed IP assignment
Import CSV
Fixed IP assignments Client name MAC address LANIP Actions
9500-Core b0:c5:3c:60:fc:3f 10.0.100.2
Stack1-MS390 2c:3f:0b:04:7e:80 10.0.100.3
AP2_Zonel cc:9c:3e:ec:26:b0 10.0.100.4
Add a fixed IP assignment
Import CSV
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Fixed IP assignments Client name MAC address LANIP Actions
9500-Core b0:c5:3c:60:fc:3f 10.0.200.2
Stack2-C9300 4c:e1:75:b0:ba:00 10.0.200.3
AP3_Zone2 68:3a:1e:54:0d:48 10.0.200.4

Add a fixed IP assignment
Import CSV

E. Navigate to Switching > Monitor > Switch ports then filter for MR (in case you have previously tagged
your ports or select ports manually if you haven't) then select those ports and click on Edit, then set
Port status to Disabled then click on Save.

SWitChpOl’tS for the last day ~

Edit Tags ~ MR ~ help 16 of 206 switchports, 16 selected (deselect ail)

Port status Enabled Disabled

F. After a few minutes (For configuration to be up to date) navigate to Switching > Monitor > Switch
ports, then filter for MR (in case you have previously tagged your ports or select ports manually if you
haven't) then select those ports and click on Edit, then set Port status to Enabled then click on Save.

Switchports for the last day =

Edit | Tags * MR ~ help 16 of 206 switchports, 16 selected (deselect all)

Port status Enabled Disabled

G. Navigate to Switching > Monitor > Switches, then click on each master switch to change its IP address
to the one desired using Static IP configuration (remember that all members of the same stack need to

have the same static IP address)
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Type

[ static IP

P

I10.0.1.3

Subnet mask

255.255.255.0

Gateway

10.011

VLAN

1

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save

Type

[ static IP

P

[10.0.1.4

Subnet mask

255.255.255.0

Gateway

10.0.11

VLAN

1

Primary DNS

208.67.222.222

Secondary DNS

208.67.220.220

Save
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H. On your C9500 Core Stack, bounce your VLAN 3,100,200 interfaces. Then verify that the interfaces
VLAN 3/ 100/200 came up with the correct IP address (e.g. 10.0.3.2 per this design)

9500-01l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface vlan 3
9500-01 (config-if) #shutdown

9500-01 (config-if) #no shutdown

9500-01 (config-if) #interface vlan 100
9500-01 (config-if) #shutdown

9500-01 (config-if) #no shutdown

9500-01 (config-if) #interface vlan 200
9500-01 (config-if) #shutdown

9500-01 (config-if) #no shutdown

9500-01 (config-if) #end

9500-01#sh ip interface brief | in Vlan

Vlanl unassigned YES NVRAM administratively down down
Vlan3 10.0.3.2 YES DHCP up up
V1anl00 10.0.100.2 YES DHCP up up
V1an200 10.0.200.2 YES DHCP up up
9500-01#

I. Navigate to Organization > Monitor > Overview then click on Devices tab to check the current IP

addressing for your network devices:

O Models Mame Network Uplink IP (Port 1) MAC address Tags Clients Usage
@ MRS5S AP3_Zone2 Campus 10.0.200.4 68:3a:1e:54:00:48 Zona? 5  8368MB
@ MRS? AP2_Zone! Campus 10.0100.4 ce:9cIeec:26:00 Zonel 7 6,50 GB
@ M5390-24 M5390-02 Campus 10.0100.3 2e:3:00:01ec:00 Stackl 12 88168
@ M5390-24 CH300-0 Campus 10.0.200.3 a4:b4:35:5022:80 Stack2 14 7515 MB
@ M5390-24 CH300-02 Campus 10.0.200.3 4c:e1:75:00:ba:00 Stack? 15 9085 MB
@ Ms390-24U M5390-01 Campus 10.0100.3 2¢:31-0b6:04:7e:80 Stackl ] n7nece
[+ ] MT10 Lobby Campus 28:46:9d:76-01ec Chiller 0 MNone
@ w0 Server Room Campus a8:45:9d:76:02:04 Cabingt Serves o None
@ mxz50 Primary WAN Edge Campus 192168140 BE1E8:88A1:16:03 SDWAN B 17.94 GB
@ Mx250 Secondary WAN Edge Campus 192168145 18:9e:28:40:10:0d SOWAN 5 169.4 MB
9 vMCM VM- AWS-A AWS-Primary 172.3116.239 cc:03:09:01:a1:56 AW |SE Primary o Nane
@ VMM N 2 ndary 172.2106.240 ©c:03:09:01:68:cd AWS |SE Secondary 1 475 KB
12 total

Connectivity

il

Uplink IP (Part 2)
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61. Configure QoS in your Campus LAN: Quality of Service configuration needs to be consistent across
the whole Campus LAN. Please refer to the above table as an example. (For the purpose of this CVD,
Default traffic shaping rules will be used to mark traffic with DSCP values without setting any traffic
limits. Please adjust traffic shaping rules based on your own requirements). To configure QoS, please
follow these steps.

A. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Acme Corp SSID
from the above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID
limits desired and select Shape traffic on this SSID then select Enable default traffic shaping rules.
Click Save at the bottom of the page when you are done. Click Save at the bottom of the page when
you are done.

Traffic shaping rules

Per-client bandwidth unlimited o
limit i
Per-SSID bandwidth limit  unlimited ik

detail:
Li ] —
Shape traffic Shape traffic on this SSID v

Default Rules 'Enable default traffic shaping rules v |

Traffic Type DSCP tag

SIP (Voice) 46 (EF - Expedited Forwarding, Voice)
All Advertising, All Software Updates, All Online Backups 10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
WebEx, Skype 34 (AF41 - Multimedia Conferencing, Low Drop)

All Video & Music 18 (AF21 - Low Latency Data, Low Drop)

B. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Acme BYOD SSID
from the above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID
limits desired and select Shape traffic on this SSID then select Enable default traffic shaping rules.

Traffic shaping rules

Per-client bandwidth unlimited

S details
limit |
Per-SSID bandwidth limit  unlimited ik

details
i ] —r
Shape traffic Shape traffic on this SSID v

Default Rules 'Enable default traffic shaping rules v |

Traffic Type

SIP (Voice)

All Advertising, All Software Updates, All Online Backups
WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)
10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)
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C. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the Guest SSID from the
above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID limits
desired and select Shape traffic on this SSID then select Enable default traffic shaping rules. Click
Save at the bottom of the page when you are done.

Traffic shaping rules

Per-client bandwidth 5 Mbps
detaily %

it details & Enable SpeedBurst ©

Per-SSID bandwidth limit 100 Mbps

o details

Shape traffic Shape traffic on this SSID v
Default Rules Enable default traffic shaping rules v
Traffic Type DSCP tag
SIP (Voice) 46 (EF - Expedited Forwarding, Voice)

All Advertising, All Software Updates, All Online Backups 10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
WebEx, Skype 34 (AF41 - Multimedia Conferencing, Low Drop)

All Video & Music 18 (AF21 - Low Latency Data, Low Drop)

D. Navigate to Wireless > Configure > Firewall and Traffic Shaping and choose the loT SSID from the
above drop-down menu. Under Traffic Shaping rules, choose the per-client and per-SSID limits
desired and select Shape traffic on this SSID then select Enable default traffic shaping rules. Click
Save at the bottom of the page when you are done.

Traffic shaping rules
Per-client bandwidth unlimited

limit

Per-SSID bandwidth limit  unlimited 4
o details

Shape traffic Shape traffic on this SSID v
Default Rules Enable default traffic shaping rules v

Traffic Type DSCP tag

SIP (Voice) 46 (EF - Expedited Forwarding, Voice)

All Advertising, All Software Updates, All Online Backups 10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
WebEx, Skype 34 (AF41 - Multimedia Conferencing, Low Drop)

All Video & Music 18 (AF21 - Low Latency Data, Low Drop)

© 2024 Cisco and/or its affiliates. All rights reserved. Page 269 of 355



E. Navigate to Switching > Configure > Switch settings and under the Quality of Service menu configure
the VLAN to DSCP mappings. Please click on Edit DSCP to CoS map to change settings per your
requirements. Click Save at the bottom of the page when you are done. (Please note that the ports
used in the below example are based on Cisco Webex traffic flow)

VLAN Protocol Source port © Destination port @ DSCP Edit DSCP to CoS map

1 Any :Ar_w_v Trust incoming DSCP V:

2 100 Any v Set DSCP to... v] (103 class1(AF1) __ +|
3 200 Any v| Set DSCP to... v| [10 3 class1(AF11)  +]
4 1 UDP v | ANY 9000 Set DSCP to... v| |34 3 class 4 (AF41) v
5 N1 | TCP ~| ANY 5004 Set DSCP to... v| |34 > class 4 (AF41) v
6 n UDP v | ANY 5004 Set DSCP to... v| |34 > class 4 (AF41) v
7 12 |UDP v | ANY 900 Set DSCP to... v| |34 > class 4 (AF41) v
8 12 [TcPv]  ANY 5004 Set DSCP to... v] [347class 4 (AF41)_ v|
9 12 luoPv|  ANY 5004 Set DSCP to.. v] [345class 4 (AFa1) ]
10 21 UDP v | Any 9000 | set DSCP 10... v| |34 > class 4 (AF41) v
n 2 TCP v | Any 5004 Set DSCP to... ~v| |34 > class 4 (AF41)  ~
12 21 UDP v Any 5004 Set DSCP to... wv| |34 class 4 (AF41)
13 22 | uoP v | Any 9000 Set DSCP to... v| |34 > class 4 (AF41) v
14 22 UoP v Any 5004 Set DSCP to... v| [34- class 4 (AF41) ]
15 22 TcPv] | Any 5004 Set DSCP to... v] [34 - class 4 (AF41) v
Add a QoS rule for this network

DSCP to Class-of-Service queue mapping

DSCP value CoS queue value Title
0 v| 0o v| default
(10 | 1 v AF11
(18 v] 2 v AF21
26 v 2 v] AF31
ER T AFa1
46 v| [s +] EF voice

Add another DSCP to CoS queue mapping
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F. Please ensure that your C9500 Core Stack is configured to trust incoming QoS. Here's a reference of
the configuration needed to be applied:

9500-01l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #interface TwentyFiveGigEl/0/1
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE1l/0/2
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE2/0/1
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE2/0/2
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #interface TwentyFiveGigE1l/0/23
9500-01 (config-if) #auto gos trust dscp

Warning: add service policy will cause inconsistency with port TwentyFiveGigE2/0/23
in ether

channel 1.
9500-01 (config-if) #interface TwentyFiveGigE1l/0/24
9500-01 (config-if) #auto gos trust dscp

Warning: add service policy will cause inconsistency with port TwentyFiveGigE2/0/24
in ether

channel 2.

9500-01 (config-if) #interface TwentyFiveGigE1l/0/24
9500-01 (config-if) #auto gos trust dscp

9500-01 (config-if) #fend

9500-01#show auto gos

TwentyFiveGigEl/0/1

auto gos trust dscp

TwentyFiveGigEl/0/2

auto gos trust dscp

TwentyFiveGigEl/0/23

auto gos trust dscp

TwentyFiveGigEl/0/24

auto gos trust dscp

TwentyFiveGigE2/0/1

auto gos trust dscp

TwentyFiveGigE2/0/2
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auto gos trust dscp

TwentyFiveGigE2/0/23

auto gos trust dscp

TwentyFiveGigE2/0/24

auto gos trust dscp

9500-01#wr mem

G. Navigate to Security and SD-WAN > Configure > SD-WAN and Traffic shaping and make sure your
Uplink configuration matches your WAN speed. Then, under Uplink selection choose the settings that
match your requirements (e.g. Load balancing). Under Traffic shaping rules, select Enable default
traffic shaping rules then click on Add a new shaping rule to create the rules needed for your network.
(for more information about Traffic shaping rules on MX appliances, please refer to the following article).
Please see the following example:

Uplink configuration
WAN 1 1 Gbps A
WAN 2 1 Gbps W
Cellular unlimited

details
Uplink selection
Global preferences
Primary uplink (WAN1 v|
Load balancing O Enabled

Traffic will be spread across both uplinks in the proportions specified above.
Management traffic to the Meraki cloud will use the primary uplink
® Disabled
All Internet traffic will use the primary uplink unless overridden by an uplink preference or if the primary uplink fails.|

Active-Active AutoVPN ® Enabled
Create VPN tunnels over all of the available uplinks (primary and secondary).

O Disabled
Do not create VPN tunnels over the secondary uplink unless the primary uplink fails.
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Default Rules

Traffic shaping rules

| Enable default traffic shaping rules v

Traffic Type

SIP (Voice)

All Advertising, All Software Updates, All Online Backups
WebEx, Skype

All Video & Music

DSCP tag

46 (EF - Expedited Forwarding, Voice)

10 (AF11 - High Throughput, Latency Insensitive, Low Drop)
34 (AF41 - Multimedia Conferencing, Low Drop)

18 (AF21 - Low Latency Data, Low Drop)

Rule #1

Definition
This rule will be enforced on
traffic matching any of these

expressions.
Bandwidth limit
Priority

DSCP tagging
Rule #2

Definition
This rule will be enforced on
traffic matching any of these

expressions.

Bandwidth limit

Priority
DSCP tagging
Rule #3

Definition
This rule will be enforced on
traffic matching any of these

expressions.

Bandwidth limit

Priority
DSCP tagging

Add a new shaping_rule

All VoIP & video conferencing *® | Add +

|0bey network per-client limit (4 unlimited / + unlimited) V|

High |

| 34 (AF41 - Multimedia Conferencing, Low Drop)

All Video & music % | Add +

| Choose a limit...

5 Mbps

details

Normal v |

[Do not change DSCP tag

All Software & anti-virus updates

net 10.0.100.0/24 x

% All Online backup %

| Choose a limit...

net 10.0.3.0/24 %=

net 10.0.200.0/24 X | Add +

down (Kb/s) 10000

simple
up (Kb/s) 10000
Low v

[10 {AF11 - High Throughput, Latency Insensitive, Low Drop)
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62. Enable OSPF Routing: Navigate to Switching > Configure > OSPF routing and then click on Enabled
to enable OSPF. Add the details required and create an OSPF area for your Campus Network. Then,

click Save at the bottom of the page.

OSPF Enabled Disabled

Hello timer 10 seconds

Dead timer 40 seconds

Areas Add an area
| e -
0 backbone Normal hd X

63. Enable OSPF Routing on your Core Stack: Please use the following commands to add an OSPF
instance and create OSPF neighbors.

9500-01l#configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
9500-01 (config) #router ospf 1

9500-01 (config-router) #network 192.168.1.0 0.0.0.255 area 0
9500-01 (config-router) #network 192.168.2.0 0.0.0.255 area 0
9500-01 (config-router) #neighbor 192.168.1.1

9500-01 (config-router) #neighbor 192.168.2.1

9500-01 (config-router) #end

9500-01#

9500-01#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
192.168.2.2 1 FULL/DR 00:00:33 192.168.2.2V1anl1922
192.168.1.2 1 FULL/DR 00:00:38 192.168.1.2V1anl921

9500-01#wr mem
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64. Create SVI Interfaces on your Access Switch Stacks: Navigate to Switching > Configure > Routing
and DHCP and click on CREATE INTERFACE and start adding your interfaces but first start with the
Transit VLANs. Once you have created an interface click on Save and add another at the bottom of the
page to add more interfaces.

<3
<—

You don't have any interfaces or static routes configured

Create an interface to configure layer 3 settings on your switch

CREATE INTERFACE

Interface Editor

Switch or switch stack Stack1-MS390 -
Name Transit Stack1

VLAN 1921

Subnet 192.168.1.0/24

Interface IP 192.168.1.2

Default gateway 19216811

Multicast routing Disabled v
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DHCP settings

Client addressing

Do not respond to DHCP requests

OSPF settings
Area
0: backbone -
Cost 1
- ? A

Passive? ‘ No v ‘

Interface Editor

Switch or switch stack Stack1-MS390 v

Name Corp Zone 1

VLAN "

Subnet 10.0.11.0/24

Interface IP 10.0.111

Multicast routing Disabled v
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DHCP settings

Client addressing

Lease time

DNS nameservers

Boot options

DHCP options

Reserved IP Ranges

Fixed IP Assignments

Run a DHCP server

1 day v
Use Google Public DNS -
Enabled Disabled

There are no special DHCP options configured.

Add a DHCP option

There are no reserved IP address ranges configured.

Add a reserved IP address range

There are no fixed IP address assignments configured.

Add a fixed IP assignment

OSPF settings

Area

Cost

Passive?

0: backbone

Yes bd

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 277 of 355



Interface Editor

Switch or switch stack

Stack1-MS390 =
Name BYOD one 1
VLAN 21
Subnet 10.0.21.0/24
Interface IP 10.0.211
Multicast routing Disabled -
DHCP settings
Client addressing Run a DHCP server o
Lease time 1day -
DNS nameservers Use Google Public DNS h

Boot options Enabled Disabled

DHCP options There are no special DHCP options configured.

Add a DHCP option

Reserved IP Ranges There are no reserved IP address ranges configured.

Add a reserved IP address range

Fixed IP Assignments There are no fixed IP address assignments configured,|

Add a fixed IP assignment
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OSPF settings

Area

Cost

Passive?

0: backbone

Interface Editor

Switch or switch stack

Name

VLAN

Subnet

Interface IP

Multicast routing

Stack1-MS390

Guest

30

10.0.30.0/24

10.0.30:1

Disabled
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DHCP settings

Client addressing

Lease time

DNS nameservers

Boot options

DHCP options

Reserved IP Ranges

Fixed IP Assignments

Run a DHCP server v

1 day v

Use Google Public DNS v

Enabled Disabled

There are no special DHCP options configured.

Add a DHCP option

There are no reserved IP address ranges configured.

Add a reserved |IP address range

There are no fixed IP address assignments configured.

Add a fixed IP assignment

OSPF settings

Area

Cost

Passive?

0: backbone

Yes v
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Interface Editor

Switch or switch stack Stack2-C9300 .
Name Transit Stack 2

VLAN 1922

Subnet 192.168.2.0/24

Interface IP 192.168.2.2

Default gateway 192.168.2.1

Multicast routing Disabled v
DHCP settings

Client addressing Do not respond to DHCP requests  ~
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OSPF settings
Area
0: backbone -

Cost 1

. 9 I
Passive? ‘ No v
Interface Editor
Switch or switch stack Stack2-C9300 v
Name Corp Zone 2
VLAN 12
Subnet 10.012.0/24
Interface IP 10.0.1221
Multicast routing Disabled v
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DHCP settings

Client addressing Rion 2 DHCD server -
Lease time 1day e

bl Use Google Public DNS ¥

Boot options Enabled Disabled

DHCP options There are no special DHCP options configured.

Add a DHCP option

Reserved IP Ranges There are no reserved IP address ranges configured.

Add a reserved IP address range

Fixed IP Assignments There are no fixed IP address assignments configured.

Add a fixed IP assignment
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OSPF settings
Area 0: backbone
Cost 1

i >
Passive? Yes v
OSPF settings
Area 0: backbone
Cost 1

i ?
Passive? Yes v

Interface Editor

Switch or switch stack Stack2-C9300

Name BYOD Zone 2
VLAN 22

Subnet 10.0.22.0/24
Interface IP 10.0.221

Multicast routing Disabled
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DHCP settings

Client addressing

Lease time

DNS nameservers

Boot options

DHCP options

Reserved IP Ranges

Fixed IP Assignments

Run a DHCP server b d

1 day v

Use Google Public DNS -

Enabled Disabled

There are no special DHCP options configured.

Add a DHCP option

There are no reserved IP address ranges configured.

Add a reserved IP address range

There are no fixed IP address assignments configured

Add a fixed IP assignment
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OSPF settings

Area 0: backbone =
Cost 1

Passive? Yes =

Interface Editor

Switch or switch stack Stack2-C9300 -
Name loT

VLAN 40

Subnet 10.0.40.0/24

Interface IP 10.0.401

Multicast routing Dissbisd B
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DHCP settings

Client addressing

Lease time

DNS nameservers

Boot options

DHCP options

Reserved IP Ranges

Fixed IP Assignments

Run a DHCP server v

1day b

Use Google Public DNS i

Enabled Disabled

There are no special DHCP options configured.

Add a DHCP option

There are no reserved IP address ranges configured.

Add a reserved IP address range

There are no fixed IP address assignments configured.

Add a fixed IP assignment

OSPF settings

Area

Cost

Passive?

0: backbone v

Yes v
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Interfaces
8 Interfaces
Stack1-M5390 n Corp Zone 1 10.011.0/24 10.0.111 Server Enabled
Stack1-MS5390 2 BYOD one 1 10.0.21.0/24 10.0.211 Server Enabled
Stack1-MS390 30 Guest 10.0.30.0/24 10.0.301 Server Enabled
Stack1-M5390 1|2 Transit Stackl 192.168.1.0/24 1921681.2 oft Enabled
Stack2-C9300 12 Corp Zone 2 10.012.0/24 10,012 Server Enabled
Stack2-C9300 22 BYOD Zone 2 10.0.22.0/24 10.0.221 Server Enabled
Stack2-C9300 40 loT 10.0.40.0/24 10.0.401 Server Enabled
Stack2-C9300 1922 Transit Stack 2 192.168.2.0/24 192168.2.2 Off Enabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Static routes

2 Static routes

Stack1-M5380 Default route 0.0.0.0/0 192.168.11 No Not preferred

Stack2-C9300 Default route 0.0.0.0/0 192.168.21 No Mot preferred

Please note that the Static Routes shown above are automatically created per stack and they reflect the
default gateway settings that you have configured with the first SVI interface created which is in this

case the Transit VLAN interface for each Stack

65. Verify that your Core Stack is receiving OSPF routes from its neighbors:

9500-01#show ip route

Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

El - OSPF external type 1, E2 - OSPF external type 2, m - OMP

n - NAT, Ni - NAT inside, No - NAT outside, Nd - NAT DIA

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, " - candidate default, U - per-user static route

H - NHRP, G - NHRP registered, g - NHRP registration summary

o - ODR, P - periodic downloaded static route, 1 - LISP

a - application route

+ - replicated route, % - next hop override, p - overrides from PfR
& - replicated local route overrides by connected

Gateway of last resort is 10.0.200.1 to network 0.0.0.0

S" 0.0.0.0/0 [254/0] wvia 10.0.200.1
[254/0] via 10.0.100.1
[254/0] via 10.0.3.1

© 2024 Cisco and/or its affiliates. All rights reserved.

Page 288 of 355



10.0.0.0/8 is variably subnetted,

10.
10.
10.
10.
10.

O O O O O O = O
o O O o o

10.0.3.0/24 is directly connected,
10.0.3.2/32 is directly connected,
10.0.11.0/24 [110/2] wvia 192.168.
.12.0/24 [110/2] via 192.168.
.21.0/24 [110/2] via 192.168
.22.0/24 [110/2] via 192.168.
.30.0/24 [110/2] via 192.168.
.40.0/24 [110/2] via 192.168.

1
2
odho
2
1

2.

Vlan3

Vlan3

00:
00:
00:
00:
00:
00:

12 subnets,

04:
03:
04:
03:
04:
03:

13,
56,
13,
56,
13,
56,

C 10.0.100.0/24 is directly connected, V1anl00 L

10.0.100.2/32 is directly connected, V1anl00 C
10.0.200.0/24 is directly connected, V1an200 L

10.0.200.2/32 is directly connected, V1an200

192.168.1.0/24 is variably subnetted,

2

masks

Vl1lanl921
Vl1anl922
Vlanl921
Vl1anl922
Vlanl921
Vl1anl922

2 subnets, 2 mask

C 192.168.1.0/24 is directly connected, Vlanl921

L 192.168.1.1/32 is directly connected, Vl1anl921

192.168.2.0/24 is variably subnetted,

2 subnets, 2 mask

C 192.168.2.0/24 is directly connected, V1anl922 L

192.168.2.1/32 is directly connected, V1anl922

192.168.3.0/24 is variably subnetted,

C 192.168.3.0/24 is directly connected, V1anl923

L 192.168.3.2/32 is directly connected, V1anl923

9500-01+#

2 subnets, 2 mas

S

S

ks

66. And that concludes the configuration requirements for this design option. Please remember to always
click Save at the bottom of the page once you have finished configuring each item on the Meraki

Dashboard.

Testing and Verification

Firmware

The following table indicates the firmware versions used in this Campus LAN:

MX250 WAN Edge
C9500 Core Stack
MS390 Access Stack
C9300 Access Stack
MR55

C9166 (MR57)
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MX 16.16

MS 15.14

MS 15.14

28.6.1

28.30

GA

Beta

Beta

GA

Beta
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Device Connectivity
MX WAN Edge

Upstream Connectivity

Pinging (Default IP - 192.168.1.1) -

2.4ms

1.6 ms

08 ms /\—’\_——/

0 ms

IPv4 IP:19216811 \Lossrate:0% Average latency: 1 ms

Internet/Cloud Connectivity

Pinging (Default IP > 8.8.8.8)

15 ms

10 ms

Sms

Oms

IPv4 IP:8888 \Lossrate:0% Average latency: S ms

Pinging Primary WAN Edge O

75 ms

50 ms

_\/‘f_\

Oms

25 ms e

Lossrate: 0 % Average latency: 38 ms
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¥

Pinging Secondary WAN Edge ~ -

60 ms

40 ms M

20 ms

Oms

Lossrate: 0 % Average latency: 34 ms

Downstream Connectivity

Pinging (VLAN 3IP > 10.0.3.2) -

1.2 ms :-

0.8 ms M

0.4 ms |

Omst

IPv4 IP:10.0.3.2 VLossrate:0% Averagelatency: 1 ms

Pinging (VLAN 100 IP » 10.0.100.2) - =

1.2msr

b \/\/\/_\/

0.4 ms |

0O ms

IPv4 IP:10.0100.2 Lossrate:0% Average latency:1ms
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Pinging (VLAN 200 IP » 10.0.200.2) -

1.2msr

0.4 ms

Oms®

IPv4 IP:10.0.200.2 \Lossrate:0% Average latency: 1ms

Pinging (VLAN 1923 IP 2 10.0.11.1) -

0.9ms

/\/\ P

0.6 ms |

0.3 ms 3

Omsl‘

IPv4 IP:10.0111 Lossrate:0% Average latency: 1 ms

Pinging (VLAN 1923 IP 5 10.012.1) -~

1.2ms

08 e /\J

0.4 ms |

Oms

IPv4 IP:10.0121 Lossrate:0% Average latency: 1 ms
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Pinging (VLAN 1923 IP - 10.0.21.1) -

1.2 ms |

0.8 ms /\ __———"-—-—_-—"""‘—

0.4 ms

Oms =

IPv4 IP:10.0.211 Lossrate:0 %  Average latency: 1 ms

Pinging (VLAN 1923 IP  10.0.22.1) ="

0.9ms M
0.6 ms
0.3 ms

Omst

IPv4 IP:10.0.221 Lossrate:0% Average latency: 1ms

Pinging (VLAN 1923 IP » 10.0.30.1) -

1.2 ms

0.8 ms /\ /\_’_—_

0.4 ms |

Oms &

IPv4 IP:10.0.30.1 Lossrate:0% Average latency: 1ms
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C9500 Core Stack

Upstream Connectivity

9500-01#ping 10.0.3.1
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.1.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max 1/1/1 ms
9500-01#ping 192.168.3.1
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 192.168.3.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max 1/1/1 ms

9500-01+#

Internet Connectivity

9500-01#ping 8.8.8.8 source 192.168.3.2

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 8.8.8.8, timeout is 2 seconds:
Packet sent with a source address of 192.168.3.2

Success rate is 100 percent (5/5), round-trip min/avg/max = 4/4/4 ms
9500-01+#

9500-01#ping cisco.com source 192.168.3.2

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 72.163.4.185, timeout is 2 seconds:

Packet sent with a source address of 192.168.3.2

Success rate is 100 percent (5/5), round-trip min/avg/max = 108/108/109 ms

9500-01+#
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Downstream Connectivity (Please note that the MS390 and C9300-M platforms will prioritize packet forwarding
over ICMP echo replies so it's expected behavior that you might get some drops when you ping the
management interface)

9500-01#ping 10.0.100.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.100.3, timeout is 2 seconds:
Success rate is 80 percent (4/5), round-trip min/avg/max = 2/2/3 ms
9500-01#ping 10.0.100.4

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.100.4, timeout is 2 seconds:
Success rate is 80 percent (4/5), round-trip min/avg/max = 2/2/4 ms
9500-01#ping 10.0.200.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.200.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms
9500-01#ping 10.0.200.4

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.200.4, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/1 ms

9500-01+#
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In case of connectivity issues, please check the following:

Expected
Configuration/
Status

Verification

Actual Configuration

C9500 Uplinks to MX Trunk , VLAN 3

Edge:

TwentyFiveGigE1/0/1 DAI Trusted
TwentyFiveGigE1/0/2 up/up
TwentyFiveGigE2/0/1
TwentyFiveGigE2/0/2

STP interface STP

Configuration: Configuration
TwentyFiveGigE1/0/1 N/A
TwentyFiveGigE1/0/2 N/A
TwentyFiveGigE2/0/1 N/A

TwentyFiveGigE2/0/2 N/A

TwentyFiveGigE1/0/23 Root Guard +
UDLD aggressive
TwentyFiveGigE1/0/24 Root Guard +
UDLD aggressive
TwentyFiveGigE2/0/23 Root Guard +
UDLD aggressive
TwentyFiveGigE2/0/24 Root Guard +

UDLD aggressive

STP interface Status: STP status:

TwentyFiveGigE1/0/1 FWD
TwentyFiveGigE1/0/2 BLK
TwentyFiveGigE2/0/1 FWD
TwentyFiveGigE2/0/2 BLK
Po1 FWD

Po2 FWD
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sh ip int brief

sh run int
<interface>

sh spanning-tree
int <interface>

sh run int
<interface>

sh spanning-tree
int <interface>

'all uplinks!

switchport mode access

ip arp inspection trust

ip dhcp snooping trust

End

!where applicable!

udld port aggressive

spanning-tree guard root

end

'only PHY interfaces!

spanning-tree mode mst

spanning-tree extend system-id

spanning-tree mst configuration

name regionl

revision 1
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Expected
Configuration/
Status

Verification

Actual Configuration

Default Route

MX WAN Edge
Downlinks:

Port 19
Port 20

C9500 Downlinks:

TwentyFiveGigE1/0/23

TwentyFiveGigE1/0/24

TwentyFiveGigE2/0/23

TwentyFiveGigE2/0/24

DHCP, VLAN
1923

Trunk , VLAN 3

Trunk
DAI Trusted
SGT 2 Trusted

No CTS
enforcement

VLAN 100 / 100,
1921

VLAN 200 / 200,
1922

VLN 100 / 100,
1921

VLAN 200 / 200,
1922

© 2024 Cisco and/or its affiliates. All rights reserved.

sh int v1anl923

297 hip route

Navigate to Security and
SD-WAN > Configure
> Addressing and VLANs

sh run int <interface>

spanning-tree mst O priority 4096
!
interface v1anl923

ip address 192.168.3.2 255.255.255.0

end
!
sh ip route | in /0

S" 0.0.0.0/0 [254/0] via 192.168.3.1

19 ] Trunk Mative: VLAN 3 (Management Core)

20 . Trunk Native: VLAN 3 (Management Core)

IPHY 23!
switchport trunk allowed vlan 100,1921
switchport mode trunk

ip arp inspection trust

'PHY 24!

switchport trunk allowed vlan 200,1922

switchport mode trunk

ip arp inspection trust
!'BOTH!
cts manual

policy static sgt 2 trusted
no cts role-based enforcement
|

end
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Expected Verification Actual Configuration

Configuration/

Status
C9500 Ether-Channels: |PHY 23!
TwentyFiveGigE1/0/23 Channel-Group 1 sh run int channel-group 1 mode active
<interface>
TwentyFiveGigE1/0/24 Channel-Group 2 sh I PHY 24!

etherchannel <#> sum

TwentyFiveGigE2/0/23 Channel-Group 1 sh ip int brief | in channel-group 2 mode active

Po
TwentyFiveGigE2/0/24 Channel-Group 2 !
Po1 up/up end
Po2 up/up
MS390 Access Stack

Upstream Connectivity

Tech Tip: Please note that the MS390 and C9300 switches use a separate routing table for management
traffic than the configured SVIs. As such, you won't be able to verify connectivity using ping tool from the
switch page to its default gateway (e.g. 10.0.100.1) since we have not created a L3 interface for the
Management VLAN (e.g. VLAN 100). Upstream connectivity verification should be done using one of the SVI
interfaces configured on the stack/ switch to the upstream Transit VLAN configured on the Edge MX appliance.
(e.g. VLAN 1923)
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Pinging (10.0.30.1 » 192.168.3.1)

1.2ms

0.8 ms |
0.4ms|

Oms*t

IPv4 1P:192168.31 \Lossrate:0% Average latency: 1 ms

Pinging (10.0.21.1 » 192.168.3.1)

1.2ms

0.8 ms |

0.4 ms |

Oms*

IPv4 |IP:192.168.31 Lossrate:0% Average latency: 1ms

Pinging (10.0.111 - 192.168.3.1) ~

1.2ms

0.8 ms |
0.4 ms |

Oms*

IPv4 IP:192168.31 Lossrate:0% Average latency: 1 ms
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Internet/Cloud Connectivity

Pinging (10.0.111 > 8.8.8.8) ~

9 ms
6 ms
3 ms
0O ms

IPv4 IP: 8888 \Lossrate:0% Average latency: 5 ms

Pinging MS390-02
1200 ms ¢

800 ms

Oms*

Lossrate: 0 %  Average latency: 184 ms

400 ms \/\/\/\

Downstream Connectivity

Pinging (10.0.21.1 » 10.0.21.2)

150 ms |
100 ms |
50 ms

0O ms

IPv4 1P:10.0.21.2 Lossrate:0% Average latency: 76 ms

Pinging (10.0.111 2 10.0.11.3)

120 ms |
80 ms|
40 ms |

Oms*®

IPv4 IP:10.011.3 Lossrate:0% Average latency: 64 ms
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C9300 Access Stack

Upstream Connectivity

Pinging (10.0.40.1 - 192.168.3.1) <

1.2ms

0.8 ms

0.4 ms |

Omst

IPv4 IP:192168.31 Lossrate:0 % Average latency: 1ms

Pinging (10.0.22.1 > 192.168.31)

1.2ms

0.8 ms |

0.4 ms |

Oms*

IPv4 IP:192168.31 Lossrate:0% Average latency: 1ms

Pinging (10.0.12.1 > 192.168.3.1)

1.2ms

0.8 ms |

0.4 ms |

Oms*

IPv4 IP:192.168.31 Lossrate:0% Average latency: 1ms
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Internet/Cloud Connectivity

Pinging (10.0.121 3 8.8.8.8) °

6 ms

4m5—’N_\—/

2 ms

0O ms

IPv4 IP: 3888 Lossrate:0%  Average latency: 5 ms

Pinging C9300-01 &

400 ms |

600 ms |

300 ms |

Oms’

Lossrate: 0 %  Awverage latency: 164 ms

Pinging (10.0.12.1 > 8.8.8.8)

24ms
16 ms
8 ms
Oms*t

IPv4 IP:88.88 Lossrate:0% Average latency: 9 ms

Pinging C9300-02 T
750 ms ¢
500 ms

250 ms

Lossrate: 0 %  Average latency: 90 ms

0Oms ez
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Downstream Connectivity

120 ms

BO ms

40 ms

0 ms

IPvd

Pinging (10.0.221 2 10.0.22.2) .

IP:10.0.22.2 Lossrate: 0% Average latency: 29 ms

MR Access Points
Downstream Connectivity

Client Connectivity

ether

ineté feB@::1075:6c6c:6758:39%9e%en® prefixlen é4 secured scopeid 0x7

3c:22:fb:30:da:69

samsacklPSAMSACKL-M-F859 Downloads % ifconfig en®
en@: flags=8863<UP,BROADCAST, SMART, RUNNING, SIMPLEX,MULTICAST> mtu 1560
options=6463<RXCSUM, TXCSUM, TS04, TS06, CHANNEL _I0,PARTIAL_CSUM,ZEROINVERT_CSUM>

inet 10.0.30.2 netmask Oxffffffe® broadcast 10.0.30.255
ndé options=281<PERFORMNUD,DAD>
media: autoselect
status: active

samsack1@SAMSACKL-M-F859 Downloads % [J

64
64
64
64
64
64
AC

64
64
64
64
64
&

bytes
bytes
bytes
bytes
bytes
bytes

bytes
bytes
bytes
bytes
bytes

samsackl@SAMSA
PING 8.8.8.8 (

from
from
from
from
from
from

from
from
from
from
from

-—— cisco.com
5 packets transmitted, 5 packets received, 0.0% packet loss

round-trip min/avg/max/stddev = 108.425/121.439/172.629/25.596 ms
samsack1@SAMSACKL-M-F859 Downloads % [

KL-

F

.8

.8: icmp_seq=0
.8: icmp_seq=1
.8: icmp_seq=2
.8: icmp_seq=3
.8: icmp_seq=4
.8: icmp_seq=5

mmmmmmmn
mmmmmmmr
mmmmmmmz

--- B8.8.8.8 ping statistics ---
6 packets transmitted, 6 packets received, 0.0% packet loss
round-trip min/avg/max/stddev =
samsackl@SAMSACKL-M-F859 Downloads % ping cisco.com
PING cisco.com (72.163.4.185): 56
72.163.4.185: icmp_seq=0
72.163.4.185: icmp_seq=1
72.163.4.185: icmp_seq=2
72.163.4.185: icmp_seq=3
72.163.4.185: icmp_seq=4

ping statistics --—-

859 Downloads % ping
): 56 data bytes

ttl=114
ttl=114
ttl=114
ttl=114
ttl=114
ttl=114

8.8.8.8

time=60.636 ms
time=5.139 ms
time=4.078 ms
time=5.912 ms
time=3.914 ms
time=3.983 ms

3.914/13.944/60.636/20.894 ms

data bytes

tt1=230 time=172.629 ms
tt1=230 time=109.022 ms
ttl=230 time=108.654 ms
ttl=230 time=108.465 ms
ttl=230 time=108.425 ms
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TFTP Server Jun112:52 17.0 M8 Othe:
Jun 112:52 89.7 MB Other
Jun 112:53 19 MB

Mac OS X 1013

100013

10.011.4

10.0.22.2

nor

nor

mal

mal

10: Corp

20: BYOD

802.1x Authentication

802.1x authentication has been tested on both Corp and BYOD SSIDs. Dashboard will be checked to verify the
correct IP address assignment and username. Packet captures will also be checked to verify the correct SGT
assignment. In the final section, ISE logs will show the authentication status and authorization policy applied.

iKarem Acme BYOD byod1

f4:5¢:89:09:35:09

10.0.22.2

iPhone 11 Guest N/A 30 30
12:99:2a:2d:d5:d6

10.0.30.2

MacBook Pro MS390-02 Corp1 10 10
8c:ae:4c:dd:15:19 Port 4

10.0.11.3

Jun 01, 2022 12:52:59.1 a Campus_zone2 Default >> Dot1X Defaylt >> BYOD allowed BYOD_Permit Apple-Device

Jun 01, 2022 12:13:44.6... 12:34:5C:8C:16:04 Q Campus_zone1 Default >> Dot1X Default >> Corp allowed Corp_Permit Unknown

Jun 01, 2022 12:13:39.0. F4:5C:89:89:35:09 B Campus_zoneZ  Default >> Dot1X Default >> Corp allowed Corp_Permit Apple-Device

Jun 01, 2022 12:11:33.8... a Campus_zonel Default >> Dot1X Default >> Corp allowed Corp_Permit Apple=Device
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Overview
Event 5200 Authentication succeeded
Username corpl
Endpoint Id F4:5C:89:B9:35:09 ©
Endpoint Profile Apple-Device
Authentication Policy Default >> Dot1X
Authorization Policy Default >> Corp allowed
Authorization Result Corp_Permit
Result
Class CACS:480d540600000000629749d0:ISE-
Campus/442276467/441
Tunnel-Type (tag=1) VLAN
Tunnel-Medium-Type (tag=1) 802
Tunnel-Private-Group-ID (tag=1) 10
cisco-av-pair cts:security-group-tag=000A-00
cisco-av-pair cts:security-group-tag=000a-00
MS-MPPE-Send-Key Jon
MS-MPPE-Recv-Key ARER
LicenseTypes Essential license consumed.
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Tech Tip: Please note that the configuration of the Cisco ISE is out of scope of this CVD. Please refer to Cisco
ISE administration guide for details on configuring policy sets on Cisco ISE. Also, please refer to this article for
more information on configuring Cisco ISE with Cisco Meraki Devices

VLAN Assignment

This section will validate that VLANSs are assigned correctly based on the VLAN tag. The following client was
used to test the connectivity in the designated VLAN:

AP AP2_Zone1 AP3_Zone2 AP2_Zone1 AP3_Zone2
Expected VLAN 11 12 21 22
Testing Client 12:34:5C:8C:16:0 12:34:5C:8C:16:0 46:F2:0C:4B:E7:FD 46:F2:0C:4B:E7:FD
Assigned IP Address / 10.0.11.3/VLAN 11 10.0.12.3 /VLAN 12  10.0.21.3 /VLAN 21  10.0.22.2 / VLAN 22
VLAN

1:529 wFm

< Wi Acme Corp

Auto-Join @

Low Data Mode

Private Wi-Fi Address @

Wi-Fi Address

Limit IP Address Tracking (i

Configure 1P
IP Address
Subnet Mask

Router
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Chent IP 10.0.11.3

Client MAC 1234:5c:8c:16:04

AP radio

Band

Channel 161 (B0 MHz wide)

Mode 802.11ax

Max bitrate 1200 Mbps

Signal 46 dB

Speed test

Run a browser-based spaed test 1o check your connection 1o
this access point

Access Point details

Name AP2 Zonel
Network name Campus - wireless

Hardware address cc9c:3e:ec 260

1:50 97

< Wi-Fi Acme Corp

Forget This Network

Auto-Join C

Low Data Mode
Low Data Mode helps reduce your iPhone data usage over
your mobile network or specific Wi-Fi networks you select.

When Low Data Mode is turned on, automatic updates and
background tasks, such as Photos syncing, are paused.

Private Wi-Fi Address 0

Wi-Fi Address 12:34:5C:8C:16:04

Using a private address helps reduce tracking of your
iPhone across different Wi-Fi networks.

Limit IP Address Tracking C

Limit IP address tracking by hiding your IP address from
known trackers in Mail and Safari.

IPV4 ADDRESS

Configure IP Automatic >
IP Address 10.0.12.3
Subnet Mask 265.255.265.0
Router 10.0.12.1
DNS —
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1M1:519
my.meraki.com

Client IP 10.0.12.3

Client MAC 12:34:5¢:8¢:16:04

AP radio

Band 5 GHz

Channel 60 (80 MHz wide)

Mode 802.11ax

Max bitrate 1200 Mbps

Signal 60 dB

Speed test
Run a browser-based speed test to check your connection to

this access point.

Run speed test

Access Point details

Name AP3_Zone2

Network name Campus - wireless

1429 wlT .
£ Wi-Fi Acme BYOD

Forget This Network

— ©

Low Data Mode

Low Data Mode heips reduce your iPhone data usage over
your mobide Network or specific Wi-Fi networks you select
Wihen Low Data Mode i tumed on, sutomatic updates and
background tasks, such s Photos syncing. are peused

Private Wi-Fi Address O

Wi-Fi Address 46:F2:0C:4B-E7:FD

Using 8 privete sddress helps reduce tracking of your
IPhone across different Wi-Fi networks

Limit IP Address Tracking

Limit IP address tracking by hiding your IP addres
known trackers in Mai and Safar

IPVA ADORESS

Configure IP Autom

IP Address

Subnet Mask 255.265.255.0
Router 10.0.211
ONS
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Client IP 10.0.21.3

Client MAC 46:2:0c:4b:e7:fd

AP radio

Band 5 GHz

Channel 161 (80 MHz wide)

Mode 802.11ax
Max bitrate 1200 Mbps

Signal 52 dB

Speed test
Run a browser-based speed test to check your connection to

this access point.

Run speed test

Access Point details

Name AP2_Zonel
Network name Campus - wireless

Hardware address cc:9c:3e:ec:26:0b0

1:439 -l T

£ Wi-Fi Acme BYOD

Forget This Network

- ©

Low Data Mode
Low Data Mode helps reduce your IPhone data usage over
your mobile network of specific Wi-Fi networks you select

Vihen Low Data Mode is tumed on, automatic updates and
background tasks, such as Photos syncing, are paused

Private Wi-Fi Address O

Wi-Fi Address 46:F2:0C:4B:E7:FD
Uszing a private address helps reduce tracking of your
Phorm across diffecent Wi-Fi networks

Limit IP Address Tracking 0

Limit IP address tracking by hiding your IP address from
known trackers in Mad and Safari

IPVA ADDRESS

Configure IP Automatic

P Address 100222
Subnet Mask 255.255.255.0
Router 10.0.221
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&5 A my.meraki.com

Run speed test

STP Convergence

STP convergence will be tested using several methods as outlined below. Please see the following table for
steady-state of the Campus LAN before testing:

C9500-01 Master 4096:b0c5.3¢c60.fba0 Interface Role s Cost Prio.Nbr Type
Twel/0/1 Desg FwD 2000 128.193 P2p
Twe2/0/1 Back BLK 286600 128.385 P2p
C9500-02 Member 4096.40b5.c111.01e0 Pol Desg FWD 10000 128.2089 P2p
Po2 Desg FwD 1000 128.20890 P2p

MS390-01 Master 61440:2c3f.0b04.7€e80 STP ROOT
b0:¢5:3¢:60:fb:a0 (priority 4096)

MS390-02 Member 61440:2c3f.0b0f.ec00 Blocking ports

None

C9300-01 Master 61440:a4b4.395f.2a8b  STP ROOT
b0:c5:3¢:60:fb:a0 (priority 4096)

C9300-02 Member 61440:4ce1.75b0.ba00 Blocking ports
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None
Client Device IP Address: 10.0.20.4
Hu1/0/25 ~ Hu2/0/25
C9500-01 U C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02( Port 1 M C9300-01
Port 1
Introducing loops (Access to Core)
Hu1/0/25 ~ Hu2/0/25
C9500-01 ¥; C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 (" Port 1 NM Port 2 Y C9300-01
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A loop was introduced by adding a link between C9300-01 /NM Port 2 and C9500 Core Stack / Port
TwentyFiveGigE1/0/22 (Please note that for the purposes of this test, the interface has been unshut and

configured as a Trunk port with Native VLAN 1 with STP guards on that interface)

9500-01#show ip interface brief | in TwentyFiveGigEl1/0/22
TwentyFiveGigEl/0/22 unassigned YES unset up up
ow9500-01#show run interface TwentyFiveGigEl1/0/22

Building configuration...

Current configuration

interface TwentyFiveGigE1l/0/22

switchport trunk native vlan 200

132 bytes

switchport trunk allowed vlan 200,1922

switchport mode trunk

spanning-tree guard root

end

9500-01+#

9500-01#show spanning-tree

MSTO

Spanning tree enabled protocol mstp

Root ID Priority 4096

Address b0c5.3c60.fbal

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 4096

Address b0cb5.

Hello Time 2
Interface Role
Twel/0/1 Desg
Twel/0/2 Desg
Twel/0/22 Desg
Twe2/0/1 Back
Twe2/0/2 Back
Pol Desg
Po2 Desg
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3c60.fbal

SecC

Sts

FWD
FWD
FWD
BLK
BLK
FWD

FWD

Max Age 20 sec Forward Delay 15 sec

Cost

2000
2000
2000
2000
2000
10000
1000

Prio.Nbr Type

128.
128.
128.
128.
128.
128.2089 P2p
128.2090 P2p

193
194
214
385
386

(priority 4096 sys-id-ext 0)

P2p
P2p
P2p
P2p
P2p
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Interface Twe1/0/22 is in STP FWD state (As expected since this is the Root bridge)

Stack2-C9300

Membel’s (2) configure ports in this stack

Name: C9300-01 Status: ®

Name: C9300-02 Status: ®

Overview Manage members Clone and replace member Layer

3rc

Blink LEDs

aaan
4

6 8 10

S EEE
cee el | | | | cmmMM

16 1820 22 24 A

SFP port CQ{!O()—NM am

12

Blink LEDs

12

19 N 3 1

Model: MS390-24

Trunk: native VLAN 200
Connected

) Auto negotiate (10 Gbps)

iiiii ii: STP discarding packets from this
port

L .

-—--
18 18 20 22 24

|

1 2

PING 8.8.8.8 (8.8.8. 8) 56 data bytes
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

L2 i s

icmp_seq=10 ttl=111
icmp_seg=11 ttl=111
icmp_seq=12 ttl=111
icmp_seq=13 ttl=111
iemp_seq=14 ttl=111
iecmp_seq=15 ttl=111
icmp_seq=16 ttl=111
icmp_seq=17 ttl=111
icmp_seq=18 ttl=111
icmp_seq=19 ttl=111
icmp_seq=20 ttl=111
icmp_seq=21 ttl=111
icmp_seq=22 ttl=111
icmp_seq=23 ttl=111
icmp_seq=24 ttl=111
icmp_seq=25 ttl=111
icmp_seq=26 ttl=111
icmp_seq=27 ttl=111
icmp_seq=28 ttl=111
icmp_seq=29 ttl=111
icmp_seq=30 ttl=111
icmp_seq=31 ttl=111
icmp_seq=32 ttl=111
icmp_seq=33 ttl=111
icmp_seq=34 ttl=111
icmp_seq=35 ttl=111
icmp_seq=36 ttl=111
icmp_seq=37 ttl=111
icmp_seq=38 ttl=111
iecmp_seq=39 ttl=111
icmp_seq=48 ttl=111

A skl aaa

P 0o 0o 09 0O 0O 0O 0O 00 00 OO 0O 00 00 0D 0O 00 00 00 00 09 09 09 0D 00 00 00 00 0O 00 00 00 00 0O 00 00 00 00 OO 00 OO O
:mmmmmmmmmmmmmmmmmmmmbmmmmmmmmmmmmmmmmmmmm
:mmmmmmmoommmmmmmmmmmm&nmmmmmmmmmmmmmmwmmmmm
:mmmmmmmmmmmmmmmmmmmménmmmmmmmmmmmmmmmmmmmm

samsackl@SAMSACKL-M-FB859 Downloads % ping 8.8.8.8

icmp_seq=0 ttl=111 time=30.064 ms
icmp_seg=1 ttl=111 time=9.501 ms

icmp_seq=2 ttl=111 time=14.600 ms
icmp_seq=3 ttl=111 time=7.825 ms

icmp_seg=4 ttl=111 time=14.596 ms
icmp_seq=5 ttl=111 time=10.745 ms
icmp_seq=6 ttl=111 time=8.043 ms

icmp_seq=7 ttl=111 time=14.351 ms
icmp_seq=8 ttl=111 time=14.496 ms
icmp_seq=9 ttl=111 time=14.858 ms

time=8.281 ms
time=14.733 ms
time=7.967 ms
time=6.368 ms
time=7.755 ms
time=189.708 ms
time=8.304 ms
time=8.0857 ms
time=7.639 ms
time=8.032 ms
time=8.089 ms
time=7.720 ms
time=8.007 ms
time=8.142 ms
time=7.836 ms
time=8.902 ms
time=14.708 ms
time=14.408 ms
time=8.347 ms
time=9.279 ms
time=9.290 ms
time=26.775 ms
time=8.324 ms
time=7.656 ms
time=7.499 ms
time=8.154 ms
time=7.799 ms
time=9.044 ms
time=11.391 ms
time=7.712 ms
time=7.626 ms

dnd =2 =onn

Note: No impact on traffic flow for wireless and wired clients
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Introducing Loops (Access Layer, with STP Guard: Loop Guard)

Hu2/0/25

Hu1/0/25 ~

C9500-01 U
Hu1/0/26

Twe1/0/23 Twe1/0/24
Twe1/0/22
Port 1
Ms390-01 .ot 1
Stack 1

M8390_02 Port 1

Twe?2/0/23

NM Port 2

C9500-02

Hu2/0/26

C9300-02

Port 1

C9300-01

7 Port 11

Twe?2/0/24

NM Port 1

Stack 2

For the purposes of this test and in addition to the previous loop connections, the following ports were
connected: MS390-01 / Port 11 < - > C9300-01 / Port 11

Please note that the port configuration for both ports was changed to assign a common VLAN (in this case
VLAN 99). Please see the following configuration that has been applied to both ports:

Switch / Port

Name

Port status

Type

Access policy

VLAN

Voice VLAN

C9300-01/M
MS390-01/M

‘ Enabled Disabled

Trunk Access ‘
Y
Open
99
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Link negotiation =
9 Auto negotiate v
RSTP I Enabled Disabled
STP guard
9 Loop guard v
Port schedule
Unscheduled v
Port isolation Enabled Disabled ‘
Trusted DAl Enabled Disabled ‘
UDLD
Alert only -
Tags
est X Clients X MAB X Wired x +
o Port 11 -
E;‘l_'_l_ll Access: VLAN 99 louting | Eventlog | DHCP | Location | Tools
Connected
Auto negotiate (1 Gbps
Ports | configure ports on this switch STPG'SCWI\QWHMINS
==g=g= EE=E No module connactad --
4 16 18 20 22 =2

Note: Port 11 on MS390-01 in STP BLK state (Bridge ID: 61440:2c3f.0b04.7e80)

Ports | Configure gorts on this switch

Ports | Power
Port 11 [
Access: VLAN 99
Connected
Auto negotiate (1 Gbps) |
3 v w1
ANANE aM ) [
LU L) DIEIEEIEIIEI

4 6 8 10 12 14 16 18 20 22

L3 routing

-

2

»

Event log

DHCP | Location

EIBI s

Tools

Note: Port 11 on C9300-01 in STP FWD state (Bridge ID: 61440:a4b4.395f.2a8b)
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Protocol Identifier: Spanning Tree Protocol (0x0000)
Protocol Version Identifier: Multiple Spanning Tree (3)
BPDU Type: Rapid/Multiple Spanning Tree (0x02)

BPDU flags: @x3c, Forwarding, Learning, Port Role: Designated
Root Identifier: 4096 / © / b@:c5:3c:60:fb:a0
Root Path Cost: @

Bridge Identifier: 4096 / @ / b@:c5:3c:60:fb:a@

MST Extension
MST Config ID format selector: @
MST Config name: regionl
MST Config revision: 1
MST Config digest: ac36177150283cd4b83821d8ab26de62
CIST Internal Root Path Cost: 1000
CIST Bridge Identifier: 61440 / @ / 4c:el:75:b@:ba:00
CIST Remaining hops: 19

Note: Packet capture on MS390-01 / Port 11 shows that Bridge ID: 61440:4ce1.75b0.ba00 is relaying the
Root bridge BPDUs with Root Bridge ID: 4096:b0c5.3c60.fba0

Introducing Loops (Access Layer, without STP Guard)

Hu1/0/25 ~ Hu2/0/25
C9500-01 \J C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
< 7
Port 12
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Port 1 Port 1 Stack 2
MS390-02 NM Port 2 Y C9300-01
7 Port 11

For the purposes of this test and in addition to the previous loop connections, the following ports were
connected: MS390-02 / Port 12 < - > C9300-02 / Port 12.
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Please note that the port configuration for both ports was changed to assign a common VLAN (in this case
VLAN 99). Please see the following configuration that has been applied to both ports:

Switch / Port €9300-02 /12
MS390-02 /12
Name ‘
Port status Disabled
Access policy Open -
VLAN ‘ 99 ‘
Voice VLAN ‘ ‘
Link negotiation ;
g Auto negotiate =
RSTP Enabled Disabled
STP guard
9 Loop guard "
Port schedule
Unscheduled =
Port isolation Enabled Disabled |
Trusted DAI Enabled Disabled |
UDLD
Alert only Y.
Tags : .
Test X Clients x MAB x Nired x +

7 n 13 15 17 19 21 23 i

9 ]
BNe SNUOEE oo ERIEE
i i 1 2

0 12 14 16 18 20 22 24 i

13
B
L)

5
2 6

4
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Note: MS390-02 / Port 12 is in STP BLK state (Bridge ID: 61440:2c3f.0b0f.ec00)

" 13 15 177 19 21

14 16 18 20 22 24 E

Note: C9300-02 / Port 12 is in STP FWD state (Bridge ID: 61440:4ce1.75b0.ba00)

Introducing Loops (Core Layer)

Twe1/0/10 Twe2/0/10
Hu1/0/25 ~ Hu2/0/25
C9500-01 9. C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Twe1/0/22
Port 12
Port 1 NM Port 1
MS390-01 fot 1! C9300-02
Stack 1 Port 1 Port 1 Stack 2
MS390-02 NM Port 2 C9300-01
" Port 11

For the purpose of this test and in addition to the previous loop connections, the following ports were
connected:

Port Twe1/0/10 to port Twe2/0/10 on the C9500 Core switches.

9500-01#show run interface Twel/0/10

Building configuration...

Current configuration : 132 bytes

!

interface TwentyFiveGigE1/0/10

switchport trunk native vlan 3

switchport trunk allowed vlan 3,100,200,1921,1922,1923
switchport mode trunk

spanning-tree guard loop

end
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9500-01#show run interface Twe2/0/10

Building configuration...

Current configuration

interface TwentyFiveGigE2/0/10
switchport trunk native vlan 3

switchport trunk allowed vlan 3,100,200,1921,1922,1923

switchport mode trunk

spanning-tree guard loop

end

9500-01+#

9500-01#show ip interface brief | in TwentyFiveGigE1/0/10

TwentyFiveGigE1/0/10 unassigned YES unset up up

9500-01+#

9500-01#show ip interface brief | in TwentyFiveGigE2/0/10

TwentyFiveGigE2/0/10 unassigned YES unset up up

9500-01#show spanning-tree

MSTO

132 bytes

Spanning tree enabled protocol mstp

Root ID Priority 4096

Bridge ID Priority 4096

Interface

Twel/0/1
Twel/0/2
Twel/0/10
Twel/0/22
Twe2/0/1
Twe2/0/2
Twe2/0/10
Pol

Po2

Role Sts Cost

Desg FWD 2000
Desg FWD 2000
Desg FWD 2000
Desg FWD 2000
Back BLK 2000
Back BLK 2000
Back BLK 2000
Desg FWD 10000
Desg FWD 1000

Address b0c5.3c60.fbal

This bridge is the root

Address b0c5.3c60.fbal

Prio.Nbr Type

128.
128.
128.
128.
128.
128.
128.
128.
128.
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193
194
202
214
385
386
394

2089 P2p
2090 P2p

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

(priority 4096 sys-id-ext 0)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

P2p
P2p
P2p
P2p
P2p
P2p
P2p
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9500-01#show spanning-tree interface Twe2/0/10 detail

Port 394 (TwentyFiveGigE2/0/10) of MSTO is backup blocking

Port path cost 2000, Port priority 128, Port Identifier 128.394.

Designated root has priority 4096, address b0c5.3c60.fbal

Designated bridge has priority 4096, address b0c5.3c60.fbal

Designated port id is 128.202, designated path cost 0
Timers: message age 4, forward delay 0, hold 0
Number of transitions to forwarding state: O
Link type is point-to-point by default, Internal
PVST Simulation is enabled by default
Loop guard is enabled on the port
BPDU: sent 2, received 66
9500-01+#

Introducing Rogue Bridge in VLAN 200

Twe1/0/V
C9500 Stack Hu1/0/25 ~ Hu2/0/25
STP Priority | C9500-01 9.
8192 Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23
Twe1/0/22
Port 1
Port 11
Stack 1 MS390-01
STP Priority Port 1
61440 MS390-02 NM Port 2

Twe2/0/10

C9500-02

Twe2/0/24

NM Port 1

C9300-02 Stack 2

Port 1 STP Priority

c9300-01| 499

7 Port 11

For the purpose of this test and in addition to the previous loop connections, the Bridge priority on C9300 Stack

will be reduced to 4096 (likely root) and increasing the Bridge priority on C9500 to 8192.

e Downlinks on C9500 are configured with STP Root Guard

« Access Layer Links (Stack to Stack) are configured with STP Loop Guard + UDLD
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9500-01 (config) #spanning-tree mst 0 priority 8192
9500-01 (config) #end
9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 8192
Address b0c5.3c60.fbal

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 8192 (priority 8192 sys-id-ext 0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role StsCost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p

Twel/0/2 Desg FWD 2000 128.194 P2p

Twel/0/10 Desg FWD 2000 128.202 P2p

Twel/0/22 Desg BKN'2000 128.214 P2p "ROOT Inc
Twe2/0/1 Back BLK 2000 128.385 P2p

Twe2/0/2 Back BLK 2000 128.386 P2p

Twe2/0/10 Back BLK 2000 128.394 P2p

Pol Desg BKN'10000 128.2089 P2p '‘ROOT Inc
P02 Desg BKN'1000 128.2090 P2p ‘ROOT Inc
9500-01+#

STP configuration

Spanning tree protocol
i

STP bridge priority

STP bridge priority will
determine which switch is the
STP root in the network. The
switch with the lowest priority
will become the root (MAC
address is the tie-breaker).

| Enable RSTP v

Switches/Stacks Bridge priority
Stack1-MS390 x | 61440 v |
Stack2-C9300 x | 4096 v |

Default 32768

Set the bridge priority for another switch or stack
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9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 8192
Address b0c5.3c60.fbal
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 8192 (priority 8192 sys-id-ext 0)
Address b0c5.3¢c60.fba0
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Interface Role Sts Cost Prio.Nbr Type
9500-01#sh spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority 8192
Address b0c5.3c60.fbal
This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 8192 (priority 8192 sys-id-ext 0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role StsCost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p

Twel/0/2 Desg FWD 2000 128.194 P2p

Twel/0/10 Desg FWD 2000 128.202 P2p

Twel/0/22 Desg BKN'2000 128.214 P2p "ROOT Inc
Twe2/0/1 Back BLK 2000 128.385 P2p

Twe2/0/2 Back BLK 2000 128.386 P2p

Twe2/0/10 Back BLK 2000 128.394 P2p

Pol Desg BKN'10000 128.2089 P2p "ROOT_Inc
P02 Desg BKN'1000 128.2090 P2p ‘ROOT Inc
9500-01+#

9500-01#show spanning-tree interface Pol detail

Port 2089 (Port-channell) of MSTO is broken (Root Inconsistent)
Port path cost 10000, Port priority 128, Port Identifier 128.2089.
Designated root has priority 8192, address b0c5.3c60.fbal
Designated bridge has priority 8192, address b0c5.3c60.fbal
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Designated port id is 128.2089, designated path cost 0
Timers: message age 5, forward delay 0, hold O

Number of transitions to forwarding state: 1

Link type is point-to-point by default, Internal

PVST Simulation is enabled by default

Root guard is enabled on the port

BPDU: sent 15929, received 1230

9500-01#show spanning-tree interface Po2 detail

Port 2090 (Port-channel2) of MSTO is broken (Root Inconsistent)
Port path cost 1000, Port priority 128, Port Identifier 128.2090.
Designated root has priority 8192, address b0c5.3c60.fbal
Designated bridge has priority 8192, address b0c5.3c60.£fbal
Designated port id is 128.2090, designated path cost O
Timers: message age 5, forward delay 0, hold O
Number of transitions to forwarding state: 1
Link type is point-to-point by default, Internal
PVST Simulation is enabled by default
Root guard is enabled on the port
BPDU: sent 15849, received 1330

9500-01+#

C9500 Core Stack is still the Root Bridge (i.e. The root Bridge placement has been enforced).

Downlinks to C9300 and MS390 stacks are in STP Root Inconsistent State which caused all access switches
to go offline on Dashboard.

Note: Please note that this caused client disruption, and no traffic was passing since the C9500 Core Stack
put all downlink ports into Root inconsistent state.

To recover access switches, you will need to change the STP priority on the C9500 Core stack to 0 which
ensures that your core stack becomes the root of the CIST. Alternatively, you can configure STP root Guard on
the MS390 ports facing the C9300 and thus the MS390s will come back online.

The reason why all access switches went online on dashboard is that the C9300 was the root for the access
layer (priority 4096) and thus the MS390s were passing traffic to Dashboard via the C9300s. Configuring STP
Root Guard on the ports facing C9300 recovered the MS390s and client connectivity.

On the other hand, changing the STP priority on the C9500 core stack pulled back the Root to the core layer
and recovered all switches on the access layer.
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Tech Tip: It is considered best practices to avoid assigning STP priority on your network to 0 on any device
which gives you room for adding devices in the future and for maintenance purposes. In this instance,
configuring STP priority 0 allowed us to recover the network which wouldn't have been possible if priority O
was configured already on the network. Having said that, please remember to revert the STP priority on your
C9500 Core Stack after recovering the network. (Default value 4096)

9500-01 (config) #spanning-tree mst 0 priority O
9500-01 (confiqg) #
9500-01 (config) #end
9500-01#show spanning-tree
MSTO
Spanning tree enabled protocol mstp
Root ID Priority O
Address b0c5.3¢c60.fba0
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Bridge ID Priority 0 (priority 0 sys-id-ext 0)
Address b0c5.3c60.fbal

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Interface Role Sts Cost Prio.Nbr Type
Twel/0/1 Desg FWD 2000 128.193 P2p
Twel/0/2 Desg FWD 2000 128.194 P2p
Twel/0/10 Desg FWD 2000 128.202 P2p
Twel/0/22 Desg FWD 2000 128.214 P2p
Twe2/0/1 Back BLK 2000 128.385 P2p
Twe2/0/2 Back BLK 2000 128.386 P2p
Twe2/0/10 Back BLK 2000 128.394 P2p
Pol Desg FWD 10000 128.2089 P2p
P02 Desg FWD 1000 128.2090 P2p

9500-01#ping 10.0.200.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.200.3, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
9500-01#ping 10.0.100.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.0.100.3, timeout is 2 seconds:
Success rate is 80 percent (4/5), round-trip min/avg/max = 2/2/3 ms

9500-01+#
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Reverting all configurations back to its original state:

1. Disconnect and shutdown interface TwentyFiveGigE1/0/22
2. Disconnect port 11 on MS390-01 and C9300-01 and remove Loop Guard and UDLD
3. Disconnect port 12 on MS390-02 and C9300-02

4. Disconnect and revert port TwentyFiveGigE1/0/10 and TwentyFiveGigE20/10 back to access with
VLAN 1 and shutdown

5. Change MST priority on C9300 stack to 61440
6. Change MST priority on C9500 Core Stack to 4096

High Availability and Failover

Here's the steady-state physical architecture for reference:

Hu1/0/25 ~ Hu2/0/25
C9500-01 Y; C9500-02
Hu1/0/26 Hu2/0/26
Twe1/0/23 Twe1/0/24 Twe2/0/23 Twe2/0/24
Port 1 > < NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
NM
MS390-02( Port 1 Port 1 C9300-01
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MX WAN Edge Failover

WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/1 / Twe1/0/2

SVL
Hu1/0/25  \~  Hu2/0/25
Hu1/0/26 YV Hu2/0/26

C9500-01 C9500-02

Twe1/0/23 Twe?2/0/24

NM Port 1

C9300-02

Port 1

MS390-01 \

Stack 1 Stack 2
MS390-02 C9300-01
Port 1 NM Port 1
Port 13-16
o
e
MR55 CW9166 MR55 CW9166

Unreachable Pt
SPARE p
Current master
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8.8.8.8 Stop
33 From 8.8.8.8, size 56 bytes, ttl 112 18 ms
34 From 8.8.8.8, size 56 bytes, ttl 112 19ms
35 From 8.8.8.8, size 56 bytes, ttl 112 20 ms
36 From 8.8.8.8, size 56 bytes, ttl 112 20 ms
37 From 8.8.8.8, size 56 bytes, ttl 112 16 ms
38 From 8.8.8.8, size 56 bytes, ttl 112 22 ms
39 From 8.8.8.8, size 56 bytes, ttl 112 16 ms
40 From 8.8.8.8, size 56 bytes, ttl 112 19ms
41 From 8.8.8.8, size 56 bytes, ttl 112 15 ms
42 From 8.8.8.8, size 56 bytes, ttl 112 15ms
43 From 8.8.8.8, size 56 bytes, ttl 112 15 ms
44 From 8.8.8.8, size 56 bytes, ttl 112 18 ms
45 From 8.8.8.8, size 56 bytes, ttl 112 18 ms
46 From 8.8.8.8, size 56 bytes, ttl 112 29 ms
47 From 8.8.8.8, size 56 bytes, ttl 112 18 ms
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:

se ®s ss w8 w8 ss ss ss ws ws SE S8 w8 B4 S8 s ss Ws S8 S8 S8 B4 S8 8 w8 G8 S8 S8 S8 84 S8 88 w8 ®8 S8 S8 W6 84 S8 8 s w8 &% S8 w8 se ws

64 Dytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

icmp_seq=74 ttl=112 time=7/.527 ms
icmp_seq=75 ttl=112 time=8.212 ms
icmp_seq=76 ttl=112 time=91.591 ms
icmp_seq=77 ttl=112 time=47.030 ms
icmp_seq=78 ttl=112 time=40.951 ms
icmp_seq=79 ttl=112 time=162.646 ms
icmp_seq=80 ttl=112 time=8.258 ms
icmp_seq=81 ttl=112 time=104.672 ms
icmp_seq=82 ttl=112 time=9.280 ms
icmp_seq=83 ttl=112 time=7.689 ms
icmp_seq=84 ttl=112 time=7.088 ms
icmp_seq=85 ttl=112 time=8.194 ms
icmp_seq=86 ttl=112 time=7.642 ms
icmp_seq=87 ttl=112 time=166.694 ms
icmp_seq=88 ttl=112 time=211.235 ms
icmp_seq=89 ttl=112 time=64.639 ms
icmp_seq=90 ttl=112 time=108.789 ms
icmp_seq=91 ttl=112 time=154.092 ms
icmp_seq=92 ttl=112 time=195.791 ms
icmp_seq=93 ttl=112 time=7.521 ms
icmp_seq=94 ttl=112 time=8.194 ms
icmp_seq=95 ttl=112 time=7.427 ms
icmp_seq=96 ttl=112 time=45.216 ms
icmp_seq=97 ttl=112 time=91.350 ms
icmp_seq=98 ttl=112 time=120.614 ms
icmp_seq=99 ttl=112 time=150.742 ms
icmp_seq=100 ttl=112 time=162.672 m
icmp_seq=101 ttl=112 time=123.627
icmp_seq=102 ttl=112 time=251.045
icmp_seq=1083 ttl=112 time=305.056
icmp_seq=104 ttl=112 time=351.764
icmp_seq=105 ttl=112 time=8.535 ms
icmp_seq=106 ttl=112 time=16.349 ms
icmp_seq=107 ttl=112 time=17.625 ms
icmp_seq=108 ttl=112 time=7.122 ms
icmp_seq=109 ttl=112 time=22.681 ms
icmp_seq=110 ttl=112 time=6.893 ms
icmp_seq=111 ttl=112 time=8.228 ms
icmp_seq=112 ttl=112 time=6.981 ms
icmp_seq=113 ttl=112 time=5.515 ms
icmp_seq=114 ttl=112 time=27.871 ms
icmp_seq=115 ttl=112 time=80.179 ms
icmp_seq=116 ttl=112 time=6.963 ms
icmp_seq=117 ttl=112 time=7.068 ms
icmp_seq=118 ttl=112 time=6.465 ms
icmp_seq=119 ttl=112 time=7.289 ms
icmp seq=120 ttl=112 time=14.539 ms

m
m
m
m

00 00 00 00 00 00 00 00 00 00 00 00 00 0o 0o 0o OO0 OO 0O 0O 0O 0O 00 0O OO CO CO ©O ©O 0O 0O 00 00 OO0 OO0 00 00 00 00 00 00 00 O ™ ™ W

00 00 00 00 00 00 00 0O 00 00 00 00 00 0o 0o OO 0O 0O 0O 0O 0O 0O 00 00 0O OO 00 00 0O 00 00 00 00 00 00 00 00 00 00 OO OO OO 00 00 OO 0

00 00 00 00 00 00 00 00 00 00 00 00 00 0o 0o OO OO OO 0O 0O 0O 0O 00 0O 0O ©O ©O 0O 0O 0O 0O 00 00 00 00 00 0O 00 OO 00 00 00 OO W W W
00 00 00 00 00 00 00 00 00 00 00 00 00 0o 0o OO OO OO 0O 0O 0O 0O 00 0O OO OO OO ©O CO 0O 0O 0O 00 OO OO0 00 00 OO 00 00 00 00 OO W W W

Note: Client traffic was not disrupted during failover event for both Wireless and Wired clients.
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WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/1 / Twe1/0/2

SVL
Hu1/0/25  \~  Hu2/0/25
Hu1/0/26 YV Hu2/0/26

C9500-01 C9500-02

Twe1/0/23 Jwe1/0/24 Twe2/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02

Stack 1

Stack 2

Port 1 NM Port 1

MS390-02

Port 13-16

C9300-01

=
e

MR55 CW9166 MR55 CW9166
Unreachable X
SPARE
s s
Current master
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64 bytes from icmp_seq=1629 ttl=112 time=47.803 ms
64 bytes from icmp_seq=1630 ttl=112 time=7.525 ms
64 bytes from icmp_seq=1631 ttl=112 time=7.891 ms

8.8.8.8:
8.8.8.8:
8.8.8.8:
64 bytes from 8.8.8.8: icmp_seq=1632 ttl=112 time=7.080 ms
8.8.8.8:
8.8.8.8:
8.8.8.8:

64 bytes from icmp_seq=1633 ttl=112 time=7.034 ms
64 bytes from icmp_seq=1634 ttl=112 time=7.069 ms
64 bytes from icmp_seq=1635 ttl=112 time=7.314 ms
Request timeout for icmp_seq 1636

Request timeout for icmp_seq 1637

Request timeout for icmp_seq 1638

64 bytes from 8.8.8.8: icmp_seq=1639 ttl=112 time=240.011 ms
64 bytes from icmp_seq=1640 ttl=112 time=8.005 ms
64 bytes from icmp_seq=1641 ttl=112 time=13.687 ms
64 bytes from icmp_seq=1642 ttl=112 time=13.163 ms
64 bytes from icmp_seq=1643 ttl=112 time=9.468 ms
64 bytes from icmp_seq=1644 ttl=112 time=6.821 ms
64 bytes from icmp_seq=1645 ttl=112 time=14.942 ms
64 bytes from icmp_seq=1646 ttl=112 time=6.533 ms
64 bytes from icmp_seq=1647 ttl=112 time=7.280 ms
64 bytes from icmp_seq=1648 ttl=112 time=10.863 ms
64 bytes from icmp_seq=1649 ttl=112 time=6.432 ms
64 bytes from icmp_seq=1650 ttl=112 time=6.386 ms
64 bytes from icmp_seq=1651 ttl=112 time=6.270 ms
64 bytes from icmp_seq=1652 ttl=112 time=12.704 ms
64 bytes from icmp_seq=1653 ttl=112 time=13.550 ms
64 bytes from icmp_seq=1654 ttl=112 time=7.204 ms
64 bytes from icmp_seq=1655 ttl=112 time=7.145 ms
64 bytes from icmp_seq=1656 ttl=112 time=8.219 ms
64 bytes from icmp_seq=1657 ttl=112 time=13.242 ms
64 bytes from icmp_seq=1658 ttl=112 time=13.857 ms
64 bytes from icmp_seq=1659 ttl=112 time=7.644 ms
64 bytes from icmp_seq=1660 ttl=112 time=5.898 ms
64 bytes from icmp_seq=1661 ttl=112 time=7.452 ms
64 bytes from icmp_seq=1662 ttl=112 time=13.106 ms

L1 hutas Fwam Tamn can=TLL? ++1<117 +aimaci £21 ma

O 00 00 00 00 00 0O 0O 0O OO OO 0O 0O 00 00 0O 00 OO OO0 OO0 OO0 OO0 OO

B w8 ®% w8 sS4 ss ss ®s ®s S8 8 S8 B4 S8 ss ws Gs S8 S8 A4 84 =8 w8 ws

O 00 00 00 0O 00 0O 0O 0O 0O 00 0O 0O 00 00 00 00 00 00 00 00 OO OO

D 00 00 0O 0O 00 00 0O 0O OO OO 0O 00 00 00 00 00 00 00 OO OO OO OO

D 00 00 0O 0O 00 00 0O 0O 0O OO 0O 0O 00 00 00 00 00 00 OO OO OO OO

Note: Client traffic disrupted for about 1-3 secs
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C9500 Core Stack Loss of Uplink

WAN

MX
warm-spare

Primary WAN
Edge

Secondary WAN
Edge

Twe1/0/2

Twe1/0/1

SVL
Hu1/0/25 N Hu2/0/25

C9500-01 C9500-02

Hu1/0/26 YV Hu2/0/26

Twe1/0/23 Twe?2/0/24

NM Port 1

C9300-02
C9300-01

Port 1

MS390-01 \
MS390-02

Port 13-16

Stack 1 Stack 2

Port 1 NM Port 1

| =

]

MR55 CW9166 MR55 CW9166

For the purpose of this test, ports TwentyFiveGigE1/0/1 and TwentyFiveGigE1/0/2 will be disconnected.

9500-01#show ip interface brief

TwentyFiveGigE1l/0/1 unassigned YES unset down down
TwentyFiveGigEl/0/2 unassigned YES unset down down
TwentyFiveGigE2/0/1 unassigned YES unset up up
TwentyFiveGigE2/0/2 unassigned YES unset up up

9500-01#show switch
Switch/Stack Mac Address : b0c5.3c60.fbal0 - Local Mac Address
Mac persistency wait time: Indefinite

H/W Current
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Switch# Role

1 Active
2 Standby
9500-01+#

Mac Address

b0c5.3¢c60.£fbal

40b5.c111.0

1e0

Priority Version State

5 V02
1 v02

Ready
Ready

Note: Wireless client traffic flow disrupted for about 30 secs

64
64
64
64
64
64
64
64
64
64
64
64

-y

Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request
Request

bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes

timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout
timeout

from B8.8.8.

from
from
from
from
from
from
from
from
from
from
from

00 00 00 00 00 0D 0D 00 00 OO OO

64 bytes from 8.8.8.8:

U

icmp_s

for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq
for icmp_seq

0o 0o 000000000 oMMM

.

00 00 00 00 00 00 0O 0O 00 OO OO O

00 00 00 00 0000000000 OO

eq=4
4775
4776
4777
4778
4779
4780
4781
4782
4783
4784
4785
4786
4787
4788
4789
47908
4791
4792
4793
LT794
4795
4796
4797
4798
4799
4800
4801
4802
4803
4804
4805
4806
4807
4808
4809
4810
4811
4812
4813

774 ttl=112 time=9.681 ms

: icmp_seq=4814 ttl=112
icmp_seq=4815 ttl=112
icmp_seq=4816 ttl=112
icmp_seq=4817 ttl=112
icmp_seq=4818 ttl=112
icmp_seq=4819 ttl=112
icmp_seq=4820 ttl=112
icmp_seq=4821 ttl=112
icmp_seq=4822 ttl=112
icmp_seq=4823 ttl=112
icmp_seq=4824 ttl=112
icmp_seq=4825 ttl=112

time=7.7085
time=7.098
time=6.809
time=7.850
time=7.446
time=6.877
time=7.061
time=6.619
time=8.331
time=6.823
time=6.174
time=7.599

ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
ms
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C9300 Stack Loss of Uplink

WAN
MX
warm-spare
Primary WAN A A Secondary WAN
Edge © 'Q’{\ © '@('\E Edge
Port 19 Port 20 Port 20
Twe1/0/1 / Twe1/0/2 Twe2/0/1\ Twe2/0/2
~ SVL p
Hu1/0/25 N Hu2/0/25
C9500-01 | C9500-02
Jhuto26 V' Huz/0/26 |
Twe1/0/23 Jwe1/0/24 Twe?2/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 C9300-01
NM Port 1
Port 13-16 Port 13-16
— e~ — —_
o ‘e o )
MR55 CW9166 MR55 CW9166
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For the purpose of this test, NM Port 1 on C9300-01 (Master switch) will be disconnected.

8.8.8.8 Stop

0 From 8.8.8.8, size 56 bytes, ttl 112 17 ms
1 From 8.8.8.8, size 56 bytes, ttl 112 19 ms
2 From 8.8.8.8, size 56 bytes, ttl 112 19ms
3 From 8.8.8.8, size 56 bytes, tt| 112 18 ms
4 From 8.8.8.8, size 56 bytes, ttl 112 17 ms
5 From 8.8.8.8, size 56 bytes, tt| 112 14 ms
6 From 8.8.8.8, size 56 bytes, ttl 112 17 ms
8 From 8.8.8.8, size 56 bytes, ttl 112 19ms
9 From 8.8.8.8, size 56 bytes, ttl 112 17 ms
10 From 8.8.8.8, size 56 bytes, ttl 112 18 ms
11 From 8.8.8.8, size 56 bytes, ttl 112 19ms
7 Request timeout

12 From 8.8.8.8, size 56 bytes, ttl 112 16 ms
13 From 8.8.8.8, size 56 bytes, ttl 112 16 ms
14 From 8.8.8.8, size 56 bytes, ttl 112 14 ms

e —————————————

Note: Wireless client traffic flow disrupted for about 1 sec
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MS390 Stack Loss of Uplink

WAN
MX
warm-spare
Primary WAN A A Secondary WAN
Edge © 'Q’{\ ] © '@('\E Edge
Port 19 Port 20 Port 20
Twe1/0/1 / Twe1/0/2 Twe2/0/1\ Twe2/0/2
~ SVL -
Hu1/0/25 N Hu2/0/25
C9500-01 | C9500-02
Jhuto26 V' Huz/0/26 |
Twe1/0/23 Twe2/0/24
Port 1 NM Port 1
MS390-01 C9300-02
Stack 1 Stack 2
MS390-02 C9300-01
NM Port 1
Port 13-16 Port 13-16

CW9166 CW9166

For the purpose of this test, port 1 on MS390-01 (Master switch) will be disconnected.
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UM UyLTD LUV O.
64 bytes from 8.
64 bytes from 8.
8.
t

ALY _2TY=LAUMOT LLL=Llll LLNMO=J.Ll7 Wi
icmp_seq=10440 ttl=111 time=9.558 ms
icmp_seq=10441 ttl=111 time=13.315 ms
icmp_seq=10442 ttl=111 time=7.202 ms
cmp seq 10443
icmp_seq=10444 ttl=111 time=7.644 ms
icmp_seq=10445 ttl=111 time=6.427 ms
icmp_seq=10446 ttl=111 time=8.329 ms
icmp_seq=10447 ttl=111 time=20.515 ms
icmp_seq=10448 ttl=111 time=15.399 ms
mp_seq 10449
icmp_seq=10450 ttl=111 time=26.488 ms
icmp_seq=10451 ttl=111 time=8.758 ms
icmp_seq=10452 ttl=111 time=22.565 ms
icmp_seq=10453 ttl=111 time=20.149 ms
icmp_seq=10454 ttl=111 time=17.307 ms
icmp_seq=10455 ttl=111 time=7.371 ms
or icmp_seq 108456
or icmp_seq 10457
icmp_seq=10458 ttl=111 time=25.008 ms
icmp_seq=10459 ttl=111 time=7.907 ms
icmp_seq=10460 ttl=111 time=13.606 ms
icmp_seq=10461 ttl=111 time=17.955 ms
icmp_seq=10462 ttl=111 time=20.984 ms
icmp_seq=10463 ttl=111 time=26.031 ms
icmp_seq=10464 ttl=111 time=21.931 ms
icmp_seq=10465 ttl=111 time=17.613 ms
icmp_seq=10466 ttl=111 time=27.587 ms
icmp_seq=10467 ttl=111 time=22.066 ms
icmp_seq=10468 ttl=111 time=25.890 ms
icmp_seq=10469 ttl=111 time=23.064 ms
icmp_seq=10470 ttl=111 time=16.053 ms
icmp_seq=10471 ttl=111 time=20.443 ms
icmp_seq=10472 ttl=111 time=22.713 ms
icmp_seq=10473 ttl=111 time=21.381 ms
icmp_seq=10474 ttl=111 time=8.151 ms
icmp_seq=10475 ttl=111 time=6.894 ms
icmp_seq=10476 ttl=111 time=5.762 ms
icmp_seq=10477 ttl=111 time=7.449 ms
icmp_seq=10478 ttl=111 time=13.023 ms

s ss ws

64 bytes from
Request timeou
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
Request timeou
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
Request timeou
Request timeou
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from
64 bytes from

[+]

o

00 00 00O 00O 00O OO 0000 OO OO OO OO0 OOQ
<00 00 00O OO 00O OO H-00 00 0O OO OO M-0000@GO0

a8 ss ss se ss ss () e ss ss se s

L+ ] tl’ IID (ID 0o tl? tl’ IID (ID w0 o ™ tl) tl) tl? tl’ IID =h =h 00 00 00 00 00 00 =h OO OO OO OO OO =h OO OO OO @

L+ ] tl’ {ID (ID 0 0000w tl) (ID (ID W o ™ (IJ tl) tl’ tl: (Ib 4-? ~+ 00 00 00 OO OO OO ~+ OO OO OO OO OO

r
.8.
.8.
8.
8
8
8
8
8
.8.
.8.
.8.
.8
8
8
8
8
8
.8.
.8.
.8.
8

o UD CI’ (lD 0o 00 000w UD CI’ (lD 0 0 oo Cl! Uﬂ (l)

s ®s E® w8 88 88 S8 w8 ®s &8 S8 8 B4 84 s8 ws ws ss S8 w8 ws

Note: Wireless client traffic flow disrupted for about 2 secs
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from
from
from
from
from
from
from

10.0.20.5

10.0.20.5

10.0.20.5:
5
5

—_— - mem = i e = e m == e

bytes
bytes
bytes
bytes
bytes
bytes
bytes

—— - -

icmp_seq=9 ttl=64 time=99.045 m
icmp_seq=10 ttl=64 time=15.473 ms
icmp_seq=11 ttl=64 time=5.512 ms
10.0.20. icmp_seq=12 ttl=64 time=6.149 ms
10.0.20.5: icmp_seq=13 ttl=64 time=5.916 ms
10.0.20.5: icmp_seq=14 ttl=64 time=6.030 ms
10.0.20.5: icmp_seq=15 ttl=64 time=5.890 ms
64 bytes from 10.0.20.5: icmp_seq=16 ttl=64 time=5.969 ms
64 bytes from 10.0.20.5: icmp_seq=17 ttl=64 time=64.174 ms
Request timeout for icmp_seq 18

64 bytes from 10.0.20.5: icmp_seq=19
64 bytes from 10.0.20.5: icmp_seq=20
64 bytes from 10.0.20.5: icmp_seqg=21
64 bytes from 10.0.20.5: icmp_seq=22
64 bytes from 10.0.20.5: icmp_seq=23
64 bytes from 10.0.20.5: icmp_seq=24
64 bytes from 10.0.20.5: icmp_seq=25
64 bytes from 10.0.20.5: icmp_seq=26
64 bytes from 10.0.20.5: icmp_seq=27
64 bytes from 10.0.20.5: icmp_seq=28
64 bytes from 10.0.20.5: icmp_seq=29
64 bytes from 10.0.20.5: icmp_seq=30
64 bytes from 10.0.20.5: icmp_seq=31
A4 hutes from 1A.A.20.5: iemn sen=32

64
64
64
64
64
64
64

time=1085.541 ms
time=5.780 ms
time=5.950 ms
time=66.381 ms
time=5.679 ms
time=100.983 ms
time=5.750 ms
time=4.784 ms
time=4.764 ms
time=5.699 ms
time=7.896 ms
time=5.511 ms
time=4.974 ms
time=K.492 ms

ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=64
ttl=h4

Note: Wireless client traffic on Campus LAN disrupted for about 1 sec

QoS

For the purpose of this test, packet capture will be taken between two clients running a Webex session. Packet
capture will be taken on the Edge (i.e. MR wireless and wired interfaces) then on the Access (i.e. the MS390 or
C9300 uplink port) then on the MX WAN Downlink and finally on the MX WAN Uplink. The table below shows
the testing components and the expected QoS behavior:

Client Application Access Point (Wired) |Access Switch Uplink

Port Expected QoS

MX Appliance Uplink
Port Expected QoS

Expected QoS

Client #1 (10.0.20.2)

iPhone 11
(cc:66:0a:3e:44:69)

Webex (UDP 9000) AP3_Zone2 /| AF41/

DSCP 34

C9300-02 (Port 25) /
AF41 / DSCP 34

AF41 [ DSCP 34

iTunes AP3_Zone2 / AF21/  C9300-02 (Port 25)/ AF21/DSCP 18

Client #2 (10.0.20.3)

MacBook Pro
(3c:22:fb:30:da:69)

Webex (UDP 9000)

Dropbox
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DSCP 18

AP2_Zone1 / AF41/

DSCP 34

AP2_Zone1 / AFO /

DSCP 0

AF21 / DSCP 18

MS390-01 (Port 1) /
AF41 / DSCP 34

AF41 [ DSCP 34

MS390-01 (Port 1) /
AFO / DSCP 0

AFO /DSCP 0
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Access Point Wired Port pcaps

Client #1

Frame Control Field: ©0x8881
.000 0000 0011 0000 = Duration: 48 microseconds
Receiver address: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
Transmitter address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
Destination address: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
BSS Id: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
STA address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
ssss ssss =sss 0000 = Fragment number: @
9110 0010 0110 .... = Sequence number: 1574
Qos Control: @x@al5

sasa awns aaaa 0101 = TID: 5

siss ssss «101 = Priority: Video (Video) (5)]

QoS bit 4: Bits 8-15 of QoS Control field are Queue Size
Ack Policy: Normal Ack (0x@)

ssss ssss o3l suas

sses anee s00: suas

Frame Control Field: ©x8881
.000 0000 Q0011 0000 = Duration: 48 microseconds
Receiver address: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
Transmitter address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
Destination address: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
BSS Id: 7a:3a:0e:54:0d:48 (7a:3a:0e:54:0d:48)
STA address: Apple_3e:44:69 (cc:66:0a:3e:44:69)
ssss ssss ssss 0000 = Fragment number: @
0100 1001 0110 .... = Sequence number: 1174
Qos Control: @x1310
saas ssas ==a=s= 0000 = TID: @
.000 = Priority: Best Effort (Best Effort) (0)]
ssss ssss sssl sees = QoS bit 4: Bits 8-15 of QoS Control field are Queue Size

Client #2

Frame Control Field: @x8801
.000 0000 0011 0000 = Duration: 48 microseconds
Receiver address: de:9c:le:ec:26:b® (de:9c:le:ec:26:b0)
Transmitter address: Apple_30:da:69 (3c:22:fb:30:da:69)
Destination address: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f)
Source address: Apple_30:da:69 (3c:22:fb:30:da:69)
BSS Id: de:9c:le:ec:26:b® (de:9c:le:ec:26:b@)
STA address: Apple_30:da:69 (3c:22:fb:30:da:69)
ssss ssss ssss 0000 = Fragment number: @
9100 0100 1010 .... = Sequence number: 1098
Qos Control: 0x0006

asws mess aess 0110 = TID:2 6

.110 = Priority: Voice (Voice) (6)]

........... @ .... = QoS bit 4: Bits 8-15 of QoS Control field are TXOP Duration Requested
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IEEE 802.11 QoS Data, Flags: .......T
Type/Subtype: QoS Data (0x0028)
Frame Control Field: 0x8801
.000 0000 0011 000@ = Duration: 48 microseconds
Receiver address: de:9c:le:ec:26:b® (de:9c:le:ec:26:b0)
Transmitter address: Apple_30:da:69 (3c:22:fb:30:da:69)
Source address: Apple_30:da:69 (3c:22:fb:30:da:69)
BSS Id: de:9c:le:ec:26:b@® (de:9c:le:ec:26:b0)
STA address: Apple_30:da:69 (3c:22:fb:30:da:69)
s ssss sses 0000 = Fragment number: ©
1000 1101 1001 .... = Sequence number: 2265
Qos Control: @x0081
asss snss saee 9001 = TID: 1
[seee eeee wues 001 = Priority: Background (Background) (1)]

Access Point Wired Port pcaps

Client #1

Frame 3520: 184 bytes on wire (1472 bits), 184 bytes captured (1472 bits)

Ethernet II, Src: 12:34:5c:8c:16:04 (12:34:5c:8c:16:04), Dst: CiscoMer_4f:00:02 (00:18:0a:41:00:02)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 12

Internet Protocol Version 4, Src: 10.0.12.4, Dst: 173.243.0.86

910@ .... = Version: 4

. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 166
Identification: @x0000 (@)
Flags: @x4@, Don't fragment
...0 0000 9000 0000 = Fragment Offset: @
Time to Live: 64
Protocol: TCP (6)
Header Checksum: ©x757d [validation disabled]
[Header checksum status: Unverified]

Frame 947: 94 bytes on wire (752 bits), 94 bytes captured (752 bits)
Ethernet II, Src: 12:34:5c:8c:16:04 (12:34:5c:8C:16:04), Dst: CiscoMer_4f:00:02 (00:18:0a:47:00:02)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 12
v Internet Protocol Version 4, Src: 10.0.12.4, Dst: 172.217.16.238
0100 .... = Version: 4
. 0101 = Header Length: 2@ bytes (5)
Differentiated Services Field: @x48 (DSCP: AF21, ECN: Not-ECT)
Total Length: 76
Identification: ©x0000 (@)
Flags: @x4@, Don't fragment
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 64
Protocol: TCP (6)
Header Checksum: ©0x6699 [validation disabled]
[Header checksum status: Unverified]
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Client #2

Frame 6: 1356 bytes on wire (10848 bits), 1356 bytes captured (10848 bits)
Ethernet II, Src: CiscoMer_4f:00:01 (00:18:0a:4f:00:01), Dst: Apple_30:da:69 (3c:22:fb:30:da:69)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 21

Internet Protocol Version 4, Src: 62.109.229.10@, Dst: 10.0.21.2
0100 .... = Version: 4
«vss 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: 0x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 1338
Identification: @x30ee (12526)
Flags: ©x00
...0 0000 000OQ 0000 = Fragment Offset: @
Time to Live: 109
Protocol: UDP (17)
Header Checksum: @xd469 [validation disabled]
[Header checksum status: Unverified]

Comismmn Addwnnes £ 460 220 100

"Frame 28@: 70 bytes on wire (56@ bits), 7@ bytes captured (56@ bits)
Ethernet II, Src: Apple_30:da:69 (3c¢:22:fb:30:da:69), Dst: CiscoMer_4f:00:01 (00:18:0a:4f:00:01)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 21
v Internet Protocol Version 4, Src: 10.0.21.2, Dst: 209.206.57.130
0100 .... = Version: 4
++.. 0101 = Header Length: 2@ bytes (5)
Differentiated Services Field: @x@@ (DSCP: CS@, ECN: Not-ECT)
Total Length: 52
Identification: @x00e0 (@)
Flags: @x4@, Don't fragment
...0 0000 0000 POO® = Fragment Offset: @
Time to Live: 64
Protocol: TCP (6)
Header Checksum: 0x1072 [validation disabled]
[Header checksum status: Unverified]

Access Switch Uplink pcaps
Client #1

Frame 4341: 105 bytes on wire (840 bits), 105 bytes captured (840 bits)

Ethernet II, Src: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_4f:00:02 (00:18:0a:4f:00:02)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1922

Cisco MetaData

v Internet Protocol Version 4, Src: 170.72.231.161, Dst: 10.0.12.4

9100 .... = Version: 4

«vss 0101 = Header Length: 20 bytes (5)

Differentiated Services Field: @x8a (DSCP: AF41, ECN: ECT(@))
Total Length: 79

Identification: @x2@ce (8398)

Flags: 0x4@, Don't fragment

...0 0000 Q0O@ PRO® = Fragment Offset: @

Time to Live: 31

Protocol: TCP (6)

Header Checksum: @x9263 [validation disabled]
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Frame 1951: 355 bytes on wire (2840 bits), 355 bytes captured (2840 bits)
Ethernet II, Src: CiscoMer_4f:00:02 (00:18:0a:47:00:02), Dst: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1922

v Internet Protocol Version 4, Src: 10.0.12.4, Dst: 142.250.178.14
0100 .... = Version: 4
.... 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x48 (DSCP: AF21, ECN: Not-ECT)
Total Length: 337
Identification: @x@000 (@)
Flags: 0x4@, Don't fragment
...0 0000 0000 P0G = Fragment Offset: @
Time to Live: 63
Protocol: TCP (6)
Header Checksum: @xe352 [validation disabled]
[Header checksum status: Unverified]

Client #2

Frame 12: 1324 bytes on wire (10592 bits), 1324 bytes captured (10592 bits)
Ethernet II, Src: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_4f:00:01 (00:18:0a:47:00:01)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1921

Cisco MetaData

Internet Protocol Version 4, Src: 62.109.229.100, Dst: 10.0.21.2
0100 .... = Version: 4
«ess 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: ©x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 1298
Identification: @x4534 (17716)
Flags: ©0x00
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 110
Protocol: UDP (17)
Header Checksum: @xbf4b [validation disabled]

Frame 6272: 70 bytes on wire (560 bits), 70 bytes captured (560 bits)
Ethernet II, Src: CiscoMer_4f:00:01 (00:18:0a:47:00:01), Dst: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f)
802.1Q Virtual LAN, PRI: ©, DEI: @, ID: 1921

v Internet Protocol Version 4, Src: 10.0.21.2, Dst: 162.125.19.131
0100 .... = Version: 4
«uus 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x@@ (DSCP: CS®, ECN: Not-ECT)
Total Length: 52
Identification: @x0000 (@)
Flags: @x4@, Don't fragment
...0 0000 0000 0000 = Fragment Offset: @
Time to Live: 63
Protocol: TCP (6)
Header Checksum: @x66c2 [validation disabled]
[Header checksum status: Unverified]
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MX appliance Downlink pcaps
Client #1

Frame 68: 89 bytes on wire (712 bits), 89 bytes captured (712 bits)

Ethernet II, Src: Cisco_60:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_ff:f6:d3 (cc:03:d9:ff:f6:d3)
802.1Q Virtual LAN, PRI: ©, DEI: @, ID: 1923

Internet Protocol Version 4, Src: 10.0.12.4, Dst: 64.68.120.47

9100 .... = Version: 4

«v.. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 71

Identification: 0x0000 (@)

Flags: 0x4@, Don't fragment

...0 0000 0000 PORO® = Fragment Offset: ©
Time to Live: 62

Protocol: TCP (6)

Header Checksum: @x6db2 [validation disabled]
[Header checksum status: Unverified]

Comssmma Addenmes A0 _M_ 172 _A

Frame 3@: 587 bytes on wire (4696 bits), 587 bytes captured (4696 bits)
Ethernet II, Src: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_ff:f6:d3 (cc:03:d9:ff:f6:d3)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1923

v Internet Protocol Version 4, Src: 10.0.12.4, Dst: 216.58.212.206
0100 .... = Version: 4
++es 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: ©x48 (DSCP: AF21, ECN: Not-ECT)
Total Length: 569
Identification: @xeeee@ (@)
Flags: ©x4@, Don't fragment
...0 0000 QOGO P0OO = Fragment Offset: @
Time to Live: 62
Protocol: TCP (6)
Header Checksum: 0x776a [validation disabled]
[Header checksum status: Unverified]

c Acd A0 A a5 4

Client #2

Frame 6: 99 bytes on wire (792 bits), 99 bytes captured (792 bits)
Ethernet II, Src: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_ff:f6:d3 (cc:03:d9:ff:f6:d3)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1923
v Internet Protocol Version 4, Src: 10.0.21.2, Dst: 62.109.229.44
0100 .... = Version: 4
«+s. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x88 (DSCP: AF41, ECN: Not-ECT)
Total Length: 81
Identification: @x4b26 (19238)
Flags: 0x00
«.+..0 0000 0000 00O0@ = Fragment Offset: @
Time to Live: 62
Protocol: UDP (17)
Header Checksum: @xee52 [validation disabled]
[Header checksum status: Unverified]
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Frame 42: 214 bytes on wire (1712 bits), 214 bytes captured (1712 bits)
Ethernet II, Src: Cisco_6@:fc:3f (b@:c5:3c:60:fc:3f), Dst: CiscoMer_ff:f6:d3 (cc:@3:d9:ff:f6:d3)
802.1Q Virtual LAN, PRI: @, DEI: @, ID: 1923

v Internet Protocol Version 4, Src: 10.0.21.2, Dst: 209.206.57.130

9100 .... = Version: 4

. 0101 = Header Length: 20 bytes (5)
Differentiated Services Field: @x0@ (DSCP: CS@, ECN: Not-ECT)
Total Length: 196
Identification: 0x@000 (@)
Flags: @x4@, Don't fragment
.+.0 2000 0000 2000 = Fragment Offset: @
Time to Live: 62
Protocol: TCP (6)
Header Checksum: @x1le2 [validation disabled]
[Header checksum status: Unverified]

Layer 3 Roaming with concentrator

The previous design which extends the Layer 3 domain to the Access Layer offered several benefits but one of
the drawbacks was that VLANs cannot span between different stacks and therefore roaming is restricted within
a single zone/closet. As such, to enable Layer 3 roaming in this Campus network the SSID needs to be tunneled
to a Meraki MX operating as a concentrator. Please see the below diagram for the logical architecture of this
design option:
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The design will not change any of the elements previously configured except that the Acme Corp SSID will be
configured in Layer 3 Roaming with Concentrator mode which requires having a Meraki MX Appliance
configured as a concentrator. Subsequently, VLANs 11 and 12 will not be required anymore and the SVI for the
new Corp VLAN will move to the WAN Edge MX. The WAN Edge MX in this case needs to provide DHCP
services to roaming clients.

Tech Tip: Please note that the MX concentrator in the above diagram was plugged directly into the MX WAN
Edge appliance on port 3. Alternatively, this could have been plugged on the C9500 Core Stack which could
be also beneficial should you wish to use warm-spare concentrators. In this case, please make sure that the
switchports where these concentrator(s) are plugged on the C9500 Core Stack are configured as trunk ports
and that the Roaming VLAN is allowed. For more information on MX concentrator sizing, please refer to this
article.

Tech Tip: Please note that though it is possible to use an MX appliance in routed mode to concentrate the
SSID, it will not be possible in the case of this design. The reason is that the AutoVPN tunnel will fail to
establish as it terminates on the MX uplink interface (on the WAN side, not the LAN side).

Special considerations for this design option:
e APs will create a Layer 2 AutoVPN tunnel to the MX Concentrator using their management IP address

e Radius requests from the Acme Corp SSID will have the NAS ID referring to the AP's management IP
address where the client is attached however the device IP in the request will refer to the uplink IP
address of the MX concentrator (e.g. 10.0.3.4 in this case)

« The Radius server (in our case Cisco ISE) will require an IP route to the MX concentrator's uplink IP
address (e.g. 10.0.3.4)

« The Radius server will also need to be configured with the concentrator as a network device since the
Radius requests will have its IP address as the device IP address (Otherwise testing 802.1x auth failed)

« If the Radius server is reachable from the Campus via VPN tunnel (e.g. AutoVPN) then the Concentrator's
uplink IP address/network will need to be advertised via the VPN as well

The following steps will outline the configuration changes to enable Layer 3 Roaming in this Campus LAN:

1. Please ensure that you have an additional MX appliance in your dashboard and the appropriate
license(s) claimed

2. Add the appliance(s) to a new network (e.g. Roaming)
3. Navigate to your Roaming network
4. Navigate to Security and SD-WAN > Configure > Addressing and VLANs

5. Select Passthrough or VPN Concentrator and click Save at the bottom of the page
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Mode

Routed

In this mode, the MX will act as a layer 3 gateway between the subnets
configured below. Client traffic to the Internet is translated (NATed) so that
its source IP becomes the uplink IP of the security appliance.

Configure DHCP on the DHCP settings page.

Passthrough or VPN Concentrator

This option can be used for two deployment models: in-line passthrough or
one-arm concentrator. In a passthrough deployment, the security appliance
acts as a Layer 2 bridge, and does not route or translate client traffic.

In a one-arm concentrator deployment, the security appliance acts as a
termination point for Meraki Auto VPN traffic to and from remote sites.

For more information on how to deploy an MX in one-arm concentrator
mode, see our documentation

6. Navigate to your Campus Netwo

rk

7. Navigate to Security and SD-WAN > Addressing and VLANs and create a new VLAN for the Roaming

SSID (e.g. VLAN 10)

O iDa VLAN name ersio
B 4 Default 42
(6]
O 10 Roaming SSID O
(6]
O 100 Management Zone 1 O
(6
O 200 Management Zone 2 O
0
0O 1923 Transit O
0

Config VLAN interface IP Uplink Group policy VPN mode

Manual 172.2112.1/24 Any None Enabled
Disabled Any
Manual 10.070./24 Any None Enabled
Disabled Any
Manual 10.0100.1/24 Any None Enabled
Disabled Any
Manual 10.0.200.1/24 Any None Enabled
Disabled Any
Manual 192168.3.1/24 Any None Disabled
Disabled Any

8. Navigate further down the page to the Per-port VLAN settings and configure the port connecting the
MX Concentrator (e.g. Port 3 in this design) with a Native VLAN (e.g. VLAN 3) and allow both the native
VLAN and the Roaming SSI VLAN that you have just created in the above step

J Built-in 3 @ Trunk

Mative: VLAN 3
(Management Core)

9. Click Save at the bottom of the page

10. Plug your MX Concentrator and connect it to the designated port (Port #3) on the WAN Edge MX.
Please note that the MX concentrator needs to be connected ONLY via a single uplink (No other uplinks

or LAN ports)

11. Once the MX Concentrator comes online on dashboard you can proceed to the next step (Waiting for

the concentrator to come online will allow you to test the tunnel connectivity from the APs to the

Concentrator)
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Ports

internet 1 2 3 4

Historical device data for the last 2 hours ~
Connectivity

02:30 03:00 03:30 04:00

12. Navigate to Wireless > Configure > Access control and from the top drop-down menu select the
Acme Corp SSID

13. Navigate further down the page and under the Client IP assignment menu, select the Layer 3 with
Concentrator option then choose VLAN 10 as the terminating VLAN for this SSID. Click Save at the
bottom of the page.

Client IP assignment ' NAT mode: Use Meraki DHCP

Bridge mode: Make clients part of the LAN
printers, file sharing, and wireless cameras.

Layer 3 roaming
» DHCP

Clients

ses from the LAN or use stati
bret. This allow

s, similar to bridge mode. If the client roams to an AP whera
o keep the same IP address, even when traversing

anchar Al

riginal su

Layer 3 roaming with a concentrator

Clients are tunneled to a specified VLAN at the concentrator. They will keep the same IP address when roaming between APs.

VPN: tunnel data to a concentrator

Meraki devices send traffic over a secure tunnel to an MX concentrator

Clients receive IP addresses in an isolated 10.0.0.0/8 network, Clients cannot communicate with each other, but they may communicate with devices on the wired LAN if the SSID firewall settings permit

Meraki devices operate transparently (no NAT or DHCP). Wireless clients will receive DHCP leases from a server on the LAN or use static IPs. Use this for wireless clients requiring seamiess roaming, shared

Concentrator Roaming v Test connectivity

Secondary concentrator None v

Disassociate clients on | Don't reassociate clients v
tunnel failover &

VLAN tagging 10

(Enter a VLAN id, or leave blank)

14. To test the Tunnel connectivity, click on Test Connectivity
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tot Completed testing to "Roaming"

| Passed: 2
Failed: 0
Unreachable: 0

Test connectivity
All access points successfully contacted the

concentrator.

Retry or close

o The test above will check the IP connectivity between the APs with the Acme Corp SSID (AP's uplink IP
address) and the MX concentrator (MX's uplink IP address) and return back how many APs passed the

test (valid IP route) and how many failed (due to IP routing issues)
15. Navigate to Security and SD-WAN > Configure > Site-to-site VPN and enable the upstream network
of the MX Concentrator in AutoVPN (e.g. VLAN 3 in our case)

Name VPN mode Subnet

Management Core Enabled ~ 10.0.3.0/24

As explained earlier, this step is essential for the Cisco ISE server to accept Access-Requests from the

MX concentrator
16. After you have configured the appropriate routing on the Radius server side to allow it to communicate
with VLAN 3, you can proceed with testing IP connectivity between the MX concentrator and the

Radius Server

Ping or Ping WAN appliance

[
ha

Pin Source IP Address: | pefaul
Detault
M pva

Pinging (Default IP < 172.31.16.32) :

Average latency: 4 ms

IPv4 IP:172.311632 Lossrate: 0%

Please note that you won't be able to ping unless the Upstream network of the MX Concentrator has
been enabled in AutoVPN and that the Radius Server has an IP route back to the Campus LAN. Please
check the following example for this implementation of Cisco ISE in AWS where a route has been added

on the VPC where the ISE server resides
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Route

Routes Subnet Edge

Routes (5]

Q

Destination
10.0.3.0/24
10.0.100.0/24

10.0.200.0/24

Target
enl-084dcS077F2b8175¢ [4
enl-084dcS07712b8175¢ [3

enl-0B4dcS0T7I208175¢ [B

Tags

Status

@ Active
@ Active
@ Active

Fropagated
No
No

No

Edit routes

1 @

17. After you have added the MX concentrator on your Radius server as a network device, you can test
using a client attached to the Acme Corp SSID

@ Campus_zon.. 10.0.200.0/24 &% Cisco (§)

\

Add Import Ty Export i Delete
@| Name  IP/Mask Profile Name Location
|:| Roaming 10.0.3.0/24 #k Cisco (T/ All Locations

All Locations

|:| Campus_zon... 10.0.100.0/24 & Cisco (i) All Locations

Type

All Device Types

All Device Types

All Device Types

Description

Testing and Verification:

The following client was used for testing and verification:

iPhone 12:34:5¢:8¢:16:04 10.0.10.2
Device Connectivity
tatus ast se Usage Pv4 address Policy Adaptive Policy Group a ~
10:18 7 T @)
< Settings Wi-Fi
v/ Acme Corp a8 =0
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10:18 9

< Wi-Fi Acme Corp

Private Wi-Fi Address

Wi-Fi Address

Limit IP Address Tracking

Configure IP
IP Address
Subnet Mask

Router

.))
B

Note: As seen above, the Client successfully associated with the Acme Corp SSID and acquired an IP address

in VLAN 10 (10.0.10.2)
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Radius Authentication

Overview

Event 5200 Authentication succeeded

Username corpl

Endpoint Id 12:34:5C:8C:16:04 &

Endpoint Profile Unknown

Authentication Policy Default >> Dot1X

Authorization Policy Default >> Corp allowed WiFi

Authorization Result Corp_Permit

RADIUS Username corp

NAS-Identifier CC-9C-3E-EC-26-B0

Device IP Address 10.0.3.4

CPMSessionID b026ec060000000362a1af89

Called-Station-ID Acme Corp
audit-session-id=b026ec060000000362a1af89,
AuthenticationldentityStore=Internal Users,

CiscoAVPair FQSubjectName=9273fe30-8c01-11e6-996¢c-
525400b48521#corp1,
UniqueSubjectIiD=5eacdd87b290fe8f8ea83aldd2dee52954e
0dc19

Tech Tip: As seen above from the Cisco ISE live logs, 802.1x authentication was successful and the client was
permitted on the network. Please note the Device IP Address field which shows 10.0.3.4 (MX Concentrator
uplink IP address in this case)

© 2024 Cisco and/or its affiliates. All rights reserved. Page 351 of 355



Layer 3 Wireless Roaming

Jun 9 10:10:25 * Roamed from AP APZ_Zonel then had a successful connection to $SID Acme Corp for 3 minutes on AP AP2_Zoned, and then the client roamed to AP
AP3_Zone2.

-1 Sz *950

1n:399 al T @

£ Wi-Fi Acme Corp

Forget This Net

Auto-Join C

Low Data Mode

Private Wi-Fi Address o

Wi-Fi Address

Limit IP Address Tracking U

Configure IP
IP Address
Subnet Mask

Router
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Client IP 10.0.10.2

Client MAC 12:34:5¢:8¢:16:04

AP radio

Band 5 GHz

Channel 60 (80 MHz wide)

Mode 802.11ax

Max bitrate 1200 Mbps

Signal 63 dB

Speed test

Run a browser-based speed test to check your connection to
this access point.

Access Point details

Name AP3_Zone2
Network name Campus - wireless

Hardware address 68:3a:1e:54:0d:48

mn4z2< wll @

£ Wi-Fi Acme BYOD

Forget This Network

Auto-Join ()

Low Data Mode
Low Data Mode helps reduce your iPhone data usage over
your mobile network or specific Wi-Fi networks you select.

When Low Data Mode is tumed on, automatic updates and
background tasks, such as Photos syncing, are paused.

Private Wi-Fi Address C

Wi-Fi Address 46:F2:0C:4B:E7'FD

Using a private address helps reduce tracking of your
iPhone across different Wi-Fi networks.

Limit IP Address Tracking ()

Limit IP address tracking by hiding your IP address from
known trackers in Mail and Safari.

IPV4 ADDRESS

Configure IP Automatic >
IP Address 10.0.21.3
Subnet Mask 255.265.255.0
Router 10.0.211
DNS
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Client IP 10.0.10.2

Client MAC 12:34:5¢:8c.

AP radio

Band 5 GHz

Channel 161 (80 MHz wide)

Mode 802.11ax

Max bitrate 1200 Mbps

Signal 57 dB

Speed test

Run a browser-based speed test to check your connection to
this access point.

Run d test

Access Point details

Name AP2_Zonel
Network name Campus - wireless

Hardware address cc:9c:3e:ec:26:b0

0 <
0 P
8.8.8.8 Ping

18 From 8.8.8.8, size 56 bytes, ttl 114 14ms
19 From 8.8.8.8, size 56 bytes, ttl 114 15ms
20 From 8.8.8.8, size 56 bytes, ttl 114 21ms
22 From 8.8.8.8, size 56 bytes, ttl 114 113ms
23 From 8.8.8.8, size 56 bytes, ttl 114 12ms
24 From 8.8.8.8, size 56 bytes, ttl 114 10ms
25 From 8.8.8.8, size 56 bytes, ttl 114 11 ms
21 Request timeout

26 From 8.8.8.8, size 56 bytes, ttl 114 11 ms
27 From 8.8.8.8, size 56 bytes, ttl 114 1 ms
28 From 8.8.8.8, size 56 bytes, ttl 114 12ms
29 From 8.8.8.8, size 56 bytes, ttl 114 19ms
30 From 8.8.8.8, size 56 bytes, ntl 114 18 ms
31 From 8.8.8.8, size 56 bytes, ttl 114 27ms
32 From 8.8.8.8, 5i7 Geidiidiitilabi 11 ms
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8888 Ping
41 From 8.8.8.8, size 56 bytes, 1l 114 25ms
42 From 8.8.8.8, size 56 bytes, ttl 114 18ms
43 From 8.8.8.8, size 56 bytes, ttl 114 24ms
45 From 8.8.8.8, size 56 bytes, tl 114 26ms
46 From 8.8.8.8, size 56 bytes, tl 114 12ms
47 From B.B.B.8, size 56 bytes, ttl 114 11 ms

44 Request imeout

48 From 8.8.8.8, size 56 bytes, ttl 114 22ms

49 From 8.8.8.8, size 56 bytes, ttl 114 12ms

50 From 8.8.8.8, size 56 bytes, 1l 114 18ms

51 From 8.8.8.8, size 56 bytes, 1l 114 15ms .

52 From B.8.8.8, size 56 bytes, ttl 114 13ms

53 From B.B.B.8, size 56 bytes, 1l 114 20ms
Statistics:

transmitted 54, recelved 52, loss 3%
Time:
min 0, avg 18, max 113

Note: Roaming back and forth between APs caused a brief packet loss of one packet
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