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Overview

The Cisco® Application Centric Infrastructure (Cisco ACI™) Multi-Pod solution is an evolution of the stretched-
fabric use case. Multiple pods provide intensive fault isolation in the control plane along with infrastructure
cabling flexibility. As the name indicates, it connects multiple Cisco Application Policy Infrastructure Controller
(APIC) pods using a Layer 3 interpod network (IPN).

Note: Pod spine switches cannot be connected back to back. IPN supports only Open Shortest Path First
(OSPF) connectivity between the IPN and the spine switches. Though each pod consists of its own spine
and leaf switches, all the pods reside within the same fabric and are managed by a single APIC cluster.
This approach provides a single management and policy domain across all pods for end-to-end policy
enforcement. In the data plane, the Multi-Pod solution uses Multiprotocol Border Gateway Protocol (MP-
BGP) Ethernet Virtual Private Network (EVPN) connectivity over the IPN between the spine switches from
each pod for communication using Virtual Extensible LAN (VXLAN) encapsulation.

This document describes a Multi-Pod deployment with five APICs. You can refer to the Cisco ACI Multi-Pod
white paper for additional details.

Deploying a Multi-Pod solution with multiple Cisco APICs

The topology in Figure 1 shows a Multi-Pod design with five APICs. The Multi-Pod setup uses two Cisco
Nexus® 7000 Series Switches configured using Virtual Device Contexts (VDCs) for the IPN setup.

VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1
10.122.226.61 10.122.226.63

192.168.1.1/31 el/7 e2/8 192.168.2.5/31

1/9

1/10 192.168.2.1/31

MGMT: 10.122.226.17

dp2-p2-s1
dp2-p2-s2

9L/0’0°LLL OL
9L/0’0°ZLL 0L
100d 431

APIC4 APICS

POD 1| POD 2

Figure 1.
Multi-Pod design topology
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Follow these steps to configure a Multi-Pod solution with multiple APICs:

Configure the IPN.
Configure a Virtual Routing and Forwarding (VRF) instance.

Configure the OSPF process.

Configure multicast.
Configure Domain Host Configuration Protocol (DHCP) relay.

o o > w N E

Configure IPN interfaces with DHCP relay.

Configuring the IPN

Note:

The following instructions are for the Cisco Nexus 7000 Series. For different platforms, such as the

Cisco Aggregation Services Router (ASR) running Cisco 10S® Software or the Cisco ASR 9000 Series with

Cisco I0S XR Software, the configuration varies but can easily be derived.

With Link Layer Discovery Protocol (LLDP) you can verify the connections between the spine switch and the IPN

ports. Make sure that you enable LLDP on the Cisco Nexus switch.

dp2-pl-ipnl (conf) # feature 1lldp
dp2-pl-ipnl (conf) # exit

!

dp2-pl-ipnl# show 1lldp neighbors
Capability codes:

(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (O) Other
Device ID Local Intf Hold-time
dp2-pl-sl Ethl/7 120
dp2-pl-s2 Ethl/8 120
dp2-p2-ipnl Ethl/9 120
dp2-p2-ipnl Ethl/10 120

Total entries displayed: 4

dp2-pl-ipnl#

dp2-p2-ipnl (conf) # feature 1lldp
dp2-p2-ipnl (conf) # exit

!

dp2-p2-ipnl# show 1lldp neighbors
Capability codes:

(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (O) Other
Device ID Local Intf Hold-time
dp2-p2-s1 Eth2/7 120
dp2-p2-s2 Eth2/8 120
dp2-pl-ipnl Eth2/9 120
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dp2-pl-ipnl Eth2/10 120 BR Ethl/10
Total entries displayed: 4

dp2-p2-ipnl#

Configuring a VRF instance

As a best practice, isolate the traffic between the two fabrics across the IPN in a VRF instance because the
solution exposes the underlay (overlay-1) of Cisco ACI to the IPN.

dp2-p1-ipn-1 dp2-p2-ipn-1

vrf context IPN-1 vrf context IPN-1

Note: The use of a dedicated VRF is simply a best-practice recommendation to simplify operations in the
IPN when that infrastructure is used at the same time for other connectivity requirements. It is, however,
possible and fully supported to use the global table routing domain for inter-site communication, if desired.

Configuring the OSPF process

On each IPN switch, enable and configure OSPF (Figure 2). As a best practice for isolating the network used
between pods, create the VRF instance in the OSPF process as well. Currently, OSPF is the only supported
routing protocol for peering an IPN switch and a Cisco ACI spine switch.

OSPF Area 0 B

VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1
10.122.226.61 10.122.226.63

192.168.1.1/31  el/7 e2/8 192.168.2.5/31

1/9 || 2/9

192.168.1.5/31 _e1/8 0 OETL T

62/7
200 T

192.168.2.1/31

MGMT: 10.122.226.16 MGMT: 10.122.226.17

dp2-p2-s1
dp2-p2-s2

oooooooooo

APIC4 APICS

POD 1 POD 2

Figure 2.
OSPF configuration
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dp2-p1-ipn-1 dp2-p2-ipn-1

feature ospf feature ospf
! !
router ospf IPN router ospf IPN
vrf IPN-1 vrf IPN-1
router-id 1.1.1.1 router-id 2.2.2.1
log-adjacency-changes log-adjacency-changes

Configuring multicast
Follow these guidelines for configuring multicast on the IPN switch:

« Bidirectional Protocol-Independent Multicast (Bidir PIM) for Broadcast, unknown Unicast, and Multicast
(BUM) traffic between pods must be supported.

> IPN device must support Bidir PIM for a range of at least /15.

o Because of this requirement all first generation N9Ks are not supported IPN devices because the
Broadcom T2/T2+ ASICs only support a maximum Bidir PIM range of /24. The N9Ks will let you
configure larger ranges for Bidir PIM but it will not work as expected.

o The multicast Rendezvous Point (RP) must be defined.

o A loopback interface part of a subnet that includes the RP address must be defined on at least a pair of
IPN devices (for the sake of redundancy).

Bidir PIM does not support the concept of an anycast rendezvous point like traditional PIM Sparse Mode (PIM-
SM) Any-Source Multicast (ASM). Bidir PIM redundancy is based on a backup model, or phantom rendezvous
points. In other words, a single rendezvous point handles everything, and in the case of a failure, another

rendezvous point takes over. This model is achieved by configuring different subnet masks on these loopback
addresses for each IPN switch, which allows the use of the longest-prefix-match logic in the routing process.

Bidir PIM is used for many-to-many communication and uses only the shared tree for traffic distribution. Shared
trees handle the distribution of multicast data traffic from the rendezvous point to the receivers and use a
mechanism for the sources called the Designated Forwarder (DF). The designated forwarder decides which
packets need to be forwarded upstream to the rendezvous point. The designated forwarder is elected by all the
PIM neighbors in a subnet advertising their unicast routes to the rendezvous point, with the router with the best
route being elected. With bidir PIM, the same shared tree is used for traffic to be sent from the rendezvous
point to receivers and from the sources to the rendezvous point. Thus, sources can also be receivers, and vice-
versa, leading to bidirectional branches within the shared tree.

Note: The spine nodes generating and receiving BUM traffic act like multicast sources and receivers.
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Figure 3 shows the multicast configuration.

Loop1: 192.168.100.1/30 Loop1: 192.168.100.1/29
PIM BiDir, Phantom PIM BiDir, Phantom

VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1
10.122.226.61 10.122.226.63

Figure 3.
Multicast configuration

dp2-p1-ipn-1 dp2-p2-ipn-1

interface loopbackl interface loopbackl
description BIDIR Phantom RP description BIDIR Phantom RP
vrf member IPN-1 vrf member IPN-1
ip address 192.168.100.1/30 ip address 192.168.100.1/29
ip ospf network point-to-point ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0 ip router ospf IPN area 0.0.0.0
ip pim sparse-mode ip pim sparse-mode

When isolating the IPN in a VRF instance, configure the static designated rendezvous point address (part of the
IP subnet previously defined under the loopback interface) under the VRF instance and use the bidir
configuration keyword at the end of the configuration syntax.

dp2-p1-ipn-1 dp2-p2-ipn-1

vrf context IPN-1 vrf context IPN-1

ip pim rp-address 192.168.100.2 group- ip pim rp-address 192.168.100.2 group-
list 225.0.0.0/15 bidir list 225.0.0.0/15 bidir

ip pim rp-address 192.168.100.2 group- ip pim rp-address 192.168.100.2 group-
list 239.255.255.240/28 bidir list 239.255.255.240/28 bidir

In the configuration samples above, 192.168.100.2 is the RP address. All the devices in the IPN will see the RP
as reachable via the dp2-p1-ipn1 device, since it advertises a 192.168.100.0/30 subnet that includes the
specific RP address. If that device were to fail, all the IPN routers would immediately switch to dp2-p2-ipn-1,
which advertises the 192.168.100.0/29 subnet.
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Configure the IPN Interfaces.

dp2-p1-ipn-1 dp2-p2-ipn-1

interface Ethernetl/7
mtu 9150

no shutdown

interface Ethernetl/7.4
description dp2-pl-sl
mtu 9150
encapsulation dotlg 4
vrf member IPN-1
ip address 192.168.1.1/31
ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernetl/8
mtu 9150

no shutdown

interface Ethernetl/8.4
description dp2-pl-s2
mtu 9150
encapsulation dotlqg 4
vrf member IPN-1
ip address 192.168.1.5/31
ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernetl/9.4
description dp2-p2-ipnl link 1
mtu 9150
encapsulation dotlg 4
vrf member IPN-1
ip address 192.168.3.0/31
ip ospf network point-to-point

ip router ospf IPN area 0.0.0.0
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interface Ethernet2/7

mtu 9150

no shutdown

interface Ethernet2/7.4

description dp2-p2-s3

mtu 9150

encapsulation dotlqg 4

vrf member IPN-1

ip address 192.168.2.1/31

ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernet2/8

mtu 9150

no shutdown

interface Ethernet2/8.4

description dp2-p2-s4

mtu 9150

encapsulation dotlg 4

vrf member IPN-1

ip address 192.168.2.5/31

ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernet2/9.4

description dp2-pl-ipnl link 1
mtu 9150

encapsulation dotlg 4

vrf member IPN-1

ip address 192.168.3.1/31

ip ospf network point-to-point

ip router ospf IPN area 0.0.0.0
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dp2-p1-ipn-1 dp2-p2-ipn-1

ip pim sparse-mode ip pim sparse-mode
no shutdown no shutdown

interface Ethernetl/10.4 interface Ethernet2/10.4
description dp2-p2-ipnl link 2 description dp2-pl-ipnl link 2
mtu 9150 mtu 9150
encapsulation dotlqg 4 encapsulation dotlqg 4
vrf member IPN-1 vrf member IPN-1
ip address 192.168.3.2/31 ip address 192.168.3.3/31
ip ospf network point-to-point ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0 ip router ospf IPN area 0.0.0.0
ip pim sparse-mode ip pim sparse-mode
no shutdown no shutdown

The use of subinterfaces on the links connecting the IPN devices to the spines is mandatory; it is, however,
optional for the links between IPN devices and is only required when multiple VRFs need to be connected over
the same physical interface.

Configuring DHCP relay

Each IPN switch connecting to a Cisco ACI spine switch needs to have the DHCP feature enabled. This feature
will be used to enable DHCP relay on the IPN switch subinterfaces connected to remote pod spine switches.

dp2-p1-ipn-1 dp2-p2-ipn-1

feature dhcp feature dhcp
service dhcp service dhcp
ip dhcp relay ip dhcp relay
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Configuring IPN interfaces for DHCP relay

The configuration of the interfaces must include a relay to the destination IP addresses of the APICs located in
the fabrics. Any DHCP request received is then forwarded. This configuration enables automatic discovery of

the fabric nodes across the IPN.

dp2-p1-ipn-1 dp2-p2-ipn-1

interface Ethernet 1/7.4

ip
ip
ip
ip
ip

dhcp relay address 10.111.0.
dhcp relay address 10.
dhcp relay address 10.
dhcp relay address 10.
dhcp relay address 10.

interface Ethernet 1/8.4

ip
ip
ip
ip
ip

Note:

dhcp relay address 10.
dhcp relay address 10.
dhcp relay address 10.
dhcp relay address 10.
dhcp relay address 10.

Since it is not possible to know beforehand in which pod the specific APIC nodes may get

111.0

111.
111.
111.

111.
111.
111.
111.
111.

o o O

o O o O o

aos w N

interface

ip
ip
ip
ip
ip

dhcp
dhcp
dhcp
dhcp
dhcp

interface

ip
ip
ip
ip
ip

dhcp
dhcp
dhcp
dhcp
dhcp

Ethernet 2/7.4

relay address 10.111.0.
relay address 10.
relay address 10.
relay address 10.
relay address 10.

Ethernet 2/8.4

relay address 10.
relay address 10.
relay address 10.
relay address 10.
relay address 10.

111.0

111.
111.
111.

111.
111.
111.
111.
111.

o o O

o O o O O

g w N

connected, the recommendation is to configure a DHCP relay statement for each APIC node on all the IPN

interfaces connecting to the spines.
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Configuring Cisco APIC for a Multi-Pod setup

In a Multi-Pod setup, the configuration of the APIC clusters should be specific to the pod to which they belong.
Because the Tunnel Endpoint (TEP) pool for each pod must be unique, each pod has its own TEP address pool.
This setup enables east-west communication for endpoints connected to separate pods via VXLAN tunnels
established between the specific leaf nodes VTEP addresses taken from those not overlapping TEP address
pools.

In Figure 4, the IPN routers (in this case, the Cisco Nexus 7000 Series Switches) learn routes that are
redistributed from the underlay Intermediate System-to-Intermediate System (IS-1S) network of the Cisco ACI
fabric (overlay-1) to the IPN OSPF process. This redistribution can occur in the reverse direction as well, with
the IPN OSPF process redistributed to the Cisco ACI fabric underlay IS-1S network. This processing occurs on
the spine switches. This route redistribution is also how TEPs between the pods are learned. As best practice
configuration, you should use a VRF instance in the IPN routers to isolate the fabric-to-fabric network from the
outside world. In a Multi-Pod setup, you do not need to expose the inside of the Cisco ACI fabric to the entire
network.

VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1
10.122.226.61 10.122.226.63

192.168.1.1/31 el/7 e2/8 192.168.2.5/31

10.111.0.0/16
routes

dp2-p2-s2

l00d d3L
gL/’ 0'LLLOL
gL/o’0ZLLOL

100d d3L

..........

APIC4 APICS

POD 1| POD 2

Figure 4.
IPN routers learn routes through route redistribution
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You need different TEP pools so that the subnet route redistribution works correctly and each side learns the

proper routes to the remote TEPs across the IPN.

You must configure the APICs for this new feature. In particular, the APICs must exist in different pods with
different pod identifiers. Cisco ACI provides a pod identifier, always defined as 1. There are two scenarios:

« New (greenfield) installation: Each new APIC should exist in a pod. If you have a three-APIC cluster and
you want to move one APIC to a new data center, then the best approach is to decommission this APIC,
wipe the configuration, and move the APIC to the new data center (pod) to be reconfigured in that

different pod.

« Existing (brownfield) installation: This scenario includes newly added and configured APIC fabrics in a
new data center and pod location, with the new pod ID and appropriate configuration.

Table 1 lists the APIC fabric initialization configuration parameters. The pod ID and the TEP address pool are the

critical elements.

Table 1.

Cisco APIC fabric initialization configuration parameters

Fabric name

Fabric ID

Number of controllers
Pod ID

Controller ID

Controller name

TEP address pool

VLAN ID for infrastructure VLAN
Administrator credentials
IPv6 enabled out of band
Management IP

Default gateway

dp2-fabric
1

5

dp2-apic1
10.111.0.0/16

3967

admin/password

N

<IP>/<mask>

<|P>

© 2021 Cisco and/or its affiliates. All rights reserved.

dp2-fabric
1

5

2
dp2-apic2
10.111.0.0/16

3967

N
<IP>/<mask>

<IP>

dp2-fabric
1

5

3
dp2-apic3
10.111.0.0/16

3967

N
<IP>/<mask>

<|P>

dp2-fabric

1

5

2

4

dp2-apic4
10.111.0.0/16

3967

N
<IP>/<mask>

<|P>

dp2-fabric

1

5

2

5

dp2-apich
10.111.0.0/16

3967

N

<IP>/<mask>

<|P>
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You do not need to have an APIC node in your remote Multi-Pod environment. The discovery of the fabric will
occur across the IPN without the APIC nodes in the remote site.

Note: The same TEP address pool (10.111.0.0/16 in the specific example in Table 1) must be used as the
initialization configuration parameter for all of the APIC nodes that are connected to the Multi-Pod fabric,
independently from the specific pod to which the nodes are connected. This is because all of the APIC
nodes get assigned an IP address from the TEP pool that is associated to the first pod that was brought up
as part of the Multi-Pod fabric (also known as the “seed” pod).

Note: The deployment of a 5-node APIC cluster across two pods is not recommended and is only
required when the total number of leaf nodes connected to the Multi-Pod fabric is more than 200. With
fewer than a total of 80 leaf nodes, it is strongly recommended to deploy a 3-active-node APIC cluster,
whereas between 80 and 200 leaf nodes it is possible to deploy a 4-active-node APIC cluster, leveraging
two nodes per pod. For more information on this, please refer to the ACI Multi-Pod white paper below:

https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-
infrastructure/white-paper-c11-737855.html

Configuring Cisco APIC
To set up the APIC, follow these steps:

1. Configure access policies. Configure access policies for all the interfaces on the spine switches used to
connect to the IPN. Define these policies as spine access policies. Use these policies to associate an
Attached Entity Profile (AEP) for a Layer 3 domain that uses VLAN 4 for the encapsulation for the
subinterface. VLAN 4 must be used; you cannot modify or change this requirement. Define these
subinterfaces in the same way as normal leaf access ports. The subinterfaces are used by the infrastructure
Layer 3 Outside (L30ut) interface that you define.

2. Define the Multi-Pod environment. In a Multi-Pod setup, you define the Fabric TEP (FTEP) address for the
spines facing each other across the IPN. You also define the Layer 3 interfaces between the IPN and the
spine interfaces.

3. Configure the IPN. The IPN creates OSPF adjacencies with the spine switches and exchanges the routes of
the underlying IS-IS network part of VRF overlay-1. The configuration of the IPN defines the DHCP relay,
which is critical for learning adjacencies because the DHCP frames forwarded across the IPN will reach the
primary APIC in Pod1 to get a DHCP address assignment from the TEP pool. Without DHCP relay in the IPN,
zero-touch provisioning will not occur for Cisco ACI nodes deployed in Pod?2.

4. Establish the interface access policies for the second pod. If you do not establish the access policies for
the second pod, then the second pod cannot complete the process of joining the fabric. You can add the
device to the fabric, but it does not complete the discovery process. In Cisco ACI, OSPF adjacency cannot
be established because VLAN 4, the OSPF interface profile, and the external Layer 3 definition don't exist,
and the spine switch has no way to talk to the original pod. You can reuse the access policies of Pod1 as
long as the spine interfaces you are using on Pod1 and Pod2 are the same. In many cases, the spine
interfaces connecting the two pods will not be the same because Pod2 may have a smaller spine. If the
spine interfaces in both pods are the same and the ports in all the switches also are the same, then the only
action you need to take is to add the spine switches to the switch profile that you define.
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Guidelines and limitations
Note the following when configuring the APIC:

« A spine switch must have an active leaf-facing link (LLDP up). Otherwise, it is deemed unused and
cannot be used by the fabric.

e LLDP must be enabled on the IPN switch.
e At least one spine switch should be configured with a BGP EVPN session for peering with remote pods.

o The Round-Trip Time (RTT) is up to 50 milliseconds (ms) for Cisco ACI Release 2.3 and later.

Using the Cisco APIC fabric setup script

The fabric setup script requests a fabric ID, with 1 being the default suggested value. You then need to
configure the pod ID according to the location of the APIC. For example, as shown in Table 1, APICs 4 and 5
will be in Pod2. Thus, in their respective fabric setup scripts, the pod ID value will be 2.
Cluster configuration

Enter the fabric name [ACI Fabricl #1]: dp2-fabric

Enter the fabric ID (1-128) [1]:

Enter the number of controllers in the fabric (1-9) [3]: 5

Enter the POD ID (1-9): [1]

Enter the controller ID (1-3) [1]:

Enter the controller name [apicl]: dp2-apicl

Enter address pool for TEP addresses [10.0.0.0/16]: 10.111.0.0/16

Note: The infra VLAN ID should not be used elsewhere in your environment

and should not overlap with any other reserved VLANs on other platforms.
Enter the VLAN ID for infra network (2-4094): 3967

Enter address pool for BD multicast addresses (GIPO) [225.0.0.0/15]:

Out-of-band management configuration
Enter the IP address for out-of-band management: 10.122.226.31/24
Enter the IP address of the default gateway [None]: 10.122.226.1

Enter the interface speed/duplex mode [auto]:
Administrator user configuration...

Enable strong passwords? [Y]

Enter the password for admin:
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Configuring the Multi-Pod setup

When running ACI release 4.2(1) or newer, it is strongly recommended to use the APIC wizard to configure the
Multi-Pod setup. The wizard takes care of configuring:

An L3Out in the infra tenant specifying the spine nodes and interfaces to connect each pod to the IPN.
Access policies for the spine interfaces connecting to the IPN.
An internal TEP pool to be assigned to each pod.

An external TEP pool to be assigned to each pod, used to define the control-plane IP addresses on the
spines used for establishing MP-BGP EVPN adjacencies across pods and also to assign an anycast TEP
address to each pod used for data-plane traffic.

The step-by-step procedure to run through the APIC wizard is shown in the rest of this section. For more
information on how to set up Multi-Pod without using the APIC wizard (using manual configuration instead),
please refer to Appendix.

The initial assumptions are the following:

The first pod in the ACI fabric has been already successfully brought up, and the spines are physically
connected to the IPN devices (as shown in Figure 4).

The IPN devices are properly configured with DHCP-Relay, OSPF, and PIM enabled, as described in the
“Configuring the IPN” section.

The spine and leaf nodes in Pod2 have been powered up and properly cabled to connect with each
other and with the IPN devices.

The first configuration-step required configures the connection between the spines in Pod1 and the IPN
devices. This action is triggered by selecting “Add Pod” in Fabric - Inventory:

Quick Start

Summary Steps

Add Remote Leaf

The Inventory menu displays the set of controllers, switches,

and blade switches belonging to the fabric. APIC discovers

new switches that are directly connected to any registered Add Pod
switch that it currently manages. Each APIC instance in the
cluster first discovers only the leaf switch to which it is directly Validate the connected switches

connected. After the leaf switch is registered with APIC, the
leaf switch discovers all spine switches that are directly . ) )
connected to it. As each spine switch is registered, APIC Register unregistered switches
discovers all leaf switches that are connected to that spine
switch. This cascaded discovery allows APIC to discover the
entire fabric topology in a few simple steps.

olll Sl Sl

Validate the fabric topology

Follow the steps below to register a new switch to the fabric
and verify the topology.
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Then select “Add Pod” in the following window, which opens up:

Add Pod

Pod Virtual Pod

Cisco ACI multipod represents the natural With an Cisco ACI Virtual Pod, you can extend /

evolution of the original Cisco ACI stretched PN Cisco ACI services and APIC management to ( )

Fabric design and allows users to interconnect x remote Cisco ACI fabrics that have no local spine 5 N

and centrally manage separate Cisco ACI switch or Cisco APIC attached. //’ l

fabrics. / P T

G B0
¢ Pod 2 - Virtusl Pod
-
Pod2
Add Pod Add Virtual Pod

The window to start configuring interpod connectivity is displayed. Select “Get Started.”

Configure Interpod Connectivity 00

STEP 1 > Overview 2. IP Connectivity 3. Routing Protocol 4. External TEP 5. Confirmation

A Physical Pod to IPN connectivity is not configured. This connectivity is a prerequiste before extending ACI to another
location. Follow these steps to configure Pod to IPN connectivity:

IP Connectivity

ﬁ T : e D
___________________ DS s s e e & ee

The interpod network (IPN) connects Cisco ACI locations to provide end-to-end network connectivity. To achieve this, spines need
IP connectivity to the IPN. Identify spines and interfaces that will communicate with the IPN. IP configuration is required for
at least one interface of each spine.

Routing Protocols

Pod External Location

OSPF is used in the underlay to peer between the physical spines and the IPN. To configure OSPF, you need an OSPF Area ID, an Area Type
and OSPF Interface Policy specific settings.

BGP is used between physical and virtual pods to exchange overlay connectivity information.
This wizard provides default configuration for BGP peering.

External TEP

The physical pod uses external TEP addresses to communicate with remote locations. Identify a subnet that is routable across
the network connecting the different locations. It must not overlap with existing TEP pools.

Get Started
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In the next step, you need to select the specific interfaces of the spine nodes connected to the IPN nodes, and

assign them their IP addresses. To add more spine nodes (two in our examples), you can hit the “+” button.
When you are finished, hit “Next.”

Configure Interpod Connectivity (2 1)

STEP 2 > IP Connectivity 1. Overview 2. IP Connectivity 3. Routing Protocol 4. External TEP 5. Confirmation

ﬁ i

IP Connectivity

The interpod network (IPN) connects Cisco ACI locations to provide end-to-end network connectivity. To achieve this, spines need
IP connectivity to the IPN. Identify each spine by entering its node ID and define the interfaces that are connected to the IPN. Also provide

IP configuration for at least one interface for each spine. Multiple interfaces are supported. It is best to have the same MTU set on
all spine-to-IPN interfaces.

Spine ID:
not |2 @ (M
Interface: IPv4 Address: MTU (bytes):
8/32 192.168.1.0/31 9150 g +
Spine ID:
moz2 |2 @ [N
Interface: IPv4 Address: MTU (bytes):
8/32 192.168.1.4/31 9150 S +
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A window opens up to allow enabling of the OSPF routing protocol on the spines’ interfaces. As shown in

Figure 2, we are here using OSPF area 0, extending between pods across the IPN.

Configure Interpod Connectivity 12 1]

STEP 3 > Routing Protocol 1. Overview 2. IP Connectivity 3. Routing Protocol 4. External TEP 5. Confirmation

Routing Protocols

OSPF is used in the underlay to peer between the physical spines and the IPN. Configure the OSPF Area ID, an Area Type
and OSPF Interface Policy. OSPF interface policy contains OSPF-specific settings like OSPF network type, interface cost, and timers.

Use Defaults: Use Defaults:
Area ID: |0
Area Type:
Interface Policy: |se\ect an option | °
default
common

Create OSPF Interface Policy

As shown above, another requirement is to create a specific OSPF Interface Policy: in our example, we want to

ensure that the policy specifies point-to-point as the network type of the OSPF adjacencies.

Create OSPF Interface Policy 00

Name: | OSPF-P2P

Description: optional

Network Type: Point-to-point Unspecified

Priority: 1 -
Cost of Interface: | unspecified

Interface Controls:

Advertise subnet

Oesro
[ MTU ignore
|:| Passive participation
Hello Interval (sec): [10 >
Dead Interval (sec): 40 -
Retransmit Interval (sec): 5 -
Transmit Delay (sec): |1 -
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After submitting the OSPF interface policy configuration, click “Next” to move to the following step.

Configure Interpod Connectivity 00
STEP 4 > External TEP 1. Overview 2. IP Connectivity 3. Routing Protocol 5. Confirmation
..... ’ R T
BEEE

External TEP

The physical pod uses external TEP to communicate with remote locations. Configure a subnet that is routable across the network connecting the
different locations. The external TEP pool must not overlap external TEP pools belonging to other pods. The pool size should be between

/27 and /22. The pool should be large enough to address all Cisco APICs, all spines, all border leafs, pod-specific TEP addresses

and spine router IDs.

The wizard automatically allocates addresses for pod-specific TEP addresses and spine router IDs from the external TEP pool.
Use Defaults:

Pod: Internal TEP Pool:  External TEP Pool: Data Plane TEP IP:
1 10.0.0.0/16 192.168.10.0/24| 192.168.10.1/32
Spine ID: Router ID: Loopback Address:
1101 192.168.10.3
Leave blank to use Router ID
Spine ID: Router ID: Loopback Address:
1102 192.168.10.4

Leave blank to use Router ID

In this step you need to specify an “External TEP pool,” which must be routable across the IPN connecting the
pods; this is used to dynamically assign a unique Router-ID address to each spine node and a common Data
Plane TEP IP address to all the spines in the pod (anycast TEP). The Router-ID will be used to establish MP-
BGP EVPN peerings with the spine nodes in remote pods, whereas the anycast TEP address represents the
next-hop for all the EVPN prefixes (MAC and IP addresses for locally discovered endpoints) advertised between
pods. Then click “Next” to move to the final step.

Note: It is best practice to specify a network prefix different from the one used to address the physical
connection between the spine nodes and the IPN and between the IPN nodes. This simplifies
troubleshooting, because it is easier to track those IP addresses that are used for different purposes. Also,
the mask for the external TEP pool subnet must have a length of between /22 and /29.
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Configure Interpod Connectivity 00

STEP 5 > Confirmation 1 erview 2. IP Connectivity Routing Prot 4. External TEP 5. Confirmation

Here is the list of policies this wizard will create, you can change these names if needed |

Attachable Access Entity Profiles:

External EPG ipninst

Fabric External Connection Policy: default

Fabric External Routing Profile: RoutingProfile
L3 Domain: ut_RoutedDomair
L30ut

Logical Interface Profile: LItP_1101

Logical Node Profile:

Spine Access Port Policy Groups: Spine1l

multipc

VLAN Pool multipedL30ut_VianPoo

A confirmation page is finally displayed, showing all the configuration objects that are going to be created as
the result of the simple steps taken during the wizard configuration. Those are all the objects that otherwise
must be manually configured, as described in Appendix. Click “Finish.”

A summary window is shown; at this point the spines in Pod1 should successfully have established OSPF
peering with the directly connected IPN devices. It is worth pointing out how at this point also a “Fabric External
Connection Policy” has been dynamically created. This can be seen as part of the “infra” tenant configuration:

p e

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS Add Tenant Tenant Search: | common infra mgmt ACI-Anywhere

infra . —
Fabric Ext Connection Policies

Cr <

ID Name Global Route Target

default extended:as2-nnd:5:16
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Selecting the specific policy, we can display the following information:

Intrasite/Intersite Profile - Fabric Ext Connection Policy default 0 o
Policy Faults History
o L %

Fabric ID: 1
Name: default

Community: | extended as2-nnd:5: 1€

Enable Pod Peering
Profile:
Pod Peering Profile

Peering Type:

Password:
Confirm Password:

Pod Connection Profile

~ Pod ID Data Plane TEP Muiti-site Unicast Data Plane TEP
3 192.168.10.1/32

Fabric External Routing Profile

Name Subnet
multipodL 30ut_RoutingProfile 192.168.1.0/31, 192.168.1.2/31

A community value is automatically assigned to allow the exchange of EVPN prefixes with the spines in remote
pods. Also, the EVPN peering type is configured, by default, for full mesh. It is strongly recommended to keep
the full mesh configuration for a Multi-Pod fabric that has up to three pods. External route reflectors could then
be introduced, if really desired, for a deployment with a larger number of pods (the configuration of E-RRs is
not covered in this paper). Finally, the data-plane TEP (anycast TEP) assigned to all the spines in the pod is also
displayed here, together with the IP prefixes assigned to the underlay connection between the spine nodes and
the IPN devices (this is needed to ensure those prefixes are then redistributed into the I1S-IS control plane
running inside each pod).

If at this point you are ready to add a second pod, you can start the wizard workflow simply by selecting “Add
Physical Pod.”

Note: A second pod can also be added later on by going back to Fabric = Inventory and selecting
“Add Pod.”
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' Add Physical Pod

STEP 2 > Pod Fabric

4. External TEP 5. Confirmation

1. Overview 2. Pod Fabric 3. Routing Protocol

IP Connectivity

Every pod in Cisco ACI needs a pod ID. Choose a unique pod ID.

A pod uses a pool of addresses to allocate IPs for spines, leafs, and virtual leafs. This pool is called a TEP pool, and its addresses are distributed
by the Cisco APIC using DHCP. Configure a TEP pool that does not overlap with existing TEP pools.

The interpod network (IPN) connects Cisco ACI locations to provide end-to-end network connectivity. To achieve this, spines need IP connectivity
IPN.

Identify spines by entering their node IDs. For each spine, define the interfaces that are connected to the IPN and provide IPN configuration for
at least one interface for each spine. Multiple interfaces are supported. It is best to have the same MTU set on all spine-to-IPN interfaces.
Configure the IPN to act as a DHCPrelay pointing to Cisco APIC.

Pod Configuration
Pod ID: |2 <

Pod TEP Pool: | 10.112.0.0/16
View existing TEP Pools

Spine ID:
Interfaces
2100 |2 e "
Interface: IPv4 Address: MTU (bytes):
1/32 192.168.2.0/31 9150 = +
Spine ID:
Inte
2102 ~ & + nterface
Interface: IPv4 Address: MTU (bytes):
1732 192.168.2.4/31 9150 2! S

Previous Cancel Next
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In the “Add Physical Pod” window, specify the spine nodes in Pod2 and configure their interfaces connected to

the IPN, similarly to how it was done for Pod1. At the end click “Next.”

Add Physical Pod (2 %]

STEP 3 > Routing Protocol 1. Overview 2. Pod Fabric 3. Routing Protocol 4. External TEP 5. Confirmation

------------ MP BGP EVPN

Routing Protocols

OSPF is used in the underlay to peer between the physical spines and the IPN. Configure the OSPF Area ID, an Area Type
and OSPF Interface Policy. OSPF interface policy contains OSPF-specific settings like OSPF network type, interface cost, and timers.

OSPF

- Exm

Interface Policy: OSPF-P2P @

For sub-interfaces

Notice above how the wizard assumes that the same OSPF area 0 (“backbone”) is extended across the pods
through the IPN. As a consequence, the only required configuration in this window is the selection of the same

OSPF Interface Policy already used for Pod1. Click “Next” to move to the next page.

Add Physical Pod 00
STEP 4 > External TEP 1. Overview 2. Pod Fabric 3. Routing Protocol 5. Confirmation
- @ MP BGP EVPN - -
BEEE . EEE

Pod Configuration

External TEP addresses are used by the physical Pod to communicate with remote locations. Configure a subnet that is routable across
the network connecting the different locations. The external TEP pool cannot overlap with other Pods internal or external TEP pools.
The pool size should be between /27 and /22. The pool should be large enough to address all APICs, all spines, all border leafs,
pod-specific TEP addresses, and spine router IDs.

The wizard will automatically allocate addresses for pod-specific TEP addresses and spine router IDs from the external TEP pool.
Proposed addresses can be modified, but modified addresses must be outside of the external TEP pool.
Use Defaults:

Pod: Internal TEP Pool: External TEP Pool: Data Plane TEP IP:
1 10.0.0.0/16 192.168.10.0/24 192.168.10.1/32
Pod: Internal TEP Pool:  External TEP Pool: Data Plane TEP IP:

2 10.112.0.0/16 192.168.20.0/24 192.168.20.1/32

Node: Router ID: Loopback Address:
2101 192.168.20.3

Leave blank to use Router ID
Node: Router ID: Loopback Address:
2102 192.168.20.4

Leave blank 1o use Router ID
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A separate External TEP pool 192.168.20.0/24 can be used for Pod2, as shown above. Click “Next.”

Add Physical Pod

STEP 5 > Confirmation

1. Overview

3. Routing Protocol

d. Exrcrnal TEP

Here is the list of policies this wizard will create, you can change these names if needed

Attachable Access Entity Profiles:

Fabric External Routing Profile:

Fabric External Connection Policy:

Spine2101_EntityProfile
Spine2102_EntityProfile
multipodL30ut_EntityProfile
default

multipodL30ut_RoutingProfile

L3 Domain: multipodL30ut_RoutedDomain
L30ut: multipodL30ut
Logical Interface Profile: LfP_2101
LifP_2102
Logical Node Profile: LNodeP_2101
LNodeP_2102

Spine Access Port Policy Groups: Spine2101_PolicyGroup
Spine2102_PolicyGroup
multipodL30ut_policyGroup

VLAN Pool: multipedL30ut_VianPool

The confirmation page is displayed showing all the objects that are going to be created. Click “Finish.”

At this point, all the infra configuration required to connect Pod2 as well to the IPN is completed, and the auto-
discovery process can start to ensure that configuration can be dynamically provisioned to all the spine and leaf
nodes in Pod2.

In order for this process to be completed, it is required to ensure that all the nodes in Pod2 are registered as
part of the fabric. This can be done from Fabric = Inventory accessing the Fabric Membership table.

Fabric Membership 6 9

Registered Nodes Nodes Pending Registration Unreachable Nodes Unmanaged Fabric Nodes

0 0 1

Unsupported Undis Unknown
O £ -
Serial Number Pod ID ~ Node ID RL TEP Pool Name Node Type g‘ap?ned SSL Certificate  Status Create Fabric Node Member
:
| FDO220609KT 1 0 0 Spine ves nia ——

Remove From Controller

As shown above, the spine nodes in Pod2 should dynamically appear as part of the “Nodes Pending
Registration” tab. At this point it is possible to select each node displayed there, identify the role it should have,
based on its unique serial number, and register it as part of the fabric.
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Register (2 ]
Serial Number: FDO220609KT
Pod ID: |2 i)

Node ID: | 2101 Z

Node Name: [Pod2-Spine1l

Role: spine

Rack Name: |select

Above is the information required to register a node as the first spine of Pod2. After clicking “Register,” the
registration process will start and the spine will receive the required configuration from the APIC nodes
connected in Pod1. Once the auto-provisioning process is completed for the spine, it is possible to repeat the
same registration step for all the other nodes in Pod2.

At the end of the registration process for Pod2, it is also possible to verify that the fabric’s External Connection
Policy in the “infra” tenant has been dynamically updated to include the information relative to Pod2.

Intrasite/Intersite Profile - Fabric Ext Connection Policy default O °
Policy Faults History
O+ %
Fabric ID: 1
Name: ' default
Community:  extended:as2-nn4:5:16
Ex: exiended:as2-nnd 516
Enable Pod Peering
Profile:
Pod Peering Profile
Password:
Confirm Password:
Pod Connection Profile
+
«PodID Data Plane TEP Multi-site Unicast Data Plane TEP
1 192.168.10.1/32
2 192.168.20.1/32
Fabric External Routing Profile
-+
Name Subnet
multipodL30ut_RoutingProfile 192.168.1.0/31, 192.168.1.2/31, 192.168.2.0/31, 192.168.2.2/31

As a last step, it is then possible to run the setup script on the two APIC nodes connected to the leaf nodes in
Pod2, using the information displayed in Table 1. At the end of this process, the two APIC nodes will join the
cluster with the three nodes already deployed in Pod1.
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Verifying the configuration

Follow the steps in this section to verify the preceding configuration.

Verifying fabric membership and topology

Return to the Fabric Membership list and verify that the spine switches have their TEP addresses, which allowed
discovery of the connected leaf switches.

Serial Number

FDO20231J3S
FDO20231J32
FGE180305R9
FGE180406HN
SALISTINRLQ
SAL1813P3UT
SAL1814PTBO
SAL1814PTDX
SAL1815Q3ER
SAL1815Q3HL
SAL1925H04B
SAL1925H08C
SAL18516J5Z

SAL18516J6W

Fabric Membership

~ PodID

1

Node ID

1206
1205

1102

1204

1208

1202

1201

1203

2101

Node Name

dp2-p1-i6
dp2-p1-iS
dp2-p1-s2
dp2-p1-si
dp2-pl-l4
dp2-p1-bi2
dp2-p1-12
dp2-p1-bll
dp2-pl-i1

dp2-p1-13

dp2-p2-s1

dp2-p2-s52

Rack Name

Model

NIK-C93180Y.
N9K-C93180Y
NIK-C9508

NIK-C9508

NIK-C9396PX
N9K-C9396PX
NIK-CI396PX
NIK-C9396PX
NOK-C9396PX
NOK-C9396PX
NIK-C9372PX
NOK-C9372PX
N9K-C9336PQ

N9K-C9336PQ

P

10.111.152.6.

10.111.152.6.

10.111.152.6.

10.111.152.6.

10.111.152.7

10.111.200.6.

10.111.152.6.

10.111.152.7

10.111.152.6.

10.111.152.7

0.0.0.0

0.0.00

10.112.224.6.

10.112.224 6.

Supported
Model

True

True

Active

Active

Active

Active

Active

Active

0

e

After the discovered leaf switches are acknowledged in the fabric, the Topology screen should show all your
switches. If all your IPN switches do not appear on in the IPN topology, you can verify their connectivity under

Unmanaged Fabric Nodes.
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Topology - Pods: 2

Topology Global End-Points Configure Interfaces And Policies
—_—

‘A Inter-Pod Network

dp2-p2-ipn-1 dp2-p2-ipn-2

& Pod1-10.111.0.0/16

Spines
- 2

Leaves

i x8

APIC Controllers

o x3

& Pod2-10.112.0.0/16

Spines
G- x 2

Leaves

X2

APIC Controliers

o x2

Troubleshooting

Unmanaged Fabric Nodes

~ ID System Name
10.122.226.61 dp2-p1-ipn1
10.122.226.63 dp2-p2-ipn1
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Fabric Membership 0
O L %
Serial Number  Pod ID ~ Node ID Node Name Rack Name Model Role P Supported SSL Certificate  Status
Model

FGE180406HN 1 1101 dp2-p1-s1 N9K-C9508 spine 10.111.152.6. True yes Active
FGE180305R9 1 1102 dp2-pl-s2 NIK-C9508 spine 10.111.152.6 True yes Active
SALIB15Q3ER 1 1201 dp2-p1-i NO9K-C9396PX leat 10.111.152.6 True yes Active
SAL1814PTBO 1 1202 dp2-p1-12 NIK-C9396PX leat 10.111.152.6, True yes Active
SAL1SISQ3HL 1 1203 dp2-p1-13 NOK-CI396PX leaf 10.111.152.7. True yes Active
SALISTINRLQ 1 1204 dp2-pl-l4 NIK-C9396PX leat 10.111.152.7 True yes Active
FDO20231J32 1 1205 dp2-p1-I5 N9K-C93180Y. leaf 10.111.152.6 True yes Active
FDO20231J3S 1 1206 dp2-p1-16 NIK-C93180Y. leat 10.111.152.6 True yes Active
SALI814PTDX 1 1207 dp2-p1-bil NIK-C9396PX leat 10.111.152.7.. True yes Active
SALI8I3P3UT 1 1208 dp2-p1-bi2 NIK-C9396PX leaf 10.111.200.6 True yes Active
SAL18516J05Z 2 2101 dp2-p2-s1 N9K-C9336PQ spine 10.112.224.6, True yes Active
SAL18516J6W 2 2102 dp2-p2-s2 N9K-C9336PQ  spine 10.112.224.6 True yes Active
SAL1925H08C 2 2201 dp2-p2-11 NIK-C9372PX leaf 10.112.32.64/. True yes Active

I SAL1925H04B 2 2202 dp2-p2-12 N9K-C9372PX leat 10.112.160.6 True yes Active

Verifying the IPN
To verify the IPN, first check the OSPF adjacency status between the Cisco Nexus 7000 Series Switch and the
adjacent spine switches.

dp2-pl-ipnl# show ip ospf neighbors vrf IPN-1
OSPF Process ID IPN VRF IPN-1

Total number of neighbors: 4

Neighbor ID Pri State Up Time Address Interface
192.168.10.3 1 FULL/ - 02:46:04 192.168.1.0 Ethl/7.4
192.168.10.4 1 FULL/ - 02:46:02 192.168.1.4 Ethl/8.4
2.2.2.1 1 FULL/ - lwed 192.168.12.1 Po910

dp2-pl-ipnl#

With the adjacency established, you should see the learned routes into this VRF instance from the adjacent
spine switches.

dp2-pl-ipnl# show ip route vrf IPN-1

IP Route Table for VRF "IPN-1"

'*' denotes best ucast next-hop

'**' denotes best mcast next-hop

'[x/y]"' denotes [preference/metric]

'%<string>' in via output denotes VRF <string>

10.111.0.0/16, ubest/mbest: 2/0
*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2
*via 192.168.1.4, Ethl1/8.4, [110/20], 02:44:02, ospf-IPN, type-2
10.111.0.1/32, ubest/mbest: 2/0
*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2
*via 192.168.1.4, Ethl1/8.4, [110/20], 02:44:02, ospf-IPN, type-2
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10.

10.

10.

10.

10.

10.

10.

10.

10

10.

10.

10.

10.

10.

192.

192.

111.0.2/32, ubest/mbest: 2/0

*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2

*via 192.168.1.4, Ethl/8.4, [110/20], 02:44:02, ospf-IPN, type-2
111.0.3/32, ubest/mbest: 2/0

*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2

*via 192.168.1.4, Ethl/8.4, [110/20], 02:44:02, ospf-IPN, type-2
111.0.4/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
111.0.5/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
111.0.33/32, ubest/mbest: 2/0

*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2

*via 192.168.1.4, Ethl/8.4, [110/20], 02:44:02, ospf-IPN, type-2
111.0.34/32, ubest/mbest: 2/0

*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2

*via 192.168.1.4, Ethl/8.4, [110/20], 02:44:02, ospf-IPN, type-2
111.0.35/32, ubest/mbest: 2/0

*via 192.168.1.0, Ethl/7.4, [110/20], 02:44:02, ospf-IPN, type-2

*via 192.168.1.4, Ethl/8.4, [110/20], 02:44:02, ospf-IPN, type-2
111.152.63/32, ubest/mbest: 1/0

*via 192.168.1.0, Ethl/7.4, [110/2], 02:44:07, ospf-IPN, intra
.111.152.64/32, ubest/mbest: 1/0

*via 192.168.1.4, Ethl1/8.4, [110/2], 02:44:02, ospf-IPN, intra
112.0.0/16, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
112.0.33/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
112.0.34/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
112.0.35/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/20], 02:25:25, ospf-IPN, type-2
112.224.64/32, ubest/mbest: 1/0

*via 192.168.12.1, Po910, [110/3], 02:25:25, ospf-IPN, intra

10.112.224.65/32, ubest/mbest: 1/0
*via 192.168.12.1, Po910, [110/3], 02:25:22, ospf-IPN, intra
192.168.1.0/31, ubest/mbest: 1/0, attached

*via 192.168.1.1, Ethl/7.4, [0/0]1, 03:28:46, direct

168.1.1/32, ubest/mbest: 1/0, attached

*via 192.168.1.1, Ethl/7.4, [0/0], 03:28:46, local

168.1.4/31, ubest/mbest: 1/0, attached

*via 192.168.1.5, Ethl1/8.4, [0/0], 03:28:53, direct

168.1.5/32, ubest/mbest: 1/0, attached

192.
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*via 192.168
192.168.10.0/24,
*via 192.168
*via 192.168
192.168.10.3/32,
*via 192.168
192.168.10.4/32,
*via 192.168
192.168.2.0/31,
*via 192.168
192.168.2.4/31,
*via 192.168
192.168.20.0/24,

*via 192.168.

192.168.20.3/32,

*via 192.168.

192.168.20.4/32,

*via 192.168.

dp2-pl-ipnl#

.1.5, Ethl/8.
ubest/mbest:
.1.0, Ethl/7.
.1.4, Ethl/8.
ubest/mbest:
.1.0, Ethl/7.
ubest/mbest:
.1.4, Ethl/s.
ubest/mbest:
.12.1, Po910,
ubest/mbest:
.12.1, Po9l0,
ubest/mbest:
12.1, Po9lo,
ubest/mbest:
12.1, Po9lo,
ubest/mbest:
12.1, Po9lo,

4, [0/0], 03:28:53, local
1/0

4, [110/20], 02:44:02, ospf-IPN, type-2
4, [110/20]1, 02:44:02, ospf-IPN, type-2

1/0
4, [110/2]1, 02:44:07, ospf-IPN, intra
1/0
4, [110/2], 02:44:02, ospf-IPN, intra
1/0
[110/2], 03:30:46, ospf-IPN, intra
1/0
[110/2], 03:30:53, ospf-IPN, intra
1/0
[110/20], 02:25:25, ospf-IPN, type-2
1/0
[110/20], 02:25:25, ospf-IPN, type-2
1/0
[110/20], 02:25:25, ospf-IPN, type-2

© 2021 Cisco and/or its affiliates. All rights reserved.

Page 30 of 62



Verifying external TEP interfaces on spine switches

Using virtual shell (VSH), verify all the interfaces on the spine switches. The Multi-Pod design introduces some
new external TEP addresses used in the data plane as the external anycast TEP addresses (MAC, IPv4, and
IPv6 addresses); see Figure 5. These will be discussed in the following sections as relevant.

Loop:192.168.10.4/32 Loop:192.168.20.3/32

EVPN RID N = EVPN RID
Loop:192.168.10.1/32 192.168.1.1/31 _el1/7 e2/8 192.168.2.5/31
ETEP m 19 &ﬂ
Loop:192.168.10.3/32
EVPN RID 0/31

anycast-mac :
external TEp -00P:10.111.0.33/32

Loop:192.168.20.1/32
ETEP
Loop:192.168.20.4/32
EVPN RID

ast-mac
Loop:10.112.0.33/32 ‘ateemal TEP

92.168.1.5/311/8 ﬁ [ e2/7 192.168.2.1/31

A111/10(12/10 L0

.4/31
93532 MGMT: 10.122.226.16 || MGMT: 10.122.226.17
VDC:dp2-p1-ipn-1|VDC:dp2-p2-ipn-1 _.

it h ) 10.122.226.61 10.122.226.63 ° > it
. ) 1 0 ] 5

external TEP -20PA0:111:0.34/32 “.: 3 é ‘:n‘. L00p:10.112.0.34/32 ¢yterna) TEP
anycast-v6 |00p:10.111.0.35/32 & g ! 2 : anycast-v6
external TEP e S POD 1!/ POD 2 :9 o Loop:10:142.0.39/328 s oI TP

Figure 5.
Verifying external TEP interfaces on spine switches

Note: The next-hop for the EVPN prefixes (MAC and IP addresses for the endpoint) exchanged between
pods is always the anycast ETEP address defined for the spines of each pod. However, because of specific
implementation reasons, data-plane traffic (for L2, IPv4, and IPv6 communication) is always encapsulated
to a specific anycast-address part of the original TEP pool (those are the “anycast-mac,” “anycast-v4,”
and “anycast-v6” addresses displayed in Figure 5, above).

Verifying spine MP-BGP EVPN

On each spine device, you can verify the MP-BGP EVPN peering and route advertisements. The learned routes
represent endpoints learned between the two pods (that is, host MAC and IP address information). In MP-BGP
EVPN, these types of routes are called Route Type: 2-Host MAC/IP. In the summary command, the number of
learned routes will increase as the number of endpoints in the fabric increase.

Note that the router IDs selected in the policy configuration are the MP-BGP EVPN Router-IDs (EVPN-RID)
assigned by the wizard workflow from the specified external TEP pool. These IP addresses are used to
establish MP-BGP EVPN peering. The same fabric BGP process is extended across pods, thus making this MP-
iBGP EVPN (Figure 6). As mentioned previously, the Data-Plane ETEP (DP-ETEP) address is used as the next
hop in host route advertisement between pods.

This verification process assumes that you have configured the fabric profile with an MP-BGP Autonomous
System Number (ASN). Otherwise, the BGP process will not be running.
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MP-iBGP EVPN

— Loop: 192.168.20.3/32
Loop: 192.168.10.4/32 EVPN RID
EVPN RID 192.168.1.1/31  e1/7 €2/8 192.168.2.5/31
1/9 || 2/9
Loop: 192.168.10.3/32 Loop: 192.168.20.4/32
192.168.1.5/31 1710 |[2/10 e2/7 192.168.2.1/31 oop: .168.20.
EVPN RID / D
'g’ g‘z MGMT: 10.122.226.16 || MGMT: 10.122.226.17
il VDC:dp2-p1-ipn-1 || VDC:dp2-p2-ipn-1
~ 10.122.226.61 10.122.226.63 ~
¢ (¥ ?
= g B
& % §
POD 1 || POD 2
Figure 6.
Verifying spine MP-BGP EVPN
dp2-pl-sl# show bgp 1l2vpn evpn summary vrf overlay-1
BGP summary information for VRF overlay-1, address family L2VPN EVPN
BGP router identifier 192.168.10.3, local AS number 65000
BGP table version is 806, L2VPN EVPN config peers 2, capable peers 2
57 network entries and 73 paths using 10140 bytes of memory
BGP attribute entries [6/864], BGP AS path entries [0/0]
BGP community entries [0/0], BGP clusterlist entries [0/0]
Neighbor v AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
192.168.20.3 4 65000 35723 36745 806 0 0 lwbd 13
192.168.20.4 4 65000 35725 36744 806 0 0 lwbd 13
dp2-pl-sl#
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The host route shown in Figure 7 uses the endpoint MAC address and is taken from a remote Pod2 spine
switch, with the host route being advertised from a Pod1 spine switch.

External TEP

(ETEP)

Route Target
(set in config policy)

Route Type: : Ethernet Segment Ethernet Tag : MAC Address MAC ;
i2 - MAC/IP Identifier Identifier Length Address
E S I 7 > E
N\ | 7 o =
dp2-p2-s1# show kr}plgvpn evpn 10. 7/81 1Q0vrf overlay -+
Route Distinguisher: 192.,168.10.1: 65000 .~ >

BGP routing table entry for [2]:[0]:[15957973]:[48]:[0050.5688.a
version 1690

Paths: (2 available, best #1)

Flags: (Ox000202 00000000) on xmit-list, is not in rib/evpn, is locked
Multipath: eBGP iBGP

771:01:[0.0.0.0]/216,

Advertised path-id 1
Path type: internal Ox40000018 Ox2040 ref 1, path is valid, is best path
AS-Path: NONE, path sourced internal to AS

Figure 7.

192.168.10.1 (metric 20) from 192.168.10.3 (192.168.10.3)
Origin IGP, MED not set, localpref 100, weight 0 '\
Received label 159579732 \\
Received path-id 1'\ N
Extcommunlty \ NS
I:5:16 \\ \\\
ENCAP:8 B )
A
" ROUTER N 3
| X N\
5
Router MAC of o
Remote VTEP : BD ¢ i CP-ETEP :

Host route with endpoint MAC address
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The host route shown in Figure 8 uses the endpoint IP address and is taken from a remote Pod2 spine switch,
with the host route being advertised from a Pod1 spine switch.

Route Type: Ethernet Segment Ethernet Tag MAC Address MAC IP Address P
i 2 - MAC/IP Identifier Identifier Length Address Length | Address i

~ —

[
| -

[ —
dp2-p2-s1# show bgpl2 nevpn 10.7.81;1/70/\'r‘fo/veday/-l /// _—
Route Distinguisher: 192.168.10:1:65000 « - —

3 [0050.5688.af77]:(32]:[10.7.¢

BGP routing table entry for [2]:[0]:159579

Paths: (2 available, best #1)

Flags: (Ox000202 00000000) on xmit-list, is not in rib/evpn, is locked
Multipath: eBGP iBGP

Advertised path-id 1
. Path type: internal Ox40000018 Ox2040 ref 1, path is valid, is best path, remote nh not installed
i External TEP AS-Path: NONE, path sourced internal to AS

©ETER)  F—*192.168.10.1 {metric 20) from 192.168.10.3 (192.168.103

H. ] Origin IGP, MED not set, localpref 100, weight 0

Received label 15957973 201465¢

Received path-id 1

Extcommunity:
i Route Target ' + RT:S
i (setin config policy) ; EN

R — RO  MAC:0200.c0a

Overlay Encapsulation
8-VXLAN

' Router MAC of :
Remote VTEP

o

Figure 8.
Remote Pod2 Endpoint IP address

Note that the router MAC address for the EVPN routes is derived from the VDC and system MAC address of the
advertising spine switch.

dp2-pl-sl# vsh -c 'show vdc'

vdc _id vdc name state mac type
lc
1 dp2-pl-sl active a8:0c:0d:96:cl:bf Ethernet

ml f1l mlxl m2x1

dp2-pl-sl#
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Verifying the COOP database entry

On the remote spine switch, you can verify the council of oracles protocol and Council or Oracles Protocol
(COOP) database entry and check that the entry is known through the proxy tunnel established between the
spine switches in different pods. Also note that the ETEP, when used for MP-iBGP EVPN, is used by COOP to
identify a remote pod's set of anycast addresses.
dp2-p2-sl# show coop internal info ip-db
<snip>
IP address : 10.7.81.100
vrf : 3014656
Flags : 0x2
EP bd vnid : 15957973
EP mac : 00:50:56:88:AF:77
Publisher Id : 192.168.10.1
Record timestamp : 01 01 1970 00:00:00 O
Publish timestamp : 01 01 1970 00:00:00 O
Seq No: O
Remote publish timestamp: 09 15 2016 12:35:54 723878748
URIB Tunnel Info
Num tunnels : 1
Tunnel address : 10.111.0.34

Tunnel ref count : 1

<snip>

dp2-p2-sl#
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Building dynamic tunnels

Figure 9 shows two virtual machines on two VMware ESXi hosts: one in each pod. Initially, each leaf switch
knows nothing about the remote endpoints. This behavior is normal and expected. However, each spine switch
in both pods knows about the endpoints through MP-iBGP EVPN and populates their COOP databases
accordingly.

Loop:192.168.10.4/32 T RIETEN Loop:192.168.20.3/32
EVPN RID \ EVPN RID
Loop:192.168.1.254/32

192.168.1.1/31 e1/7 19|20 €2/8 192.168.2.5/31 Loop:192.168.2.254/32
° 1
ETEP 192.168.1.5/21 e1/8 €2/7192.168.2.1/3 ETEP
.168.1. e
Loop:192.168.10.3/32 1/10|2/10 GLIid Loop:192.168.20.4/32
EVPN RID MGMT: EVPN RID

10.122.226.16 10.122.226.17  -0/31
VDC:dp2-p1-ipn-1||VDC:dp2-p2-ipn-1¢1/32
10.122.226.61 10.122.226.63 <

any- anycast-mac
castomac  Loop:10.111.0.33/32 o Loop:10.112.0.33/32 gytemal TP
external 0

TEP Loop:10.111.0.34/32 & Loop:10.112.0.34/32 anycast-vd

dp2-p2-s2

- & external TEP
anvees 1 Loop:10.111.0.35/32 § Loop:10.112.0.35/32 anycast-vé
Rl external TEP

°
Loop:10.111.240.60/32 Loop:10.112.72.92/32

anycast-v6
external coop PTEP PTEP coop
TEP
10.7.81.100 10.7.82.200 |y
dp2-ESXi-1 dp2-ESXi-2
P POD 1 | POD 2 (ERE
Figure 9.

Building Dynamic Tunnels

When the virtual machine in Pod1 starts a new communication with the virtual machine in Pod2, the leaf switch
directs traffic to its local spine proxy switch. The local spine switch sees the remote endpoint learned by MP-
iBGP EVPN in its COOP database. It then sets the DIPO to the anycast proxy address of the remote pod spine
switch. The traffic is redirected to the IPN because the anycast TEP next hop will be known through the OSPF
peering. Note that traffic is never sent from a spine proxy switch in one pod directly to a leaf switch in a
different pod.

The remote spine switch receives traffic and determines whether the inner destination endpoint is local. It then
sends the traffic to the appropriate leaf switch. During this process, the source endpoint and the source
Physical TEP (PTEP) or leaf switch are learned from the traffic flow. With this information, a dynamic tunnel is
created from the Pod2 leaf switch to the Pod1 leaf switch for reverse traffic to use. The reverse traffic will build
a complete dynamic tunnel between the two VTEPs or leaf switches. From that point onward, the two
endpoints’ communication will be encapsulated leaf to leaf (VTEP to VTEP). The dynamic tunnels, as with
normal tunnels in the fabric, are kept alive as long as there is communication between endpoints.
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Dynamic tunnel: Same bridge domain and EPG

The listing for leaf endpoints before any traffic communication is shown here.

dp2-p1-I1:
dp2-pl-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
e Bt it o o o
——————— +
VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info
e Bt it o o o
——————— +
17 vlan-10 0078.88£0.e79b O
tunnel43
mgmt : inb vlan-10 10.7.80.11 O
tunnel43
16 vlan-1068 0050.5688.af77 L
ethl/1
mtarking-T1l:mtarking-VRF vlan-1068 10.7.81.100 L
ethl/1
overlay-1 10.111.240.60 L
100
overlay-1 10.111.152.68 L
lol
dp2-pl-11+#
dp2-p2-I1:
dp2-p2-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
o o o Fom e e
——————— +
VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info
o o Fom e Fom o=
——————— +
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13
ethl/1

mtarking-T1:mtarking-VRF
ethl/1

15
ethl/1

mtarking-Tl:mtarking-VRF
ethl/1

overlay-1
100

dp2-p2-11+#

vlian-1067

vlian-1067

vlan-1068

vlian-1068

0050.5688.d6a6

10.7.82.200

0050.5688.caal

10.7.81.200

10.112.72.92

L

The dynamic tunnel created has the virtual machine in Pod1 (10.7.81.100) send a ping to the virtual machine in

Pod2 (10.7.81.200).

dp2-p1-Ii1:
dp2-pl-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
o R ettt B it e T o e et
——————— +
VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info
B et et T T e e e o B e e T o e et
——————— +
17 vlan-10 0078.88£0.€79b O
tunnel43
mgmt : inb vlan-10 10.7.80.11 O
tunnel4d3
mtarking-T1l:mtarking-VRF 10.7.81.200
tunnel44
15/mtarking-Tl:mtarking-VRF vxlan-15957973 0050.5688.caa?
tunnel44
16 vlan-1068 0050.5688.af77 L
ethl/1
mtarking-T1l:mtarking-VRF vlan-1068 10.7.81.100 L
ethl/1
overlay-1 10.111.240.60 L
100
overlay-1 10.111.152.68 L

lol
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dp2-pl-11+#

dp2-pl-11# show interface tunnel44

Tunnel44 is up

MTU 9000 bytes, BW 0 Kbit

Transport protocol is in VRF "overlay-1"

Tunnel protocol/transport is ivxlan

Tunnel source 10.111.240.60/32
Tunnel destination 10.112.72.92

Last clearing of "show interface" counters never

Tx
0 packets output,
Rx

0 packets input,

(100)

1 minute input rate 0 packets/sec

1 minute output rate 0 packets/sec

dp2-pl-11+#
dp2-p2-Ii1:
dp2-p2-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
o o o Fom o=
——————— +
VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info
o o o o=
——————— +
mtarking-Tl:mtarking-VRF 10.7.81.100
tunnel2l
13 vlan-1067 0050.5688.d6a6b
ethl/1
mtarking-T1l:mtarking-VRF vlian-1067 10.7.82.200

ethl/1

14/mtarking-Tl:mtarking-VRF
tunnel2l

15
ethl/1

mtarking-T1l:mtarking-VRF
ethl/1

overlay-1
100
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dp2-p2-11+#
dp2-p2-11# show interface tunnel2l
Tunnel2l is up
MTU 9000 bytes, BW 0 Kbit
Transport protocol is in VRF "overlay-1"
Tunnel protocol/transport is ivxlan
Tunnel source 10.112.72.92/32 (100)
Tunnel destination 10.111.240.60
Last clearing of "show interface" counters never
Tx
0 packets output, 1 minute output rate 0 packets/sec
Rx

0 packets input, 1 minute input rate 0 packets/sec

dp2-p2-11+#

Figure 10 provides a visual representation of a packet capture performed between the IPN switches. You can
see the use of the anycast external TEP addresses for the ping performed between the virtual machines and
then the switchover to using the dynamically built tunnel directly between the VTEPs and leaf switches.

Source | Destination

10.111.240.60 10.112.0.33
10.112.72.92  10.111.0.33
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.112.72.92  10.111.0.34
10.111.240.60 10.112.0.34
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92

Loop:192.168.10.4/32

EVPN RID N
Loop:192.168.1.254/32 192.168.1.1/31 el1/7

e2/8 192.168.2.5/31

Loop:192.168.20.3/32
EVPN RID

> Loop:192.168.2.254/32
ETEP R €2/7192.168.2.1/3 ETEP
Loop:192.168.10.3/32 Pl a 1110 Y2710 Loop:192.168.20.4/32
: R MGMT: MGMT: EVPN RID
anycast-mac EVENRID 10.122.226.16 10.122.226.17 -0131 /4/31 anycast-mac
external TEP L0op:10.111.0.33/32 VDC:dp2-p1-ipn-1 VDC:de-pz-Ipn-‘l._e” 2 e1/3 S Loop:10.112.0.33/32 eyternal TEP
AnVCastyd ) 10.122.226.61 10.122.226.63 % y ! el
Y e Loopi10.111.0.34/32 & § Loopr10.112.0.34/32 R,
e%f:aslt_r‘?p Loop:10.111.0.35/32 t. S Loop:10.112.0.35/32 ax';vcaslt}vEGP
external
Loop:10.111.240.60/32 Loop:10.112.72.92/32
PTEP
10.7.81.100 10.7.82.200
dp2-ESXi-1 POD 1| POD 2 dp2-ESXi-2

Figure 10.
Packet Capture between IPN switches
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You can decode the packet capture between the two IPN switches to examine the iVXLAN header, as shown in

Figure 11.
 dp2-p1-11; : dp2-p2-11 :
| PTEP . PTEP
.......... A Wikl R
No. | Time [source  \ | Destinatioh, [ Protocol [ Length | nfo |
2298 53.740395 10.7.81.190 10.7.81.3200 ICVP 152 Echo (ping) request id=0x5b0d, seq=1/256, ttl=64
| 2301 54.721572  10.7.81.1 10.7.81.2 1CHP 152 Echo (ping) request id=0x5bod, seq=2/512, ttl=64

Frame 2301: 152 bytes on wire (1216 bits), 152 bytes\captured (1216 bits) on interface @
Ethernet II, Src: Ciscolnc_65:21:44 (00:2a:6a:65:21:49), Dst: Ciscolnc_65:21:45 (00:2a:6a:65:21:45)
Internet Protocol Version 4, Src: 10.111.240.60, Dst: 10.112.72.92
User Datagram Protocol, Src Port: 28736 (28736), Dst Port: 48879 (48879) VXLAN
Virtual extensible Local Area lletwork —-— '
# Flags: 0xc895, GBP Extension, VXLAll lletwork ID (VNI), Policy Applied, Reserved(R)
Group Policy ID: 49153
VXLAN lletwork Identifier (VII): 15957973 <& iBDVNI':
Reserved: 12§ RN .
Ethernet II, Src: Vimmare 88:af:77 (00:50:56:88:af:77), Dst: Vmware_88:ca:a9 (00:50:56:85:ca:a9)
Internet Protocol Version 4, Src: 10.7.81.100, Dst: 10.7.81.200

(ORORCRORC)

[CRCRCH

Internet Control “essage Pr
{ Inner Header ;

Figure 11.
Packet Capture to examine iVXLAN header

Dynamic tunnel: Different bridge domains and EPGs
The listing for leaf endpoints before any traffic communication is shown here.
dp2-p1-I1:

dp2-pl-11# show endpoint

Legend:

O - peer-attached H - vtep a - locally-aged S - static

V - vpc-attached p - peer-aged L - local M - span

s - static-arp B - bounce

R et et e e P Fom e Fom e o +-
——————— +

VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info

R et et e e P Fom e Fom e o +o————
——————— +

17 vlan-10 0078.88£0.e790 O

tunnel43

mgmt : inb vlan-10 10.7.80.11 O

tunnel43

16 vlan-1068 0050.5688.af77 L

ethl/1

mtarking-Tl:mtarking-VRF vlan-1068 10.7.81.100 L

ethl/1
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overlay-1 10.111.240.60 L

100

overlay-1 10.111.152.68 L

lol

dp2-pl-11+#
dp2-p2-I1:

dp2-p2-11# show endpoint

Legend:

O - peer-attached H - vtep a - locally-aged S - static

V - vpc-attached p - peer-aged L - local M - span

s - static-arp B - bounce

o Fom Bt et Fom +-————
——————— +

VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info

o Fom Bt et Fom +-————
——————— +

13 vlan-1067 0050.5688.d6a6 L

ethl/1
mtarking-Tl:mtarking-VRF vlan-1067 10.7.82.200 L

ethl/1

15 vlan-1068 0050.5688.caa% L

ethl/1
mtarking-Tl:mtarking-VRF vlan-1068 10.7.81.200 L

ethl/1

overlay-1 10.112.72.92 L

100

dp2-p2-11#

The dynamic tunnel created has the virtual machine in Pod1 (10.7.81.100) send a ping to the virtual machine in
Pod2 (10.7.82.200).

Note: Remember that these virtual machines are in different bridge domains and EPGs.
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dp2-p1-I1:
dp2-pl-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
B it R Rt o o
——————— +
VLAN/ Encap MAC Address MAC Info/
Interface
Domain VLAN IP Address IP Info
B it R Rt o o
——————— +
17 vlan-10 0078.88£0.e79b O
tunnel43
mgmt : inb vlan-10 10.7.80.11 O
tunnel43
mtarking-T1:mtarking-VRF 10.7.82.200
tunneld4
16 vlan-1068 0050.5688.af77 L
mtarking-Tl:mtarking-VRF vlan-1068 10.7.81.100 L
overlay-1 10.111.240.60 L
overlay-1 10.111.152.68 L
dp2-pl-11+#
dp2-p2-I1:
dp2-p2-11# show endpoint
Legend:
O - peer-attached H - vtep a - locally-aged S - static
V - vpc-attached p - peer-aged L - local M - span
s - static-arp B - bounce
o o B e e T o
——————— +
VLAN/ Encap MAC Address MAC Info/ Interface
Domain VLAN IP Address IP Info
o o B e e T o
——————— +
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mtarking-T1:mtarking-VRF
13
mtarking-Tl:mtarking-VRF
15
mtarking-T1l:mtarking-VRF

overlay-1

dp2-p2-11#

10.7.81.1
vlan-1067 0050.5688
vlan-1067 10.7.8
vlan-1068 0050.5688
vlan-1068 10.7.8

00

.d6a6
2.200
.caa?

1.200

L
L
L
L

10.112.72.92 L

tunnel2l
ethl/1
ethl/1
ethl/1
ethl/1
100

Figure 12 provides a visual representation of a packet capture performed between the IPN switches. You can
see the use of the anycast ETEP addresses for the ping performed between the virtual machines and then the
switchover to using the dynamically built tunnel directly between the VTEPs and leaf switches.

Loop:192.168.10.4/32

Source l Destination

10.111.240.60 10.112.0.34
10.112.72.92 10.111.0.34
10.111.240.60 10.112.0.34
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92
10.112.72.92  10.111.240.60
10.111.240.60 10.112.72.92

EVPN RID
Loop:192.168.1.254/32 192.168.1.1/31 el/7 €2/8 192.

168.2.5/31

Loop:192.168.20.3/32
EVPN RID

Loop:192.168.2.254/32

dp2-p2-s2

ETEP
Loop:192.168.20.4/32
EVPN RID

1_
Loop:10.112.0.33/32 aqernal TEP

anycast-v4
external TEP

Loop:10.112.0.35/32 anycast-v6
external TEP

Loop:10.112.0.34/32

H 1/! 9
ETEP 2/7 192.168.2.1/31
192.168.1.5/31 e1/8 ﬁ'_” R !
Loop:192.168.10.3/32 1/10 Y'2/10
4131 . .
EVPN RID : MGMT: MGMT:
anycast-mac £8/32 10.122.226.16 10.122.226.17 93]
external TEP Luup:10.111.0.33,f32; VDC:dp2-p1-ipn-1 \.fD(‘.':dp2-p2-ipn_-|e
anycast-v4 . o 10.122.226.61 10.122.226.63 %
oxtormal Tep LoOP:10.111.0.34/32 :
anycast-v6 | o0p:10.111.0.35/32 &
external TEP
Loop:10.111.240.60/32 Loop:10.112.72.92/32
PTEP PTEP
10.7.81.100 10.7.82.200
dp2-ESXi-1 POD 1 || POD 2 dp2-ESXi-2

Figure 12.
Anycast ETEP addresses
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You can decode the packet capture between the two IPN switches to examine the iVXLAN header, as shown in
Figure 13.

i dp2-p1-I1; i dp2-p2-11 ;
{ PTEP i PTEP
.......... et
No. | ime | source  \ | Destinatioh, [ protocol [ Length [ 1nfo |
1926 42.233797 10.7.81.1 10.7.82.%00 Icvp 152 Echo (ping) request 1id=0x5bll, seq=1/256, ttl=63 |
1985 43.235669 10.7.81.1 10.7.82.2 ICvpP 152 Echo (ping) request id=0x5bll, seq=2/512, tt1-63|

* Frame 1985: 152 bytes on wire (1316 bits), 152 bytes\captured (1216 bits) on interface @
Ethernet II, Src: Ciscolnc_65:21:94 (00:2a:6a:65:21:49), Dst: Ciscolnc_65:21:45 (00:2a:6a:65:21:45)
[+ Internet Protocol Version 4, Src: 10.111.240.60, Dst: 10.112.72.92
# User Datagram Protocol, Src Port: 38288 (38283), Dst Port: 48879 (48879)
= virtual extensible Local Area lletwork <&
#-Flags: 0xc898, GBP Extension, VXLAll lletwork ID (VNI), Policy Applied, Reserved(R)
Group Policy ID: 49153 sessseRTEs i
VXLAI Network Identifier (VII): 3014656 <& {VRF VNI
Reserved: @ fecscscececsan
# Ethernet II, Src: Vimware 88:af:77 (00:50:56:88:af:77), Dst: ApproTec_@c:0c:0c (00:0c:0c:0c:0c:0c)
# Internet Protocol Ver : 10.7.81.100, Dst: 10.7.52.200
Internet Control “ess

Figure 13.
Decoding the packet capture between two IPN switches
Appendix: Configuring the Multi-Pod setup manually

Unlike Layer 3 connections in previous configurations, a Multi-Pod setup uses the spine switch ports. For this
reason, new access policies are built that are attached to specific spine policies. These policies didn't exist
previous to Cisco ACI Release 2.0. The first step is to build these policies in the Cisco ACI fabric to enable
these spine ports.

Setting up Pod1

Your initial Pod1 will look like the normal fabric membership view, similar to the example shown below.

dico - QOO0
cisco  APIC System  Tenants IRZCCHN VM Networking L4-L7 Services  Admin  Operations  Apps

@ roocogy Seral Number  « PodiD Node 10 Node Name Rack Name Model Role v Supponted SSL Ceruficate  Status
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Defining Pod1 spine access policies

Just as for every port in the Cisco ACI fabric, you need to define access policies to define port behaviors. The
policies for the spine ports are a little different from those defined in the past. The VLAN pool is specific to the
spine switch and uses VLAN 4. This setting cannot be changed by the user. This policy will be attached to the

Layer 3 domain.

Choose Fabric > Access Policies > Pools > VLANS and create a static VLAN pool that contains only VLAN 4.

Specify the Pool identity
Name: MultiPod-VLAN-Pool

Description: | optiona

Allocation Mode:  Dynamic Allocation Static Allocation

Encap Blocks:

o
4

VLAN Range Allocation Mode
| @ Inherit allocMode from parent

Create Ranges (@ 1X]
Specify the Encap Block Range
Type: VLAN
Allocation Mode: Inherit allocMode from parent Static Allocation
Create VLAN Pool (2 I
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Next, you need to create the AEP. Choose Fabric > Access Policies > Global Policies > AEP.

Create Attachable Access Entity Profile

STEP 1 > Profile

Specify the name, domains and infrastructure encaps
Name: MultiPod-AEP

Description: | optiona

Enable Infrastructure VLAN: []

Domains (VMM, Physical or

External) To Be Associated
To Interfaces: Domain Profile

EPG DEPLOYMENT (Al Selected EPGs will be deployed on all the interfaces associated

Application EPGs Encap

7 D>

1. Profile 2. Association To Interfaces

Encapsulation

Primary Encap

Previous

Mode

You can now build the Layer 3 domain that will associate the VLAN pool and AEP previously created and that
will be associated with the interfaces of the spine switch.
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Choose Fabric > Access Policies > Physical and External Domains > External Routed Domains.

Create Layer 3 Domain
Specify the Layer 3 Domain
Name: MultiPod-L3-Dom

Associated Attachable MultiPod-AEP
Entity Profile:

VLAN Pool: | MultiPod-VLAN-Pool(static)
Security Domains:

Select Name

o

Description

Starting with Cisco ACI Release 2.0, you can create the spine interface policies. To start, build a link-level
interface policy. Choose Fabric > Access Policies > Interface Policies > Policies > Link Level. In the case here,

use the configuration defaults.

Create Link Level Policy
Specify the Physical Interface Policy Identity
Name: | MultiPod-Inherit

Description: | optional

Alias:
Auto Negotiation:  off
Speed: inherit

Link debounce interval (msec): 100

00

v

A
v

Forwarding Error Correction: CL74-FC-FEC CL91-RS-FEC disable-FEC
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Next, create the spine policy group using the link-level policy and your previously created AEP. Choose Fabric >
Access Policies > Interface Policies > Policy Group > Spine Policy Groups.

Name:

Description:

Link Level Policy:
CDP Policy:
Attached Entity Profile:

Create Spine Access Port Policy Group

Specify the Policy Group identity

MultiPod-PolGrp

optional

MultiPod-Inherit v @
CDP-Enabled v i@
MultiPod-AEP v @

09
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Next, create the spine interface profile definition. You can select multiple interfaces (a range) as needed.
Choose Fabric > Access Policies > Interface Policies > Profiles > Spine Profiles. The setup here uses two 40-

Gbps interfaces facing a Cisco Nexus 7000 Series Switch using ports 8/31 and 8/32.

Farss Topse

I Pod 1 =Spire -ints Fange

Cancel

Create Spine Interface Profile (7 ]x]
Mama: | Pod -Spine - Infral
Daseription
Interiace Selectons: i +
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Now you can create the spine switch profile. Choose Fabric > Access Policies > Switch Policies > Profiles.

Create Spine Profile

STEP 1 > Profile

Specify the profile Identity
Description: | Optiona

Spine Selectors:

Name
Pod1-Spine-1
| Podi-spine-2

Name: |Pod1-Spine-Prof

09

1. Profile 2. Associations

-
+

Blocks Policy Group
1101

1102

Create Spine Profile

STEP 2 > Associations

Interface Selector Profiles:

Select
r

a
B8

Select the interface/module selector profiles to associate

Name

Pod1-Spine-IntProf
Pod2-Spine-IntProf
default

00

o @

Description

Previous Cancel
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Defining Pod2 spine access policies

In Pod2, if you use different interfaces from the spine switches to the IPN, whether because you are using
different line-card slots or different spine-switch models in Pod1 and Pod2 (for example, the Cisco Nexus 9508
Switch in one pod and the Cisco Nexus 9336PQ ACI Spine Switch in the other pod), you must create the same
access policies for the spine switches that have yet to be discovered in the fabric. If your spine interfaces differ,
you still can reuse the policy groups because the properties will be the same. If your spine interfaces are the
same, you can simply add your spine nodes to the switch profile later, as explained in this document.

Create Spine Interface Profile (@YX

Specify the profile Identity
Name: Pod2-Spine-IntProf

Description: | optiona

Interface Selectors:

-
+

Name Type

I Pod2-Spine-Ints range
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Specify the selector identity
Name:
Description:

Interface IDs:

Interface Policy Group:

Create Spine Access Port Selector

Pod2-Spine-Ints

optiona
1132

MultiPod-PolGrp

09

Setting up multiple pods

For this topology, you will create two pods. The original pool 10.111.0.0/16 was defined in the APIC startup

configuration, but you need to define the TEP pool for the second pod. In this case, the two pools are:

e Pod1-10.111.0.0/16
e Pod2-10.112.0.0/16

In the setup here, each side has a /16 subnet to assign addresses for the TEP in the fabric. Choose Fabric >

Inventory > POD Fabric Setup Utility > Setup PODs.

Fabric Setup Policies

TEP Pool can not be changed once configured.

Please make sure that the entered TEP pool subnet is correct

POD ID TEP Pool
| 2 10.112.0.0/16

(2 1)

Ll
o+
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After both TEP pools have been defined, you can start the process of defining the Multi-Pod setup.

VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1
10.122.226.61 10.122.226.63

192.168.1.1/31 el/7 e2/8 192.168.2.5/31

179 2/9
192.168.1.254/32 192.168.1.5/31 e1/8 110 2710 e2/7 192.168.2.1/31 192.168.2.254/32
ANYcast VTEP IP .0/31 A4[31 ANYcast VTEP IP
e8/32 e8/32 MGMT: 10.122.226.16 MGMT: 10.122.226.17
3 ¢ o
= o = - ~
' 0 El =) o |'-r| EI-
2 a o = N
L o = oo ]
S5 o8
° =
5 5
(=1 @

Figure 14.
Two sides of the IPN with a unique network structure

Each of the two sides of the IPN has a unique network structure. For this topology, two separate /24 subnets,
192.168.1.0/24 and 192.168.2.0/24, are used across the connections between the IPN and the fabric spine

switches. Choose Fabric > Inventory > POD Fabric Setup Policy > Create Multi-Pod.

Create Multi-Pod o0

Community: extended:as2-nn4:5:16

Enable Atomic Counters for Multi-Pod Mode:

Site/POD Peering Profile
Peering Type: JESUIEEES Route Reflector

BGP Peer Password:

Confirm Password:

POD Connection Profile

s +
POD ID Dataplane TEP
. 192.168.1.254
| 2 192.168.2.254
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Create Multi-Pod (2 1]

Multi-Poc
Peering Type: JESUINNES)] Route Reflector

BGP Peer Password:

Confirm Password:

POD Connection Profile

i +
POD ID Dataplane TEP
1 192.168.1.254
|2 192.168.2.254
Fabric External Routing Profile
¥+
Name Subnet
| FabExtRoutingProf 192.168.1.0/24,192.168.2.0/24

¢ In the Create Multi-Pod dialog box, you can copy the community string used in the example because any
configured value will work for a Multi-Pod setup.

« Enable the atomic counters for the Multi-Pod setup so that atomic counters work from the leaf switches
in one pod to those in the other pod.

e Choose Full Mesh or Route Reflector.
o Full Mesh works with a small set of spine switches interconnected with the IPN.

> Route Reflector provides a more robust mechanism for interconnecting a larger group of pods and
spine switches. This document does not cover the configuration for the Route Reflector option.

For information on configuring route reflectors, see the " Route Distribution within the ACI Fabric"
section about muItlprotocoI BGP (MP- BGP) MP-BGP in the foIIowmg document

mfrastructure/whlte -paper-c07-732033.html# Toc395143552.

o The pod connection profile defines a new VXLAN TEP (VTEP) address called the external TEP (ETEP)
address. It is used as the anycast shared address across all spine switches in a pod and as the EVPN
next-hop IP address for interpod data-plane traffic. This IP address should not be part of the TEP pool
assigned to each pod. You should use an IP address that is part of the external prefixes already used to
address the point-to-point Layer 3 links between the spine switches and the IPN devices
(192.168.1.0/24 and 192.168.2.0/24).

e The routing profile defines the subnets that are used in the point-to-point connections between the two
separate pods in the IPN interfaces. The screenshots show the relationships and configuration values.
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Configuring the routed-outside interface for EVPN

To define the routed-outside interface, you need to create some loopback connections from each of the spine
switches. Figure 15 provides more details about these loopback connections.

Loop:192.168.100.1/30 Loop:192.168.100.1/29

PIM BiDir, Phantom VDC:dp2-p1-ipn-1 VDC:dp2-p2-ipn-1 PIM BiDir, Phantom
Loop:192.168.1.102/32 10.122.226.61 10.122.226.63
Loop:192.168.2.101/32
O\ 192.168.1.1/31  el/7 €2/8 192.168.2.5/31
1/9 2/9
Loop:192.168.1.101/32 192.168.1.5/31 e1/8 TIRETY e2/7 192.168.2.1/31 Lo0p:192.168.2.102/32

.0/31 431
€8/32 8/32 MGMT: 10.122.226.16  MGMT: 10.122.226.17

dp2-p1-s2

N
w
1
~

o
&
a
°

dp2-p1-s1

Figure 15.
Loopback functions

OSPF is currently the only routing protocol supported for this connection. Note that the loopback connections
used here for the OSPF router ID will be used for Multiprotocol Interior BGP (MP-iBGP) EVPN peering between

the spine switches in separate pods. This process is handled by the Cisco ACI fabric and is discussed later in
this document.

To configure this connection for a Multi-Pod setup, choose Fabric > Inventory > POD Fabric
Setup Policy > Create Routed Outside for Multi-Pod.

For this setup, use regular Area 0 for OSPF instead of using the Not-So-Stubby Area (NSSA). Then add the
loopbacks you have defined and the interface definitions for the ports on the spine connections to the IPN
switches. Using the wizard, also create your OSPF point-to-point protocol policy.

Create Routed Outside For Multipod (2 <]
STEP 1 > Identity 2. Nodes And Interfaces Protocol Profile
Description: optiona BGP
OSPF
VRF: overlay-1 OSPF AreaID: 0
Route Target:  automatic OSPF Area Type:  NSSA area Stub area
OSPF Area Cost: 1 =

v

Previous Cancel Next
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Create Routed Outside For Multipod (2 Tx]

I - . -
STEP 2 > Nodes And Interfaces Protocol Profiles 1. Identity 2. Nodes And Interfaces Protocol Profiles

Define the Routed Outside

BGP Timers: | select a value v
Spines: H +
Node Router ID Router ID as Loopback Addresses
Loopback Address
Pod-1/Node-1101 192.168.1.101 True 192.168.1.101
Pod-1/Node-1102 192.168.1.102 True 192.168.1.102
Create Routed Outside For Multipod 0

1. Ident N And Interf Pre | Profiles
STEP 2 > Nodes And Interfaces Protocol Profiles LTI

Define the Routed Outside

OSPF Profile For Sub- OSPF Policy: | P2P v @
Interfaces:

Routed Sub-Interfaces i +
Path IPv4 Primary Address MAC Address MTU (bytes)
Pod-1/Node-1101/eth8/32 192.168.1.0/31 00:22:BD:F8:19:FF inherit
Pod-1/Node-1102/eth8/32 192.168.1.4/31 00:22:BD:F8:19:FF inherit

BGP/EVPN Infra Peer Connectivity Profiles +
Peer IP Address Time To Live
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Create OSPF Interface Policy
Define OSPF Interface Policy
Name: | P2P

Description: optional

Priority: | 1
Cost of Interface: unspecified

Interface Controls: @

Advertise subnet
Oero

[ MTU ignore

[ passive participation

Hello Interval (sec): | 10
Dead Interval (sec): 40
Retransmit Interval (sec): 5

Transmit Delay (sec): 1

Network Type: Broadcast Unspecified

~
A4

O €€

1?1

Pay attention to the Maximum Transmission Unit (MTU) value. Otherwise, you will need to configure OSPF to
ignore the MTU. The best solution is to use 9150 as the MTU and set “inherit” to match the interface MTU.
When these values match, the OSPF will be exchanged and match on both sides. You must set the MTU in the
IPN interfaces to 9150 (to accommodate sizing for VXLAN across the IPN). For the rest of this document, the
interface MTU is set in the IPN to 9150, and the profile is set to inherit on the Cisco ACI side. You cannot set the
MTU for the OSPF policy to greater than 9000. If you do so, then you must select “MTU ignore” on the Cisco
Nexus switch and change the protocol policy in Cisco ACI to ignore the MTU.
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Updating the infrastructure interface: external routed

The next step is to associate the Multi-Pod domain with the external-routed infrastructure interface. Choose
Tenants > Infra > Networking > External Routed Networks and select the L3Out interface named “Multi-Pod.”

L3 Qutside - multipod

Name: multipod
Alias:

Description: Option

Tags: v

Gilobal Alias:

Provider Label:

Target DSCP:

Route Target:

Route Control Enforcement: (]
VRF: overla

Resolved VRF:
External Routed Domain: Mu

Route Profile for Interleak: select a value v
Route Control For Dampening:

~ Address Family Type Route Dampening Policy

Show Usage

Reset

its Histor
rofile: el k.
o i %
+
Submit

Configuring fabric membership for Pod2 spine switches

After the OSPF adjacency has formed and the IPNs are performing proxy forwarding of the DHCP requests of
the fabric, the two spine switches in Pod2 will appear in the Fabric Membership list. You can then configure the
two spine switches and give them node IDs. At this point, the remote spine switches will not receive a TEP

address until you revisit the Pod2 access policies and the IPN infrastructure L30ut interface.

Fabric Membership
Serial Number  Pod ID « NodelD w Node Name Rack Name Model Role » Supported
Model

10 dp2-pl-s1 NOK-C9508 spine 10.111.152.6, True
1102 dp2-pl-s2 NIK-C9508 spine 10.111.152.6.
1201 dp2-p1-i NIK-CI396PX eal 10.111.152.6. True
1202 dp2-p1-12 NIK-C93! . eal 10.111.1526.
1203 -3 NIK-CI396PX leal 10.111.152.7. True
1204 dp2-pl-i4 NIK-CI396PX eat 101111527
1205 dp2-pl-I5 N9K-C93180Y leat 10.111.1526. True
1206 dp2-p1-16 NIK-C93180Y eat 10.111.1526.
1207 dp2-pl-bil NIK-C9396PX eal 10.111.152.7. True
1208 dp2-p1-bi2 NOK 10
2101 dp2-p2-s1 NOK-C9336PQ spine 00.00 True

SAL1851606W 2 2102 dp2-p2-52 NIK-C9336PQ spine D.C 0

() L

SSL Cenificate  Status

Active

0

W
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Revisiting Pod2 spine access policies

The remote Pod2 spine switches have been added to the fabric with node IDs, so now you can create access
policies associated with them. Return to the access policies and create a spine profile for the Pod2 spine
switches and associate the interface policy that you previously created. For the example in this document,
separate spine policies are created because different ports are used on the spine switches in the different
pods. If the spine ports are the same in both pods, you can use the same policies you created for Pod1.

Create Spine Profile (2 <]
STEP 1 > Profile m 2. Associations
Specify the profile Identity

Name: | Pod2-Spine-Prof

Description: Optiona

Spine Selectors: ¥+
Name Blocks Policy Group
Pod2-Spine-1 2101
| Pod2-spine-2 2102

Previous Cancel
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Create Spine Profile (2 1

‘gt 1. Profile ; i
STEP 2 . ASSOCIatIons -

Select the interface/module selector profiles to associate

Interface Selector Profiles: (@) °
Select Name Description
)] Pod1-Spine-IntProf
'@ Pod2-Spine-IntProf
] default

Previous Cancel

Creating the routed-outside interface for Pod2

Now define the connection between the spine switches of Pod2 and the Cisco Nexus 7000 Series Switch. You
are configuring the interface IP addresses that need to be matched with the IPN switch. Configure the Pod2
L30ut logical nodes and paths using the Config Pod wizard.

Choose “Topology.” Then click “Config Pod” in the pod dialog box to add the router ID and loopbacks for the
remote spine switches peering to the IPN along with the peering paths and IP addresses used for peering to the
IPN.
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Config Routed Outside For A POD 09
Spines: ¥ +
Node Rouer 1D Router ID as Loceiback Addresses
Loopback Address
Pod-2/Node-2101 192.168.2.101 True 192.168.2.101
Pod-2/Node-2102 192.168.2.102 True 192.168.2.102
Routed Sub-Interfaces: ] ar
Path IPv4 Primas Address MAC dres: MTU (bytes)
Pod-2/Node-2101/eth1/32 192.168.2.0/31 00:22:BD:F8:19:FF nherit
Pod-2/Node-2102/eth1/32 192.168.2.4/31 00:22:BDF8:19FF nherit
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