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T-SYSTEMS - DEUTSCHE TELEKOM’S SUBSIDIARY

FOR MAJOR CORPORATIONS

IT & TC Services in all industries
AUTO&MI =2  TRAVEL & TRANSPORT =

puLc B RETAL =
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Pioneer in Cloud Computing
Multinational corporations
& public sector

Financial figures taken from DT's 2018 annual report

I: - -Systems: s

“\ Strategic Delivery-Centers

€ 6.9 billion revenue
37,500 employees




We build the connected age

1.5K 5G >1.6K

cyber security integrating network security Digital Solutions
professionals into the core network projects in 2018
architecture

>20vyr 65K all DAX

of expertise in live cloud systems for and 19 of the Fortune 100

cyber security > 6 06 companies are our clients

! High project satisfaction
4 8 K enterprise customers
. worldwide are run by us 9 8 %
digitization experts

worldwite average rating of > 1,600

digital solution projects in 2018



& Connectivity B3 Digital

Four building blocks
to create
value for your business - T -

Powered
Systems

iIntegrated by the unique
T-Systems approach

Cloud &

Securit
Infrastructure B y
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“Speed is the new
currency of business. It is
not the big that will eat

the small, but the fast
that will eat the slow.”

Keith Krach, founder DocuSign




Application Services

(managing application services end-to-end across platforms,
modernizing application landscapes and operating models)

Managed Cloud Services

(cross cloud governance with security, compliance and cost efficiency,
enabling the focus on business digitization)

Greater agility, faster time to market

Platfor

i Business enablement

Private Cloud -~ Hybrid Public Cloud
solutions Cloud products
FCl - VMWARE

Reduced investment risk, cost flexibility

Multi-Cloud Connectivity Platform Better use of resources

q.: 3 'SyStemS' hiegt,r?e;:optffrormance




Hybrid does not exist
without
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Future Cloud Infrastructure (FCI)
[ et v

to Public Cloud:
Not a Competitor

IR ——— SN
What is FCI

Future Cloud Infrastructure is a highly secure, flexible, stable, . :
and reliable private cloud solution, designed on public cloud y * 4@%
principals which supports a true Hybrid experience to our

Fully Automated
Hardware and
Software Stack

-

Software Defined

Private Cloud that

. . i Data Centre
. A modern private cloud platform with all the looks an_d feels like FUTURE CLOUD 4
1. Stepping Stone to Future R ey gur R Public Cloud TSNkt (C°m,gggj;§rtkc;fager
applications and make them cloud ready, at 2 i

their own pace EE (f\)
' : [

£) 20
9 ayyeunsod

g
H R latforms to give customers a hybrid cloud Deliverable from all . .
2 . Hybrld by DeSIgn Eolution and rgnanage it from onz single T-Systems Strategic DC Multi/ Hybrid Cloud
with option to deliver Management

8 Foundation)
A highly secure private cloud with all the 7

‘ 3 . PUblIC ClOUd EXperie nce characteristics of public cloud in terms of , Customer Access via
speed, flexibility and agility ‘ Portal or API

_....L . T

——
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T-Systems Data Centre Public Hosting Customer Local Site

B oo ) E ) (=

Existing Evolve Workload 3 GOOQ'?- Cloud  workload Evolve Current
Platforms over time movement movement over time Environment

Classic

Connectivity Layer — Multi-Cloud Connectivity Platform



Cloud Networking odk
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Connectivity!
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v On-Demand Developer C'°Ud
v/ Speed of Delivery dmin
v/ As-a-Service

v/ Scale Up & Down

@)

Firewall

Routers
WAN
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Networking

Network | ¥ On-Demand
Security | 3¢  Speed of Delivery

Ops

X As-a-Service
I&. I§Sale Up & Down

—rmerveovorsS a RoadBlock to Glewd
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FCI Connectivity

Customer Expectations 2 2(

1. Fast Network Provisioning — Connectivity in minutes to
concentrate on my business

2. Simple Price Model — Easy and predictable costs with
Pay-As-You-Go or Contractual models

3. Simple Network Concepts — | need a simple service with
minimal input from my teams — no network jargon

4. Modern “cloud” Look and Feel — | only want to pay for
what | use and when | need it

5. End to End Automation— Automation of all my
repeatable services to speed up deployment, yet it
needs to be flexible

I - -Systems: i5eomtomne



l l Network services based on a Software defined interconnect
platform providing IP Layer 3 connectivity between T-

Systems DC’s, Public Cloud and Customer WAN via an easy to
consume, quick and secure platform )}




“Services - End to End Network Connectivity

7 = Managed Network Services
= Services that add value to the customer

Mini to Maxi Scaling
= Start small — Low initial cost of platform
§ = Scale out & Grow with demand
= Virtual and Physical Network
functions

., = Quick setup of new services
& = Enhance and introduce new services
. = Improves automation

= Automation at the forefront of design
Repeatable services
Speed up customer delivery
Cl/CD Framework
Improve quality via automated testing

, l - FCI Connectivity provides network services.
, = Requires a Carrier grade Telco Cloud : Cisco
| = Fully Integrated, Fully Validated

= Automation framework

i - -Systems® ieshmme
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MCCP — MultiCloud Connectivity Platform

Real Time OnDemand Platform
n Fully Automated -
Portal to Service Delivery

Virtual Network Context
IPAM - IP Allocation

Twin-Core by Design

Reduce delivery

- - Global On demand
S = Multi cloud Connectivity

~ > ~ DCP
~ N
SN o Consumption & Contractual
Based Model
Connectivity Hub
NFS/CIFS as a

For any Service

J: - -Systems: Backup - PAYG _
500Mbps for 1 day Service



Connectivity Services

Repeatable and orderable End to End Services

L Portal  Upper Layer services J

Programmatic

Interface API

&

IP Connectivity

T-Systems Local Region
Multi-Cloud Connectivity
Platform (MCCP)

Customer Premise

Customer connectivity solutions to T-
Systems DC’s

8

8

© m

T-Systems Remote Region

Connectivity solutions between T-
Systems DC'’s

\

!

Private Cloud Connect

oD
Tee =

Customer Connect

H
:
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Region Connect

Let’s power
higher performance

[ - -Systems-

®

T-Systems Services

Connectivity solution to and from T-
Systems platforms and portfolio
offerings

]

Public Cloud Connect
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Public Cloud

Connectivity solutions to Public
Clouds

Provide IP Layer 3 connectivity between T-Systems DC’s, Public Cloud and
Customer WAN via an easy to consume, quick and secure platform



MCCP Services

Customer Onboard

VPN Connect laaS-D Connect
AWS Connect

T-Systems Frankfurt Region

AWS Cloud
_________________ FCl 1aaS-D
Availability Zone 1 Gﬁb Customer VNC #1 Leaf 101
AWs Dir Customer #1 workload Domain
VPC €ct Connect AWS

Connect
- G -

H Instance VPN Connect
P Gateway #1
Ay
%‘ & o
oY 5
=
N Q“z‘c k=t
0, =3
. =
/7@ a
s Oxs
Customer Site Customer VPN | A {.‘E FCl1aaS-D

Gat #1 =

- = Customer VNC #2 Leaf 201

Customer o Customer #1 workload Domain
ASH Internet 5 AWS
,
| Customer VPN = Connect
| Gateway #2 i -
) IPSec Tunnel 2l |

T-Systems Admin Context

[ - -Systems: emshomme




T-Systems Services
Repeatable and orderable End to End Service

Open Telekom
Cloud

‘ *Qut of Scope

. Customers will still use their

l existing WAN providers to /’
connect multi-cloud

Provide IP Layer 3 connectivity | / i
between T-Systems DC’s, Public | Customer
Cloud and Customer WAN via an Premises

easy to consume, quick and secure
platform Customer
Premises

B8 Microsoft Azure

Open Telekom

Let’s power Clond
higher performance

‘[ - -Systems-

* Intraselect IPVPN -

Universal Cloud E
Gateway

3" party WAN
suppliers

Secure

Internet

)

Technologies

Customer
Premises

3" Party Network
Carrier / MPLS

-

T-Systems Twin-Core Data Centre

Cloud
Connection

T-Systems Platforms
**Qut of Scope of FCI Connectivity
*Defined within the FCI Technology Streams

**Existing Platforms (Subset)

« DTTS MV IPVPN
* 3" Party Providers

housing/ colocation ‘

(ﬁ
3
3

Overlay.

MultitCloud

Classic/BMS ‘

Connectivity Platform

DCP
DCS 3.0 -SAP / Vcloud

*ECI (3x2)

WAN LAN
Termination Termination
VPN
Termination
DC

VMWARE Technology Stack

Cannection \

AZURE Technology Stack

OpenStack Technology Stack

HSDCC = \
N\
i T

T-Systems Twin-Core
Germany + International
€

§
H

Ciowd




Customer Portal

TSI PU MIS & PC Service
Portal

Home > AliCatalogs 2 FClConnectivity

Catalogs

All

Categories

FCI Connectivity

FCI Connectivity Add AWS

Order a Connecti
of your VPC

an AWS
aws  pegion

T-Systems Administration

@ FCI Services

View Details

I B FCI Connectivity

‘[ - -Systems-

FCI Connectivity Delete Coexi...

Base Services

Disposal of a connection

Customer Connect

TSI

Private Cloud Connect o

namic SAP)

View Details

Public Cloud Connect

FCI Connectivity Delete AWS

Disposal o

aws

View Details

Let’s power
higher performance

ntoone

Search

FCI Connectivity Add Coexist ..

d ion to
Environments on other

Systel tfc e.g.

FCI Connectivity Add DSM Co...

Order a Conne

DSM

View Details

FCI Connectivity Delete DSM ...

@ Disposal of connection to
your DSM Enviroment

DSM

Details

Showing 9 items

Show More

Service Catalog ~ Requests@)  ™Cart  Tours

View Details

FCI-CON Add Virtual Network ...

Order a new
/° e

View Details

FCI Connectivity Del Custome...

sposal of connection to

f your premises

View Details

| Paul Starr(MVP)



Customer Portal - VPN Service

* Repeatable Service using repeatable template

* Automated end to end - order to deployment
e 10 Mins to deploy — less than 1 mins to delete
* Creates Customer business services, related Cl

within CMDB, Monitoring, Billing, Reporting

I - -Systems® emstmme

FCI Connectivity Add CustomerConnect

A connection between a Telekom Datacenter and one of your locations that is managed
and controlled by one of your Virtual Network Contexts. This connection might be a VPN
with one or two Gateways on your premise.

Lo

Network Related Information

*Virtual Network Context @ Region @
None
*Name your Connection @ * Connectivity Type @
Ve

Network Settings

*Bandwidth @ * VPN Device Model @
500 Mbit/s . Cisco10S
* Gateway IP © 2nd Gateway IP @
1234 1235
*VPN Profile @ * Pre Shared Secret @
High security2 v | esessesssssssse SHOW
*Routing @
Dynamic

Service Related Information

* Usage Period

*Technical Contact @

*E-Mail Address @ *Phone



FCl Connectivity Overview

+ Jira X Confluence ? :

A
JFrog
docker
@ python p&/,
ne afea]n
sonarqube | S— cisco

8

Digital Pre
Twin Prod

i - -Systems: Lemhmm

Infrastucture Customer
Domain Domain
servicenow L | 15

Customer Portal

Servicenow
Adaptor

API

he]

Customer 1 Customer 2

servicenovw
ITSM
Provisioning API
]
Restconf g
e __ AdminlAN o CISCO.
= 1 DC#1
| | @ Fc1 Automation API - NSO |
| Multi-Cloud Connectivity Platform
| (mMccp) |ffemlpp-|  Event Monitoring
| Central Managemen|t Zonle configure &
el 0 =
' @ 0 cisco Mangge
| | pc#s
I Config DB Resource Manager I
I
I
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The interest in Telco Cloud is driven by:

Unified cloud architecture

p—l Appn (M ‘u‘lpl-ltg_r_@nt apps - Agile service
5 ; introduction
P, (I

Tl Service orchestration - Performance
-
Programmable DC infrastructure at scale
e Abstracted infrastructure » Open and flexible
L Tl 4
Global flat IP access network Abstracted IP/transport

Programmable WAN transport SRR | 2nd access network
b

Source: Arthur D. Little

© 2019 Cisco and/or its affiliates. All rights reserved.



Mutti-Cloud Connectivity Platform - (MICCP) .
Customer Portal - 0SS / BSS ETS' Refe rence ArChIteCtu re
and NFVI

NFV-MANO

il
cisco NFVO

Cisco NSO
NFVO Function Pack

OSS/BSS

Cisco CSR1000v 3

Cisco CSR1000v
Route Server

Cisco CSR1000v

VNF Manager

‘::ll's'é‘;;‘ Cisco ESC

VNF
VNF
VNF

| Manager

VIM

NFVinfrastructure (NFVI) VIM

Compute Virtual Storage Virtual Network
(RHEL) | Ceph FD.I0, OVS, SR-IOV . Redhat OSP

NFVI

Virtual Virtual Virtual
Compute Storage Network
Virtualized

Infrastructur
e Manager

cisco CiscoVIM

Redhat Openstack (OSP) , KVM,Qemu

|‘ Virtualization Layer

Network VIM

Hardware Resources . .
sl Virtualization Layer

sil101|1.Compute U Storage et Network cisco Cisco APIC
C15C0 Cisco UCS Cisco UCS Cisco ACI (Nexus)

Hardware Resources

CI/CD Tool Chain
JIRA, Confluance, Gitlab, JFOG Artifactor

Monitoring, Management and Service Assurance
Cisco CVIM-MON & EFK Stack




MCCP production Location

CPE

b . 5 -Systems
2 -Systems H e ——
- y — R tCId &
Private Clouds : e oues Cloud g
v exchange “*=7 i _ : i qulf}llllﬂllfxchange k¥
. EQUINIX i B e T 4 i

cVIM Micro Pod ™,




Cisco Multi-Site Orchestrator

o
T h

Mini ACI 7
O (T :%EEEEEEEE:% ”H”H:%
ACI Remote Leaf ACI Fabric ACI Fabric
(ﬁ? SR-MPLS SR-MPLS SR-MPLS | SR-MPLS SR-MPLS | SR-MPLS

interworking | interworking interworking | interworking interworking | interworking
Internet

( ) % 111
(A) m IP/MPLS/SR l IP/MPLS/SR IP/MPLS/SR IP/MPLS/SR l n

%e—aggregation Central office (CO)/ Regional DC Central DC Peering/ Public cloud
(ﬁ) aggregation / headend (HE) Co-Lo provider

Building consistent end to end policy across DC and SP transport networks




vRAN - vDU and
vCU

Far-edge cloud

Storage cluster

OOB Management switch

&
y
[ Storage |

Storage

Edge pod(s)
- Network
(WAN)

&ﬁ

‘ Network

[ 0t016 |
(WAN)

C
A0S Compute node on any type of
CVIM pod

<& Roadmap

Nano pod(s)

VSAEGW-C, MME,
vIMS, vPCREF, ...

VSAEGW-U, VFW/NAT,
vCDN, MEC apps ...

Y Edge cloud

el

Micro pod
00B Management switch

_Control
_Control Storage Compute
Control = Storage

[ 0tot6 |

Hyper-converged pod
OB Management switch __|
Storage Compute

Storage Compute

Storage Compute

Compute

Full pod

' 00B Management switch

B Management switch

TOR switch pair

Management

Storage

Storage

Storage
{_Storage |

&

< Small optimized form factor with specialized hardware ... Large form factor with standard hardware >




CICD & NetDevOps

Cisco Integrated Testing Automation Framework
Muiti-Cloud Connectivity Platform- (MCCP)

J Customer Portal - 0SS / BSS ‘

Service Now
— - NFV-MANO
Scope Defect Release Deploy .
Cisco 150
Define user, requrements. Delect dacavery, filog and WFYO Function Pack
‘s st siriogy. racking
ViM
Management e
Epics, features, Compiled code Test reports Bugs, track test PEN test, SAST, Release Solution deployed Infrastructure | ) vim
ser stories, sprints, from BU release DAST Management in Kiba Lab for Zrrg Vvl Siarage . Vinad ewak
i o byt images management Dashboard, Efication [ ey | 2 [Faesrwe @ redns osp
Arti = L Ciiih8 Virtualization Layer e
ifacts |‘ Redhat Openstack (OSP). KVIVL.Qemu | sizco (iseo 1A
Hetwork N
Hardware Resources i
i Comede = = Cisco Cisor APIC
CICD Test Automation Framework fmn 7SR | Fadine
Toolset
OO Se Pilan, Track, Orchestrate, Provisioning, Test and Release Management
C1/CD Tool Chain
JIRA, Confluance Gitlab, JFOG Artfactor
7 Issue/
Github. Defect itoring, and Sarvice
Source Control Management Cisco CVIM-MON & EFK Stack

Jenkins @
Automation of pipeline

Artifactory Artifactol

*Jiog, Bosker Test Tools s T Q
CXTM, TMS00, Jrogidocker
IXIA, Accuver

© 2019 Cisco and/or its affiliates. All rights reserved.



Proof of concept
capabilities during RFP

Reduced efforts to
consume Telco Cloud

End2End integration of
whole solution Stack

Consumption based
licensing



Thank you
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