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Cloud And Automation Strategy Key Enabler’s for 5G Transformation
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Cloud Platform Evolution to Cloud-Native Infrastructure

Cloud Stack for Deploying VNFs

/ CNFs
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Telco Cloud Platform strategy to support both VNF’s and CNF’s is key for 5G Transformation
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Why Automation Matters ( Business Benefits )

Customer
Experience
Service Agility and Service Automated operations reduces Better packing of VNFs and Improved network reliability
Velocity results in faster manual tasks results in reduce CNFs into services improve and availability result in better
Go-To-Market strategy and OpEx and improve service utilization of H/W resources customer experience and
increase in top line availability and reduce CapEx lower churn rates

revenue
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MANO Evolution VNF to CNF ( Inline with Standards )

VNF’s VNF’s - ‘ VNF’s
ETSI MANO ETSI MANO + CNCF ETSI MANO + CNCF
(Release 1 - 2) (Release 3 —4) (Future)

Cloud Domain Service Orchestrator (NSSMF) | Workflow | Ul

SOL 005

SOL 005 SOL 005
SOL 003
SOL 002 23
or-vi SOL 002 orvi z ¢
IFA 005 IFA 005 Vi-Vnfm é TE g
IFA 00§ 52
VNF CISIM IAPI Caa$ API . . . . Caa$ API
(e.g. Helm) (e.g. Helm) (e.g. Helm)
— KubeVirt
CaasS
> ETSI Release 1-2 focus on NEV MANO > ETSI NFV Working Group has been working on CNF > Caa$ Platform managing both VNF’s and
Architecture and interoperability of solutions support under FEAT17 (IFA 010, 011, 029, 036, 040). CNF’s
VNF Packages — SOL 004 , VNF and NS . i
( _ g_ > IFA029 .Ephancements of NFV architecture towards > CaaS API's integrated with Orchestrator
Descriptors —SOL 001 ) cloud-native , ;
S and manage both VNF’s and CNF’s
> Standardized internal and external MANO > IFA040:Service interface for container management S SR e T e G e
Interfaces ( SOL 003 , SOL 002, SOL 005 , IFA and orchestration e ET; NeF PP
005 , IFA 006 ) Ll { BV, )

> IFAO11:VNF descriptor and packaging specification



Cloud-Native Full Stack Automation
Infrastructure to Network Services And Operations Automation

Cloud Domain Service Orchestrator/ Slice > Infrastructure Automation

Cloud Domain
Manager | Assurance

MANO
Resource Orchestrator | Assurance > CaaS Platform Automation

Cloud-Native NF’s Cloud-Native NF’s ( 5G SA , v RAN etc ) > Network Functions LCM
Automation

Kubemetes Tenant Cluster 1

> Network Services LCM
K8’s on Bare Metal Automation

Caas Platform

> Operations Automation —

Infrastruct Bare Metal
nrrastructure
DC Fabric DevOps CI/CD
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Infrastructure Automation Caa$S Automation Network Function LCM Network Service LCM Operations Automation
> ZTP of Bare Metal and » K8’s cluster deployment |Automation ( 5G SA, VRAN| Automation ( ex:5G Slicing ) | (DevOps — CI/CD

LCM and LCM automation etc) > Network Service activation| » Operations Automation
» ZTP of DC Fabric and LCM | > K8’s plug-in’s deployment| > NF deployment and LCM|  and LCM with CI/CD pipelines
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SMI-BM 5G/cnBNG Deployment Environments
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SMI-BM Architecture — Management Cluster

Management cluster is the starting point for deploying both User Plane and Control Plane clusters

/
Provisioning
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SMI-BM Deployment Architecture esvs kv
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A management cluster is a 2-node cluster

running the existing SMI CEE (monitoring)
and the CNDP cluster manager.

Key Use Cases:

Providing LCM for child CNDP clusters
Monitoring and alerting of child clusters
Underlying server(s) provisioning and LCM
activities

Host OS and BIOS/Firmware configuration
Load necessary packages required for
Cisco NFs
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Cluster manager provisions and does the LCM of

each worker cluster;

* Provides K8s based infrastructure

» Sample NFs: AMF, SMF, PCF, NgUPF and other
K8s NFs

-

Cluster manager provisions and does the LCM
of each worker cluster;

» Provides KVM based infrastructure

* Sample NF: UPF (VM based)




SMI-BM Automation
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» The network function can be fully automated via NETCONF or REST interfaces (

Integrates Directly to NSO )

» CFP to automate SMI-BM stack ( BM , K8's CM/Clusters , NF’s )
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Cloud Infra + laaS + CaaS

in Automation Reference Framework

X-Domain Service Orchestrator / Slice Manager ( NSMF)

TM Forum / 3GPP

Cloud Domain Service Orchestration /Domain Slice Manager ( NSSMF )

SOL005 SOL005 SOL005

Resource Orchestration
NFVO/VNFM (NSO/ESC)

Resource Orchestration
(NSO?)

Resource Orchestration
(3" party)

Netconf | REST Netconf | REST Netconf | REST REST
Cisco CNFs .
(4G/5G, cnBNG) Cisco NFs
31 party VNFs Cisco VNFs (4G/5G, Partner NFs 31 party CNFs

cnBNG) (5G 5A)

SMI-VM
3rd party laaS
CVIM SMI-BM (CNDP) g, Rengt, VI\»IIIW, Robin.io)

Locations

Automation strategy is key to integrate multiple Horizontal and Vertical Cloud platforms



Automated vRAN Use Case
Zero-Touch Cell Sector Activation

e RIU send up
notification to EMS

0 RIU plugged in:

gets IPv6 and EMS Cell Site 1
FQDN from DHCP

e vDU gets config from
vCU

RIU gets config from
vDU

vCU queries EMS for
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Config
received from
EMS
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EMS notifies OSS
with RIU/eNB ID

OSS sends
indication to
NSO
NSO tells
ESC to
deploy eNB
at GC
EMS queries
OSS for eNB
config
OSS sends
config to EMS



Automation of Enterprise 5G Slice with MEC
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